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ABSTRACT Relation extraction is a necessary step in obtaining information from clinical medical records.
In the medical domain, there have been several studies on relation extraction in modern medicine clinical
notes written in English. However, very limited relation extraction research has been conducted on clinical
notes written in Chinese, especially traditional Chinese medicine (TCM) clinical records (e.g., herb-
symptom, herb-disease). Instead of independently extracting each relation from a single sentence or text,
we propose to globally and reasonably extract multiple types of relations from the Chines clinical records
with a novel heterogeneous graph representation learning method. Specifically, we first construct multiple
view medical entity graphs based on the co-occurring relations, knowledge obtained from the clinic, and
domain texts with the corresponding information of two medical entities from the Chinese clinical records,
in which each edge is a candidate relation; we then build a Graph Convolutional Network (GCN)-based
representation learning with the attention mechanism to simultaneously infer the existence of all the edges via
classification. The experimental data were obtained from the Chinese medical records and literature provided
by previous work. The main experimental results on Chinese clinical records show that our proposed model’s
precision, recall, and F1-score reach 10.2%, 13.5%, 12.6%, demonstrating significant improvements over
state-of-the-art.

INDEX TERMS Relation extraction, graph attention networks, Chinese clinical records, representation

learning.

I. INTRODUCTION

Despite the rise of semi-structured and structured data,
the text is still the most widespread content in the real word.
To extract meaningful information and knowledge from free
text is the subject of considerable research interest in the
natural language processing (NLP) fields. Text mining has
become one of the most active research sub-fields in data
mining. Relation extraction (RE) is an essential sub-task of
text mining, which aims to discover relations between entity
pairs e1 and e; given unstructured text data.

With the tremendous growth in the adoption of electronic
medical records (EMRs) contains a vast of medical infor-
mation, such as the relation between treatment and disease,
is becoming available as a treasure trove for large-scale health
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data analysis [1], [2]. Extracting the relevant information
existing among medical concepts from EMRs automatically
is of great importance to many medical applications, which
further support the clinical decision making and government
health policy formulation. However, most of the informa-
tion in current medical records is stored in natural language
texts, which makes data mining algorithms unable to pro-
cess these data directly. To extract the medical information
from the EMRs, researchers generally use entity and relation
extraction algorithm, which can be processed by conven-
tional data mining algorithms directly. As a kind of EMR,
Chinese electronic medical records contain much informa-
tion about clinical diagnoses and treatment events. Since the
publication of the Basic Norms of EMRs in China, a solid
body of data has been generated as a result of the unprece-
dented expansion of EMRs. Although the Chinese Ministry of
Health has issued a series of relevant regulations [3], Chinese
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medical records, especially traditional Chinese medicine
(TCM), contain a large amount of clinical information, such
as the chief complaint, four diagnoses, and treatment mea-
sures, stored as unstructured data in the clinical narrative.
Previous research on RE has mainly focused on English
text. However, with the widespread use of EMRs in China
and continuous development of machine learning techniques,
an increasing number of researchers have conducted RE
research in the Chinese medical domain. Due to the lack of
digitalization and formalization in Chinese clinical records,
studies focusing on Chinese clinical records are relatively
limited, especially on TCM clinical records.

On the other hand, Chinese clinical medicine is a very
complicated medical system in which multiple types of enti-
ties are involved, such as “herb,” “formula” (a composition
that consists of certain herbs), “symptom,” and “‘syndrome
(disharmonies at the core of the body, a complex pattern
of signs and symptoms, which has no direct parallel in
western medicine). Multiple types of intricate relations can
exist between these heterogeneous medical entities, such as
composition relations between herbs and formulae, treatment
relations between formulae and diseases, effectiveness rela-
tions between herbs and symptoms, and association relations
between syndromes and diseases. Detecting these latent and
useful relations is the goal of RE for Chinese clinical records
mining. Every researcher contributes their discoveries to the
Chinese medical knowledge base to form a large-scale, multi-
source, and the unstructured pool of natural language text
data [4].

In this study, we aim to solve the issue of extracting rela-
tions from this corpus of Chinese text. Specifically, given a set
of Chinese clinical records, our task is to discover all relations
between the instances of multiple types of entities in corpus.
One of the main objectives of relation extraction from Chi-
nese clinical records is to help discover new knowledge about
effective personalized treatment. In other words, the most
significant relations between medical entities can be used to
assist clinical treatment or other clinical research. In addition,
the extracted relations may promote the understanding of
Chinese medicine in western medicine. Relation extraction
from Chinese clinical text is more complicated than relation
extraction from biomedical text. The main challenge of rela-
tion extraction from Chinese clinical text is the complexity of
the structure and system of Chinese clinical records. Multiple
types of complex relations exists between a lot of hetero-
geneous medical entities, which is not advisable to extract
a single type of relation independently of the others. Fig. 1
gives an example of extracting multiple types of correlations
between heterogeneous Chinese medical entities. In addition,
most Chinese clinical records are written in Chinese, a lan-
guage in which the sentences have no spaces between words
and, therefore, word segmentation is needed to automatically
divide sentences into words. Errors in word segmentation
obstruct feature generation in the relation extraction process.
At last, the vast majority of Chinese clinical records are not
exactly like natural language sentences. These texts keep their
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FIGURE 1. An example of extracting multiple types of correlated relations
between heterogeneous traditional Chinese medicine (TCM) entities.
Words in red font indicate a disease, words in blue font indicate a
formula, and words in green font indicate a herb. The relations extracted
from different documents are correlated with one another through their
common entities.

own way of organizing the medical entities, which are often
put in a weakly ordered way. In this article, we propose
a new method to complete the task of relation extraction,
to globally and reasonably extract relations from the entire
corpus of Chinese clinical records from the perspective of
graph representation learning. Specifically, we first construct
a heterogeneous entity graph from the co-occurring relations,
which can be obtained easily from the records. Specifically,
we take all types of medical entities that occur in the records
as nodes and create an edge for each pair of heterogeneous
entities co-occurring in the same text. All the edges are
treated as candidate relations to be identified. Then, we use
domain knowledge to enhance the semantic information of
the above graph. Our hypothesis is that the prior knowledge of
associations among medical entities in the domain documents
can be used to discover latent relations, thereby improving the
quality of relation extraction for clinical records. Fig. 2 gives
a simple example of the heterogeneous entity graph. We then
propose a novel graphical relation extraction model, called
the multi-view graph model to extract relation (MVG2RE),
to simultaneously infer the labels of all the candidate relations
by employing the node representation learning and classifica-
tion. To evaluate the performance of our proposed method,
we trained and evaluated our MVG2RE on a high-quality
corpus provided by previous work. We set up extensive
experiments, including quantitative analysis, qualitative anal-
ysis, and expert evaluation on this dataset. As expected, our
approach leads to more accurate matching between entities in
records than baseline approaches. The main contributions of
this article include the following:
o We propose a focused heterogeneous graph represen-
tation learning model to jointly learn the task of RE.
The model integrates graph neural network model as a
shared parameter layer to achieve better generalization
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FIGURE 2. An example of a simple heterogeneous traditional Chinese medicine (TCM) network. Different icons and line styles indicate different
types of TCM entities and candidate relations, respectively, which are closely correlated with one another. Many triadic closures are formed in the

network.

performance. Our proposed model MVG2RE is able to
learn a better heterogeneous medical graph representa-
tion benefit from attention mechanism.

o Co-occurrence, lexical feature representation and
semantic information are jointly utilized to extract the
of each entity relation. We propose a model that makes
full use of rich external knowledge to enhance the RE
performance for Chinese clinical records.

o Our model achieves new state-of-the-art results with-
out additional computational over head when compared
with previous works.

Il. RELATED WORK

The concept of RE was first put forward at the Message
Understanding Conference (MUC) and supported by the
Defense Advanced Research Projects Agency (DARPA) at
the end of the 1980s [5]. RE for medical data refers to
the detection and classification of relation mentions among
different medical entities within the primary texts. The goal
of RE is to detect the occurrences of pre-specified types
of relationships between entity pairs. Comparing with the
types of medical entities, the types of entity relations are
more diverse [6]. There have been many existing studies on
medical relation extraction. There has been some work with
different methods for medical relation extraction for English
EMRs. Dependency trees were used to support the process
of querying interactions between genes and proteins [7]. The
traditional model, such as support vector machines (SVM),
was early employed to identify the relations among dis-
eases, symptoms, drugs, and treatments [8]. A model was
proposed in a study [9] to identify the semantic relations
among medical concepts from the medical texts and to
analyze them to discover medical knowledge. In order to
extract more complex relations in medical records, a hybrid
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method was proposed based on machine learning, dictio-
nary, and rules [10]. [11] proposed a knowledge-guided
SVM approach to discover relations between medical prob-
lems, treatments, and tests mentioned in electronic medi-
cal records. This model extract feature from records used
knowledge datasets that Wikipedia, WordNet and general
inquirer [12].

At present, the research studies of relation extraction in
Chinese mainly focus on the open domain, and the methods
of relation extraction in Chinese EMRs are still in the pre-
liminary stage [5]. Some work focused on using rule, such as
co-occurrence, and traditional Chinese medicine integrative
database to extract relation among herb, genge, syndrome
and disease, and to complete molecular mechanism analysis.
On the other hand, a series of NLP methods, such as word
segmentation and syntactic parsing, have been proposed to
handle Chinese open relation extraction [13]. For example,
A semi-supervised model was proposed in work [14] based on
bootstrapping to discover the knowledge of gene functional,
including extracting the relation among disease, symptom
and gene in TCM bibliographic literature and MEDLINE. !
The topic model is a popular method for relation extraction
in TCM literature. These work utilized topic model to con-
struct classifier that can learn the latent topic distribution and
discover the intricate relations among herb, symptom and
syndrome [15], [16]. In the medical field, the dependency
graph was used to automatically learn the syntactic pattern of
relation extraction and extracted the relation between disease,
drug and symptom by this model [16], [17]. Some work using
graph model [4], [18], [19] achieved good performance in the
task of RE for Chinese text discovery, which can avoid the
pitfalls that the characteristic in Chinese texts.

lhttps://j gc128.github.io/mednli

215615



IEEE Access

C. Ruan et al.: Relation Extraction for Chinese Clinical Records Using Multi-View Graph Learning

Heterogeneous Graph

Multi-View

I
|
! i
\
featurel /. !
: ° f
/ *b P e H |
o e N i
; i !
j ‘ ‘ \
‘ ‘ |
i | e o feature2/ | I
S
j o ¢ o / P :
: \ |
i ! | |
\
‘ |
j \
; | I
‘ |
\
‘ | |
I
\
I
\

feature3
. < f
© \ 9
\ e
o o N\ |

Representation Learning

Relation Classification

Low dimension
Vector space

r |
| |
| |
| |
| |
| |
| |
| |
| |
| l
|

’| Softmax 4—> i
| |
| |
| |
| |
| |
| |
| |
| |
| |

FIGURE 3. Framework of the RE model. The model consists of five parts: graph input layer based on different knowledge, vector
representation layer based on graph convolutional network layer, and output layer.

All the above-mentioned approaches only focus on mining
the corpus itself, however, these heterogeneous relations may
be dependent on another knowledge, through their common
entities, which failed to comprehensively describe how a rela-
tion is generated using medical knowledge well. Just as dif-
ferent people view the same clinical record and get different
understandings, models need to understand the information
in the data from different perspectives according to prior
knowledge.

lll. METHODOLOGY

In this section, we first introduce the problem definition
of relations extraction in Chinese clinical records. Second,
we describe three basic features for relation extraction of
Chinese clinical records in more detail. And we use the
features as different views to build different heterogeneous
entity graphs. Finally, by fusing the attention mechanism,
a method of relation extraction based on graph embedding is
proposed. The framework of our proposed model multi-view
graph attention model termed MVG2RE is shown in Fig. 3.

A. PROBLEM DEFINITION

In this article, we attempt to extract relations in the context
of a heterogeneous medical graph from clinical records. So,
we first give the definition of the heterogeneous medical
graph, then present the problem formulation.

Let V and E be a set of node and a set of edge respectively.
Weuse Vy (V4 € V) to denote the set of medical entities with
type ¢, and use Ey, (E, € E) to denote the set of relation with
type ¢. Now, we define a heterogeneous medical graph as the
G=(V,E), where V = Upco Vy, E = Uyey E,.

Given a heterogeneous medical graph G = (V, E), the goal
of relation extraction is to learn the function F' to predict the
label of candidate relations between clinical entities, which
can be defined as:

F:G=(V,E;0) I (1

where 6 is a parameter to be solved, [ is the label. In this
article, we aim to identify the reliability of each candidate
relation. Therefore, we have [ = 0, 1, where the value of
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label is 1 means an edge is reliable; otherwise 0 means it is
unreliable.

B. OBTAINING VIEW-ORIENTED FEATURES

Aspect-based (also known as aspect-level) sentiment classifi-
cation aims at identifying the sentiment polarities of aspects
explicitly given in sentences [20]. Learning from this idea of
mining text from multiple view, the features of graph should
be able to reflect prior knowledge of the labels of edges.
we aim to obtain view-oriented features by applying multi-
view graph neural networks over the context of a clinical
record, and imposing an view-specific graph according to
different features. Inspired by work [4], we employed three
view that categories of features to construct our heteroge-
neous medical graph:

o Co-occurring view: Intuitively, two words exist in the
same sentence, and they may have latent relation. This
is the simplest feature to built a edge, which represents
the instances in which the two entities of a relation co-
occur in the same record. We use this feature to built the
first-view graph, which is a naive topological structure.

« Lexical view: Intuitively, the lexical feature that a con-
text surrounding the two entities is very important for
identifying a relation from a record. After removing
the infrequent words, we first use k-surrounding words
were collected for each instance of an entity. We then
calculate the relative distance between each word and
entity pair, which can indicate the frequency that each
word appeared around the two end-entities of a relation.
We use this feature to built the second-view graph, which
is a context-level graph.

« Semantic view: The latent semantic relevance of two
medical entities may also be helpful for identifying
a useful relation. For calculating semantic distance
between words in a record, we first employ word embed-
ding [21] to represent the semantic meanings of each
entity. This distributed vector representations facilitate
learning word meanings from large collections of text.
According to the similar study [22], we automatically
extract entity that we neeed from three Chinese medical
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graph (KG).>** Specifically, a word wy has a corre-
sponding entity ¢; in each KG, we will extract its word
embedding xi, entity embedding e;. In Chinese clini-
cal records, an entity is usually consisting of several
words (e.g., “chronic colitis” is an entity that com-
posed of two words: *chronic’ and ’colitis’). Therefore,
the knowledge-enhanced word embedding X; is calcu-
lated by integrating word embedding and entity embed-
ding, which is formulated in the following equation:

X =e; @ Zxk (2)
k=1

where n is the number of words in the entity e¢;, and
€ is the concatenation operation. If a word has no
corresponding entity in the KG, we will learn the word
embedding directly. Notably, we employ TransE [23] to
achieve the KG representation learning.

C. HETEROGENEOUS GRAPH EMBEDDING

Before aggregating the information from different heteroge-
neous graph based on above three view for each entity, we fist
should get node embedding in each heterogeneous graph
according to the study [24]. In each heterogeneous graph,
we should notice that the meta-path [25] based neighbors
of each node play a different role and show different impor-
tance in learning node embedding for the specific task [26].
Graph convolutional network [27] is a multi-layer neural
network that operates directly on graph data and induces the
embedding vectors of nodes based on the properties of their
neighborhoods. Here we mathematically illustrate how multi-
layer GCN work on a graph. Given a graph G = (V,E)
where V and E denote the set of nodes and edges respectively.
We can get the adjacency matrix A and degree matrix D based
on the topology of the graph G. The convolution computation
for node i at the /-th layer of GCN, which takes the input
feature representation 4(/—1) as input and outputs the induced
representation hgl ), can be defined as:

n
" =o [ > A;WOR{~) 4 p® 3)
j=1

where W is the weight matrix, b") is the bias vector, and o
is an activation function (e.g., tanh). th) is the initial input x;
that the initial representation of node i, where x; € RY and d
is the input feature dimension.

Generally, a heterogeneous graph contains multi-type
node [28] leads to GCN cannot be directly applied to the
HIN. Here we We draw on the idea of the work [29] that
considers the difference of various types of information and
projects them into an implicit common space with a dual-level
attention mechanism, which had achieve a good performance

2http://vvvvvv.tcminformatics.org/wiki/index.php/graph
3http://cmekg.pcl.ac.cn/
4http://WWW.tcmkb.cn/knowledge_graph/
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for semi-supervised short text classification. We use the het-
erogeneous graph convolution to learn the representation of
heterogeneous entities formulated as follows:

gD — & (Z AT ~H§l> . Wr(l)) 4)

teT

where Ar e RVIXIVil ig the sub-matrix of A, whose rows
represent all the nodes and columns represent their neigh-
boring nodes with the type 7. The representation of the
nodes H!*+1 is obtained by aggregating information from the
features of their neighboring nodes HTI) with different types
using different transformation matrix Wt(l) e ReVxd"P
The transformation matrix Wf(l) considers the difference of
different feature spaces and projects them into an implicit
common space R+ D Intuitively, different types of neigh-
boring nodes for a specific node may have different impacts
on it. Especially in clinical records, different types of enti-
ties may keep a different weight wit the specific entity. For
example, both drugs are prescribed to treat a disease, but
one is an adjunct, which result in a different weights of
edges between the two drugs and the disease. To solve this
problem, we also dual-level attention to capture both the
different importance at both node level and type level mech-
anism. We can replace Eq.4 with the following layer-wise
propagation rule:

HHD = 5 (Z B, -HY. w,<’>> )

teT

where, B; was calculated by the dual-level attention, which
is a is a attention matrix. Its i-th row represents the i-th node
v;, and its j-th column represents the j-th attention weight
between node v; and v;.

D. MULTI-VIEW GRAPH AGGREGATION

Getting representation of each heterogeneous graph, we here
introduce the architecture of graph aggregation. The aim of
each graph representation learning is to extract the significant
information from a view, and to obtain the low-dimension
embedding of each node. Now, we should aggregate the
information on each graph to get a multi-view representation
for each entity. We employ self-attention [30]graph trans-
former networks [24] to capture the global features of multi-
view graph. Formally, given three heterogeneous entity graph
with multiple types of meta-paths, they can be fused and
defined by a tensor H € RM*N*C (C is the number of
view. Furthermore, we average the importance of all the graph
representation, which can be explained as the importance of
each view. The importance of each view, denoted as wy,,
is shown as follows:

1

ap = —
Vi

ZqT.a(W.hf+b) 6)

eV
where W is the weight matrix, b is the bias vector, g is the
view-level attention vector and o is a activation function.
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FIGURE 4. Explanation of aggregating process in node representation for
multi-view graph.

Note that for the meaningful comparison, all above parame-
ters are shared for all view and semantic-specific embedding.
After obtaining the importance of each view, we normalize
them via the softmax function. The weight of global graph
B, denoted as each «, can be obtained by normalizing the
above importance of all views using softmax function, which
is formulated as follows:

Bp

. exp (ap)
TS K
> p—1€xp (ep)
where K is the number of view, and in our study the
K = 3.Eq.7 can be interpreted as the contribution of the view
P for global information. Obviously, the higher Bp, the more
important view P is. With the learned weights as coefficients,
we can fuse these semantic-specific representation to obtain
the final representation Z as follows:

(N

3
Z=Y Bp-Hp ®)
P=1

where Hp is the heterogeneous graph constructed by view P,
itisa N x N x 1 tensor. To better understand the aggregating
process of semantic-level, we also give a brief explanation in
in Fig. 4.

E. RELACTION CLASSIFICATION

The final embedding is aggregated by all semantic-specific
embedding. Then we can apply the final embedding to spe-
cific tasks and design different loss fuction. For supervised
node classification, we can minimize the Cross-Entropy over
all labeled node between the ground-truth and the prediction.
we can obtain the final the i-th entity vector Z; and then feed
it into softmax layer for relation classification, the probability
distribution of the relation labels are shown in the following
equation:

O = softmax (W,Z; + b) ©)]

Then, the conditional probability of the relation label L of the
entity is described as follow:

Lz = argmax(0) (10)
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TABLE 1. The Statistics of the Dataset TCMRelExtr.

Number of Unique Candidate Relations
Relation Type _ Labelled _ Unlabelled
Positive Negative
Herb-Syndrome 538 582 10077
Herb-Disease 534 642 10579
Formula-Syndrome 392 574 8693
Formula-Disease 377 411 7094
Syndrome-Disease 431 532 8681
TABLE 2. The Statistics of Parameter Settings.
Parameter Size
Batch Size 50
Epoch 25
Max sentence length 100
Dropout 0.3
Learnign rate le-3
Hidden dimension of model 512
Ebedding dimension of graph 150

IV. EXPERIMENTS AND RESULTS

A. DATASETS

We evaluate our proposed model MVG2RE on real-world
datasets TCMRelExtr® from hospitals and literature. The
datasets contain five kinds of relations: ’herb-syndrome’,
“herb-disease’, *formula-disease’, ’formula-syndrome’, and
’syndrome-disease’. The datasets are annotated by a group
of medical doctors. The statistics of our dataset are summa-
rized in Tab. 1. The ratio between the training set and the
testing set is 4:1. We use common performance measures
such as Accuracy, Precision, Recall and F1-score to evaluate
our model [31]. The parameter settings for model training is
shown in Tab. 2.

B. BASELINES

In this study, the task of entity relation extraction can be
transformed into a multi-classification problem. In order to
verify the effectiveness of our model more comprehensively.
We compare our proposed model with traditional classifier,
and classifier based on topic model deep learning, GCN.
We adopt the following approaches for comparison.

1) TRADITIONAL CLASSIFICATION APPROACH
o SVM-C [32] is a Support Vector Machine (SVM) clas-
sifier based on feature vectors including the influential
entities’ own features and entities’ context features to
extract the five main relationships in medical literature,
including 'ISA’, "PART_OF’, *CAUSES’, 'TREATS’
and "'DIAGNOSES’.

2) TOPIC MODEL BASED APPROACH
o« PTM [15]: It proposes a novel topic model integrating
knowledge to capture the correlations of symptoms, dis-
eases, and herbs. We set the number of topics is 20 with
5 herbs predicted as best parameters set for comparison.

5 http://arnetminer.org/TCMRelExtr
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FIGURE 5. Comparison of the running time for different model in three epoch.
TABLE 3. Performance of Relation Extraction by Different Models (%).
Model Relation Type
HS HD FS FD SD Average Improve Rate(%)
Precision 77.65 78.15 79.32 80.13 76.54 78.36 -
SVM-C Recall 71.36 73.50 71.32 72.09 70.21 71.70 -
FI 7437 75.75 75.10 75.90 72.13 74.65 -
Precision 78.35 79.12 80.31 81.05 79.23 79.61 +1.000
PTM Recall 73.61 74.32 75.71 76.31 74.05 74.80 +4.000
FI 7591 76.64 77.94 78.61 75.84 77.01 +3.100
Precision 76.54 77.28 80.21 81.07 77.04 78.43 -0.008
ADRN Recall 71.13 72.31 74.63 75.25 74.37 70.54 -3.900
Fi 74.27 75.24 77.85 78.59 76.20 76.43 -2.400
Precision 78.29 79.25 80.18 81.24 77.50 79.29 +1.100
SHR Recall 72.56 74.39 72.31 73.12 73.02 73.08 +1.900
FI 76.32 76.74 76.04 76.97 75.20 76.23 +2.100
Precision 83.05 82.91 83.24 85.15 82.00 83.54 +6.600
RelExtr Recall 77.62 79.31 77.65 78.31 78.39 78.36 +9.200
F1 80.24 81.07 80.91 81.82 80.07 80.87 +8.300
Precision 85.12 86.06 87.23 88.35 85.15 86.38 +10.200
MVG2RE Recall 80.23 81.03 82.32 83.21 80.31 81.42 +13.500
Fi 82.60 83.47 85.94 85.70 82.66 84.07 +12.600

3) DEEP LEARNING-BASED APPROACH

« ADRN [33]: is a deep residual network model based on
the attention mechanism to classify the relation of entity
pairs in Chinese EMRs. It reduced the influence of data
noise on the model training, and enhance entity discrim-
ination feature with position attention mechanism.

4) GRAPH LEARNING-BASED APPROACH

o SHR [18] used a series of GCNSs to simultaneously learn
the symptom embedding and herb embedding from the
relationships of symptom-herb, and recommend herbs
with syndrome induction from symptoms.

« RelExtr [4] is to exploit the power of collective infer-
ence in the context of heterogeneous entity networks to
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simultaneously and globally extract all types of relations
using a semi-supervised learning algorithm to estimate
the parameters of the model.

C. QUANTITATIVE EVALUATION

We performed five-fold cross-validation to evaluate the per-
formance of our proposed model MVG2RE. Tab. 3 shows the
performance of our proposed model MVG2RE as compared
with that of four other approaches. Our results show that
our methods significantly outperform all the baselines by
a large margin, which shows the effectiveness of our pro-
posed method on entity relations classification in Chinese
clinical records. We set the SNM-C as a benchmark and
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TABLE 4. Performance of Expert Judgment Evaluation for the Relation
Extraction in Clinical Records Manually.

Relation Type ir;l;(::ztor Agef:::l:zgts Average Score
Herb-Syndrome 0.723 0.7180 0.721
Herb-Disease 0.814 0.794 0.804
Formula-Syndrome 0.783 0.823 0.803
Formula-Disease 0.794 0.817 0.805
Syndrome-Disease 0.745 0.841 0.793

38% 91%

View-3 Multi-View

Co-occurring feature Lexical feature Semantic feature Compound feature

FIGURE 6. Accuracy versus the number of views in relation extraction.

our proposed model MVG2RE gets the best improve rate.
The traditional method SVMs based on the human-designed
features, achieve better performance than the deep models
with the random initialization, i.e., ADRN in most cases.
We can see that PTM performs better than SVM-C and
ADRN, which means considering efficacy knowledge leads
to the best predictive power. The performances of graph-
based approaches with regard to the extraction of different
types of relations and found that the difference between them,
which is extremely statistically significant features. Our pro-
posed model consistently outperforms all the state-of-the-art
models by a large margin, which not only captures the impor-
tance of different neighboring nodes but also the importance
of different types of nodes. And, our proposed model gets
more context semantics in clinical records enhanced by more
knowledge fusion. In addition, our proposed method uses
GCN to extract the relations between different entities, which
is better at aggregating information from different nodes; at
the same time, we use the attention mechanism to distinguish
the relations between different nodes. Based on the above
analysis, our model MVG2RE is capable of achieving good
performance in task of relation extraction.

To further determine the effectiveness of our approach,
we plotted running time of the all approaches as shown in
Fig. 5, where the y-axis represents the value of running time in
seconds, and the x-axis represents the three number of epoch,
where epoch is set as 5, 25 and 50 respectively. It is clear
that our proposed significantly outperforms the baselines on
extracting all types of relations. And the traditional machine
learning method SVM-C takes the longest time to train.

D. EXPERT JUDGMENT EVALUATION

In this part, we conduct a case study to verify the rationality of
our proposed relation extraction approach. Tab. 4 shows the
statistics to measure inter-annotator agreements that experts
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evaluate the results of relation extraction in clinical records
manually. The scores among the two annotators are mostly
above 0.7, indicating substantial agreement for all relation
types. The average inter-annotation agreement was 78.5%.
Through the above qualitative analysis, we can find that our
proposed model MVG2RE has the ability to extract relations
in clinical records reasonably.

E. EVALUATION OF MULTIPLE VIEWS

In this study, there exist multiple view features in the task.
Thus, we intend to measure whether such view would affect
the effectiveness of our proposed model. We employ accu-
racy as metric, and test the difference accuracy of relation
extraction of our proposed model under each single view
and compound views. It can be seen in Fig. 6 that when the
number of views in the task is 3, the accuracy becomes the
best, indicating a low robustness in capturing multiple-view
correlations and suggesting the need of modelling multi-view
dependencies in similar work such as biomedical relations
extraction.

V. CONCLUSION

We have re-examined the challenges encountering existing
models for relation extraction in Chinese clinical records, and
pointed out the suitability of the graph model for solving these
problem. Accordingly, we have proposed a multi-view graph
representation learning that adopts heterogeneous GCN and
attention mechanism for complex relation extraction among
multi-type entities. Experimental results have indicated that
our proposed model MVG2RE brings benefit to the overall
performance by leveraging both global information and local
structure dependencies.

This study may be further improved in the following
aspects. First, the edge information of the entity, i.e., the
weight of each edge, is not exploited in this work. We plan
to design a specific graph neural network that takes into
consideration the edge information. Second, more domain
knowledge can be incorporated. Last but not least, our model
MVG2RE may be extended to jointly recognize medical
entity diseases and classify the relations between entities.
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