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ABSTRACT Docking of autonomous surface vehicles (ASVs) involves intricate maneuvering at low
speeds under the influence of unknown environmental forces, and is often a challenging operation even for
experienced helmsmen. In this paper, we propose an optimization-based trajectory planner for performing
automatic docking of a small ASV. The approach formulates the docking objective as a nonlinear optimal
control problem, which is used to plan collision-free trajectories. Compared to recent works, the main
contributions are the inclusion of a map of the harbor and additional measurements from range sensors, such
as LIDAR and ultrasonic distance sensors, to account for map inaccuracies as well as unmapped objects,
such as moored vessels. To use the map and sensor data, a set generation method is developed, which in
real-time computes a safe operating region, this is then used to ensure the planned trajectory is safe. To track
the planned trajectory, a trajectory-tracking dynamic positioning controller is used. The performance of the
method is tested experimentally on a small ASV in confined waters in Trondheim, Norway. The experiments
demonstrate that the proposed method is able to perform collision-free docking maneuvers with respect to
static obstacles, and achieves successful docking.

INDEX TERMS Autonomous surface vehicles, berthing, collision avoidance, docking, marine vehicles,
motion planning, optimal control, trajectory optimization.

I. INTRODUCTION
Autonomy, and autonomous systems is a rapidly grow-
ing area of interest in a wide variety of industries. This
includes the maritime industry, where autonomous surface
vehicles (ASVs) have been proposed for surveying and map-
ping, surveillance, and transportation, to name a few appli-
cation areas. With the motivation factors including lower
costs, higher availability and flexibility, better safety and
reliability, and reduced environmental impact. In the case of
transportation, autonomous operations can be roughly split
into the following three phases.
• Undocking – moving from the quay in a confined harbor
area to open waters,

• transit – crossing a body of water towards the destination
harbor,
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• docking –moving from openwaters towards the docking
position along the quay in a harbor area.

In this paperwewill focus on docking of a vessel in a confined
harbor area.While themethodwe propose in this paper is able
to solve both the docking and undocking problem, the focus
is on docking, as it is the most challenging of the two and
requires very precise movements [1] when performing the
final controlled collision with the quay.

The problem of automatic docking and berthing is an
important part of performing autonomous transportation,
and hence the problem has seen a lot of interest, with a
variety of solutions. However, due to the complexity of
performing docking, most of the existing methods rely on
simplifying the docking problem, this has lead to a lack of
experimental results. The traditional approach for docking
large under-actuated vessels, requires the use of tug boats,
as support vessels, in order to push and pull the vessel to
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perform the docking maneuver. This has lead to research into
synchronizing the movement of multiple tugboats, in order
to perform the desired maneuvers [2]–[5]. With many newer
vessels being fully actuated, or even over-actuated, research
has shifted to seeking methods for automatically perform-
ing docking without the use of additional support vessels.
One such approach to solving the docking problem is via
fuzzy control. The control system is then based on fuzzy
logic, and its behaviour changes based on a set of prede-
termined rules [6]–[8]. An other approach for docking, that
has seen a lot of interest, is the use of Artificial Neural
Networks (ANNs) [2], [5], [9]–[15]. For these approaches,
an ANN is used as a function approximator for the policy, and
is tasked with learning to imitate pre-recorded docking trajec-
tories, and hence learning how to perform the dockingmaneu-
vers. More recent learning-based methods have expanded on
this by using advances in Deep Learning (DL) [16]–[18].
Additional approaches include docking using a rule-based
expert system [19], docking by target tracking [20], and dock-
ing using artificial potential fields [21]. Within industry, sev-
eral companies have developed methods for automatic dock-
ing [22]–[24], however details about the different approaches
remain sparse. The most promising approaches however, rely
on optimization-based planning [25]–[34], where trajectories
are planned using convex optimization. These methods are
often preferable, as they allow for explicitly including dynam-
ics and constraints when planning a trajectory.

When developing automatic docking systems to facilitate
berthing of vessels, it is important to have accurate and reli-
able positioning systems in place. This is required in order
accurately determine the position of the vessel hull relative to
the berth. While this is possible to do using satellite position-
ing systems, it requires high precision satellite positioning
and the position of the berth must be well known, which
may not always be the case. In order to overcome these
problems, the use of quay-mounted laser or radar ranging
systems [35]–[37] is often used in larger ports, in order to
independently identify the position and velocity of the vessel
relative to the quay.

The docking method from [32] is a nonlinear model pre-
dictive controller (NMPC) that takes into account vessel
dynamics in the form of its dynamic model, as well as col-
lision avoidance by planning trajectories within a convex
set, based on the harbor layout. Advantages of this approach
include the explicit handling of static obstacles, the planning
of dynamically feasible trajectories, and a flexible behavior
shaping via the nonlinear cost function. The method does not
handle moving obstacles or account for external unknown
disturbances. Additionally, due to the non-convexity of the
optimal control problem, guarantees on run time or feasibility
are not provided. In this paper, we build on [32], [33] and
propose a novel algorithm for dynamically creating a convex
safety set, based on a map of the environment. We also show
how this method can be combined with sensor data from
on board sensors such as LIDAR pointclouds, and ultrasonic
distance sensors, in order to account for missing or inaccurate

FIGURE 1. Experimental platform milliAmpere.

map data. This allows to plan and perform dockingmaneuvers
in harbors without the need for land-based sensor systems,
even if the harbor layout changes. We also propose some
modifications to the cost function, in order to generate more
efficient docking trajectories. Finally, we validate the method
in full-scale experiments on the experimental autonomous
urban passenger ferry milliAmpere, seen in Figure 1, and
show how the proposed approach is able to successfully plan
and perform safe and collision free docking maneuvers in
confined waters in Trondheim, Norway. The contributions
of this work can be split into two main categories, namely
methodology, and implementation.

1) Methodology builds on the work in [32], with the fol-
lowing improvements:
• A set generation method for identifying a safe
operating region in real-time (Section IV-A).

• Improvements to the cost function, which give
more refined docking maneuvers (Section III-B).

2) Implementation builds on the work in [33], with the
following improvements:
• Addition of exteroceptive sensor data to account
for map inaccuracies as well as unmapped objects
(Section IV-B).

• Improved interplay between the tracking con-
troller and planner for better tracking performance
(Section V-A).

• Improvements to the cost function, which gives
better tracking performance (Section III-B).

To the authors’ best knowledge, this is the first work to
demonstrate fully automatic docking using only on-board
sensors and map data, and use this data to plan a safe and
feasible trajectory in real-time.

II. VESSEL MODEL
This section presents the kinematic, dynamic and thruster
models of an ASV, which have to be taken into account when
planning a safe and feasible docking trajectory.

A. KINEMATICS AND DYNAMICS
When modeling vessels for the purpose of autonomous dock-
ing, we consider only the vessel movement on the ocean
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FIGURE 2. 3-DOF vessel centered at pc = [x, y ]>, with surge velocity u,
sway velocity v , heading ψ in a North-East-Down (NED) reference frame.

surface, neglecting the roll, pitch and heave motions. The
mathematical model used to describe the system can then be
kept reasonably simple as it is limited to the planar position
and orientation of the vessel. Given R as the set of real
numbers, S = [0, 2π ] as the set of angles, and SO(n) =
{R|R ∈ Rn×n, R>R = RR> = I, det(R) = 1} as the
special orthogonal group in n dimensions, the motion of a
surface vessel can be represented by the pose vector η =
[x, y, ψ]> ∈ R2

×S, and velocity vector ν = [u, v, r]> ∈ R3.
Here, pc = [x, y]> describe the Cartesian position in the
Earth-fixed reference frame,ψ is yaw angle, (u, v) is the body
fixed linear velocities, and r is the yaw rate, an illustration is
given in Figure 2. Using the notation in [38] we can describe
a 3-DOF vessel model as follows

η̇ = J(ψ)ν, (1)

M ν̇ + C(ν)ν + D(ν)ν = τ , (2)

where M ∈ R3×3, C(ν) ∈ R3×3, D(ν) ∈ R3×3, τ ∈ R3

and J(ψ) ∈ SO(3) are the inertia matrix, Coriolis matrix,
dampening matrix, control forces and moments, and transfor-
mation matrix, respectively. The transformation matrix J(ψ)
is given by

J(ψ) =

cos(ψ) − sin(ψ) 0
sin(ψ) cos(ψ) 0

0 0 1

 (3)

and represent the rotation from the body frame to the
Earth-fixed reference frame. For detailed information about
the milliAmpere model parameters used in this paper,
the reader is referred to [33].

B. THRUST CONFIGURATION
The control surfaces of the vessel are specified by the thrust
configuration matrix T ∈ R3,nthrusters , which maps the thrust
f ∈ Rnthrusters from each thruster into the surge, sway and yaw
forces and moments in the body frame of the vessel

τ = Tf . (4)

Each column T i in T gives the configuration of the forces and
moments of a thruster i as follows:

Tifi =

 Fx,i
Fy,i

Fy,i · lx,i − Fx,i · ly,i

 , (5)

where Fx,i and Fy,i are the forces in the body frame, and lx,i
and ly,i is the position of the thruster in the body frame. Given
a desired force vector τ , finding the individual thruster forces
that produce it, is called the thrust allocation problem. While
there are numerous ways of solving the thrust allocation
problem [39], in order to account for the thrust configuration
and individual thruster constraints, we want to include the
thrust allocation as part of the optimization and planning
for performing the docking operations. For the milliAmpere
vessel, illustrated in Figure 2, there are two thrusters mounted
along the center line of the vessel, giving the following con-
trol force and moments:

τ =

 Fx,1
Fy,1

Fy,1 · lx,1

+
 Fx,2

Fy,2
Fy,2 · lx,2

 . (6)

III. TRAJECTORY PLANNING AND CONTROL
Automatic docking is a complex problem, which includes
planning and performing maneuvers to control a vessel to
a desired orientation and position, while adhering to spatial
constraints in order to avoid collisions. In order to perform the
docking, we expand upon [32], [33], where we use a docking
trajectory planner, constructed as an Optimal Control Prob-
lem (OCP). This allows the planner to take into account the
vessel dynamics in terms of a mathematical model, as well as
the harbor layout in terms of a map of landmasses. Addition-
ally we include the use of ranging sensors, namely ultrasonic
distance sensors and LIDAR, in order to account for obstacles
not present in the map of the harbor layout.

A. OBSTACLE AVOIDANCE
Given a desired position xd , yd and a desired heading ψd ,
we define the docking problem as maneuvering a vessel
as close as possible to the desired docking pose ηd =
[xd , yd , ψd ]>, without running the vessel into obstacles, i.e.
adhering to spatial constraints. As proposed in [32], the safe
operation of the vessel can be formalised in terms of the
vessel boundary Sv being contained within a convex inner
approximation of the surrounding obstacles Ss, called the
spatial constraints, see Figure 3. Since the safe operating
region, given in terms of the spatial constraints Ss, is given
as a convex set, the region can be defined in terms of a set of
linear inequality constraints:

Ss = {p ∈ R2
| Asp ≤ bs},

where the matrix As ∈ Rnconstraints,2 and vector bs ∈ Rnconstraints

define the linear inequality constraints. Furthermore, we can
note that if both the vessel set Sv and spatial constraint Ss
are convex, then the vessel is contained within the spatial
constraints so long as all the vertices of the vessel boundary
are contained within the spatial constraints. This is useful as
it allows us to simplify the safety constraints to the following:

Sv ⊆ Ss ⇐⇒ Aspni ≤ bs ∀pni ∈ Vertex(Sv), (7)

where pni denotes the position of vertex i in the North-
East-Down (NED) reference frame. Since the vertices of the
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FIGURE 3. The gray convex polytope illustrates the vessel, whereas Sv is
the vessel boundary, and Ss are the spatial constraints. The vessel will
always lie within the spatial constraints Ss as long as all the vertices of
Sv lie within the spatial constraints.

vessel boundary are given in the body frame of the vessel,
we need to transform them from the body frame to the NED
frame, giving the following nonlinear constraints:

As
(
R(ψ)pbi + pc

)
≤ bs ∀pbi ∈ Vertex(Sv), (8)

where pbi denotes the position of vertex i in the body frame,
pc = [x, y]> is the vessel position and R is the rotation from
the body frame to NED.

R(ψ) =
[
cos(ψ) − sin(ψ)
sin(ψ) cos(ψ)

]
(9)

The constraints in (8) can be directly implemented as inequal-
ity constraints in an optimization problem, and ensures the
vessel is contained within a safe region given by the spatial
constraints.

While this constraint is easily implemented in a nonlinear
programming (NLP) problem, the constraint is not convex.
As a result, a feasible solution of the problem is guaranteed
to satisfy the spatial constraints, but we cannot guarantee that
the NLP will converge to a global optimum.

B. OPTIMAL CONTROL PROBLEM
In order to plan a safe trajectory for the vessel, we formu-
late the problem as the following continuous time nonlinear
optimal control problem:

min
xp(·),up(·),s(·)

∫ t0+T

t0

(
l(xp(t),up(t))+ k>s s(t)

)
dt (10a)

s.t. ẋp(t) = f (xp(t),up(t)) ∀t ∈ [t0, t0 + T ] (10b)

h(xp(t),up(t))− s(t) ≤ 0 ∀t ∈ [t0, t0 + T ] (10c)

s(t) ≥ 0 ∀t ∈ [t0, t0 + T ] (10d)

xp(t0) = x(t0), (10e)

where xp(t) = [ηp, νp]
> is the planned state trajectory of

the vessel, u(t) = [Fx,1,Fy,1,Fx,2,Fy,1]>, are the planned
thruster forces, and s(t) are slack variables. The constraint
relaxation (10c), is added in order to allow the planner to
plan a trajectory from a possibly infeasible initial pose. This
is useful, as it allows for re-planning the docking trajectory
in a model predictive control (MPC) like fashion, and use
low-level controllers to follow the planned trajectory.

The cost function (10a) includes a slack variable cost, and
a stage cost. For the slack variable cost k>s s(t), the gain ks is
chosen large enough such that the slack variables are active
only when the non-relaxed constraints are infeasible. The
following stage cost was chosen:

l(xp(t),up(t)) = qx,y · cx,y(ηp(t))+ qψ · cψ (ηp(t))

+ νp(t)>Qνp(t)+ up(t)>Rup(t). (11)

The velocity and control actions are penalized with a
quadratic penalty, with weight matricesQ andR. The position
cost cx,y(ηp(t)) is chosen as a pseudo-Huber function, penal-
izing the difference between the current pose and the docking
pose ηd , and is given as follows:

cx,y(ηp) = δ
2

√1+
(xp(t)− xd )2 + (yp(t)− yd )2

δ2
− 1

 .
(12)

Using a pseudo-Huber cost, provides a quadratic penalty
when the quadrature position error is low and linear when
the position error is high. This helps with numerical stabil-
ity, as well as performance when large position errors are
observed [40], [41]. For the heading cost function cψ (ηp(t)),
the following was chosen:

cψ (ηp(t)) =
1− cos(ψp(t)− ψd ))

2
e−

(xp(t)−xd )
2
+(yp(t)−yd )

2

2δ2 .

(13)

The first factor of the heading cost function is the cost of
the heading error, in a form that avoids the wraparound of
the heading. The second part is a Gaussian function, which
discounts the heading error when far away from the docking
pose. This cost function has the effect of having the planner
chose an efficient heading when far away from the dock, and
then gradually rotate the vessel towards the desired heading
when closing in on the dock. It is worth noting that the cost
works similarly to a terminal cost, but is phased in more
gradually than a genuine terminal cost. This has the benefit of
making the OCP less sensitive to the length of the prediction
horizon.

The first constraint (10b) ensures that the planned trajec-
tory satisfies the kinematic and dynamic models of the vessel
described by (1) and (2). The inequality constraint (10c)
consists of the spatial constraints described in (8), as well as
constraints on the maximum and minimum velocity, angular
velocity, and thruster forces. The constraint in (10d) ensures
that the slack variables are positive, and (10e) sets the initial
state to that of the vessel.

In order to implement the continuous time problem given
in (10) we need to transcribe the problem into the standard
form.

min
w
φ(w)

s.t. g(w) = 0

h(w) ≤ 0
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This can be done in multiple ways, however the two main
classes of methods are sequential methods, such as direct
single shooting [42], and simultaneous methods such as
direct multiple shooting [43], and direct collocation [44]. For
this approach we chose to use direct collocation, in where
implicit numerical integration of the ordinary differential
equation (ODE) constraints (10b), as well as the objective
function (10a), is performed as part of the nonlinear opti-
mization. For the implementation of the docking planner,
we defined a planning horizon of T = 120s, with N = 60
shooting intervals, and degree d = 3 Legendre polynomi-
als. This was chosen as it gave a good trade-off in terms
of horizon length, integration accuracy and computational
complexity.

IV. AUTOMATIC CONSTRAINT GENERATION
Given the OCP formulation in the previous section, we are
faced with the problem of finding a convex set:

Ss = {p ∈ R2
| Asp ≤ bs},

within which the vessel must be contained. The set Ss must
be created in a way such that it does not intersect with
any constraints stemming from the environmental obstacles.
Ideally we would also like the set to be as large as possible,
in order to not unnecessarily restrict the vessel movement.
While a number of methods for performing constraint gen-
eration already exists [45]–[48], they can often be compu-
tationally expensive. In this section, we propose a method
similar to [45], [46], where a constraint set is generated as
a vessel-centered convex inner approximation of the environ-
mental constraints. We will also show how we can easily and
efficiently compute this set from known map data, as well
as from range sensor such as LIDAR and ultrasonic distance
sensors.

A. COMPUTING A CONVEX INNER APPROXIMATION
In this section, we show how to compute the safe set as a
vessel-centered convex inner approximation of the environ-
mental constraints, when the obstacles are represented by
line segments making up obstacle polygons. Intuitively the
method can be summarized as follows:

1) Given a center point pc, grow an ellipse centered
at pc, until it touches an environmental constraint
(Section IV-A1).

2) Create a linear constraint tangent to the expansion
ellipse at the contact point between the ellipse and the
environmental constraint (Section IV-A2).

3) Continue growing and creating linear constraints until
no further growth is possible, and combine the linear
constraints into the final convex inner approximation
of the environment (Section IV-A3)

In the next subsections we will show how to quickly and
efficiently perform the steps above in order to end up with
a simple closed form solution to generating the convex inner
approximation.

FIGURE 4. The contact point pab is given by the shortest non-Euclidean
distance from point pc to line segment (pa, pb).

1) COMPUTING THE CONTACT POINT BETWEEN ELLIPSE
AND ENVIRONMENTAL CONSTRAINT
Given a line segment (pa, pb) making up the environmental
constraints, we want to find the contact point pab between
the line segment and the expansion ellipse centered at pc,
this is illustrated in Figure 4. We can formulate this as an
optimization problem which minimizes the distance between
pc and the parametric line segment:

pab(ω) = pa(1− ω)+ pbω, (14)

where ω ∈ [0, 1]. For the optimization problem we wish to
find the parameterω that minimizes a non-Euclidean distance
from pab(ω) to pc, giving the following:

min
ω

f (ω) =
(
pab(ω)− pc

)>
6
(
pab(ω)− pc

)
(15)

s.t. 0 ≤ ω ≤ 1, (16)

where 6 is a positive definite symmetric projection matrix,
defining the expansion ellipse. Choosing 6 = I gives
the Euclidean distance, while choosing 6 as a different
positive definite symmetric matrix, allows prioritizing a
direction, when minimizing the distance. For the uncon-
strained optimization problem, the necessary conditions
give:

d f (ω)
dω

= (pa(1− ω)+ pbω − pc)
>6(pb − pa) = 0

⇒ ω = −
(pa − pc)

>6(pb − pa)
(pb − pa)>6(pb − pa)

. (17)

This gives the parameterized variable ω for the unconstrained
problem. The constrained ω ∈ [0, 1], due to the simplicity
of the constraints and convexity of the optimization problem,
can be found by simply clipping ω between 0 and 1:

ω = clip
(
−
(pa − pc)

>6(pb − pa)
(pb − pa)>6(pb − pa)

, 0, 1
)

(18)

The closest point pab, constrained to being on the line segment
(pa, pb) is then given by inserting the parameter w from (18)
into (14).We should note that this gives a closed form solution
for the contact point pab, which means it can be efficiently
computed.
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FIGURE 5. Finding the line Ax = b tangent to the expansion ellipse at pab,
i.e. normal line to the vector 6(pab − pc ) passing through pab.

2) FINDING THE TANGENT LINE TO THE EXPANSION ELLIPSE
Given the closest point pab on a line segment, the next step
is to find the line Ax = b which is tangent to the expansion
ellipse, and hence normal to the ellipse gradient 6(pab− pc),
as illustrated in Figure 5. Given the expansion ellipse gradient
for a point pab as:

6(pab − pc) (19)

we can note that any nonzero vector [x, y]> is orthogonal to
the expansion ellipse, if the inner product is zero.

(pab − pc)
>6

[
x
y

]
= 0 ⇒ Orthogonal. (20)

Using (20), the tangent line of the expansion ellipse, passing
through the point [x0, y0]> is given as the following.

(pab − pc)
>6

([
x
y

]
−

[
x0
y0

])
= 0 (21)

Since wewant the tangent line of the expansion ellipse to pass
through the point pab, the tangent line is given by all points
[x, y]> which fulfill the following equality.

(pab − pc)
>6︸ ︷︷ ︸

A

[
x
y

]
︸︷︷︸
x

= (pab − pc)
>6pab︸ ︷︷ ︸

b

(22)

3) LINEAR INEQUALITY CONSTRAINT GENERATION
In order to generate the convex constraints around a point
pc, our proposed method is based on finding the tangent
line to the expansion ellipse (see Section IV-A2) from
the point pc to the closest point pab,i (see Section IV-A1)
on each line segment i ∈ 1, 2, . . .N , making
up environmental constraints. By stacking the tangent
lines we get a half-space representation of the convex
inner approximation as the following linear inequality
constraints.

(pab,1 − pc)
>6

(pab,2 − pc)
>6

...

(pab,N − pc)
>6


︸ ︷︷ ︸

A

p ≤


(pab,1 − pc)

>6pab,1
(pab,2 − pc)

>6pab,2
...

(pab,N − pc)
>6pab,N


︸ ︷︷ ︸

b

(23)

We can note that since (18) is piecewise linear and smooth,
the constraints given above are continuous with respect to
the center point pc. This is a useful property, as this means
that the shape of the convex inner approximation will change
continuously with the center point pc.
While (23) gives a set of linear inequalities that may be

used directly in an OCP, it is worth noting that the rows of
the constraint may contain a large variance in magnitude.
Since the inequalities are linear however, we can multiply
each row of the inequalities by a normalizing factor. One such
convenient normalizing factor is:

1
||(pab,i − pc)6||2

(24)

The reason this normalizing factor is convenient, is the fact
that the resulting matrixA becomes dimensionless with every
row having unit length, and hence the the constraint will have
the same units as p. This has several benefits, including that
Ap−bwill have a physical meaning in terms of distance until
the constraint is reached. This allows for adding a back-off or
margin in order to shrink the constraints, andmake themmore
conservative. An other benefit is when using a slack variabels
in order to relax the constraints in the OCP, the slack variable
will have a physical meaning. Using this normalization factor
we get the linear inequality constraints given below.

(pab,1 − pc)
>6

||(pab,1 − pc)6||2
(pab,2 − pc)

>6

||(pab,2 − pc)6||2
...

(pab,N − pc)
>6

||(pab,N − pc)6||2


︸ ︷︷ ︸

A

p ≤



(pab,1 − pc)
>6pab,1

||(pab,1 − pc)6||2
(pab,2 − pc)

>6pab,2
||(pab,2 − pc)6||2

...

(pab,N − pc)
>6pab,N

||(pab,N − pc)6||2


︸ ︷︷ ︸

b

(25)

4) REMOVING REDUNDANT CONSTRAINTS
The inequality constraints in (25) can be further reduced
to M ≤ N constraints, by removing redundant constraints
(Figure 6). Given a system of linear inequalities,

Ap ≤ b (26)

a given row Ak , bk can be identified as being a redundant
constraint by solving the following Linear Programming (LP)
problem:

min
p

yk = bk − Akx

s.t. Aip ≤ bi ∀i 6= k, (27)

and checking if the above problem has a solution p for which
yk ≥ 0 [49]. For large numbers of constraints, solving an LP
to check if each constraint is redundant is however very ineffi-
cient. Fortunately, a number of other approaches exists, [50].
For our approach, we used the qhull library [51], which
efficiently perform constraint reduction for large numbers of
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FIGURE 6. Redundant constraints are constraints that don’t make up the
support of the intersecting half-plane {p ∈ R2 | Ap ≤ b}.

FIGURE 7. Illustration of how to compute the convex spatial constraints.

constraints. It does this by first computing the dual points of
the constraints as:

d i =
Ai

bi − Aip
, (28)

where p is an interior point of the constraints. Then computes
the convex hull of the dual points as:

D = Conv({d1, d2, . . . dN }). (29)

The support of the constraints are then given by the rows i
for which the dual points d i are extreme points of the convex
hull D, and redundant for dual points which are not extreme
points of D.
Given a set of line segments making up the boundary of

obstacles, we can use the method above to first compute the
closest points to all obstacles, then find the tangent line to the
expansion ellipse, and generate the final constraint as a set
of linear inequality constraints. This procedure is illustrated
in Figure 7.

B. COMPUTING SPATIAL CONSTRAINTS FROM MAP AND
SENSOR DATA
In order to compute the spatial constraints for the dock-
ing problem, it is possible to use a known map of the

FIGURE 8. Set generation is performed by growing a region (red polygon)
of water around pc (red dot), that does not intersect with land.

environment. Given a map where landmasses are represented
as polygons, we can use the proposed constraint genera-
tion method with the line segments making up the edges
of the polygons. This will give a convex inner approxi-
mation which can be used in the docking planner. This is
shown in Figure 8a, where we compute the safe region of
water, not intersecting polygonal landmasses around a certain
point.

In many real world applications however, relying only
on map data may not be sufficient, as the maps may be
inaccurate, out of date, or missing information. In order to
compensate for this we propose using additional sensory
information, in order to account for inaccurate map informa-
tion. For our proposed constraint generation method, point
cloud data–such as that generated by LIDAR, radar, or other
types of proximity sensors–can be easily incorporated. This
can be done by directly using the points in the point cloud as
the close points pab. An example of a map augmented with
LIDAR data can be seen in Figure 8b. For sensor data such
as short range ultrasonic distance measurements, where the
sensors are configured as in Figure 9, we can approximate the
constraints seen by the sensors as the line segment between
the measurement of each sensor. This line segment can then
be added to the constraint set similarly to the map data. Using
redundant and various exteroceptive sensors is beneficial,
as additional sensor may be used to improve coverage and
avoid blind spots, which will improve the accuracy of spatial
constraints.

When computing the constraint set, it is also possible to use
the projectionmatrix6 in order to create an axis for which we
prioritize the set generation. In the case of a vessel, it it can be
useful to prioritize constraint generation in the longitudinal
direction of the vessel’s body frame. This can be done by
using the following projection matrix:

6 = R(ψ)
[
σx 0
0 σy

]
R(ψ)>, (30)

where choosing σx < σy will prioritize set expansion in
the direction of the vessel heading. For docking or set point
tracking, it is alternatively possible to expand the spatial
constraints in the direction of the dock or set point, as this
is the direction that we ideally want the vessel to travel.
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FIGURE 9. Ultrasonic distance sensors attached to the front and rear of
the vessel, where the line segments (pa, pb) can be added to the spatial
constraints.

C. CONSIDERATIONS WHEN USING THE CONVEX SET
GENERATION FOR PLANNING
The set generation method we have detailed above, is a
computationally efficient way of computing a good inner
approximation of a set of non-convex constraints. The goal
of the method is not to maximize the area of the convex
inner approximation, as this is in general a computationally
expensive, and is not guaranteed to create a set which expands
in a desired direction. The goal of the method is rather to
create an inner approximation with a preferred expansion
direction, in our case this is controlled by the expansion
ellipse, which is efficient to compute even when handling
large numbers of constraints.

When using the constraints from the constraint generation
method in the docking planner, it is useful to be able to
guarantee recursive feasibility of the planner when it is run in
an MPC like fashion. By updating the constraints frequently,
and only choosing a new constraint set if it remains feasible
for the previous iteration, recursive feasibility of the planner
can be guaranteed. We can note that the set generation will
always remain feasible for the point pc, however since we
are considering all the vessel vertices when planning a safe
trajectory, we can not guarantee that the constraint generation
method will results in a feasible constraints for all the vessel
vertices.

In order to use the linear constraints in an optimization
problem, it is practical to have a fixed number of constraints,
such that the optimization problem does not need to be tran-
scribed, and built each time a new number of constraints
change. In order to do this we use the full constraints gen-
erated by the constraint generation method described above,
and create a reduced constraint as the K closest constraints in
terms of the distance pab − pc. This reduced constraint, will
then be an outer approximation of the full constraints.

V. EXPERIMENTS
A. EXPERIMENTAL PLATFORM
For the sea trials, we used the experimental autonomous
urban passenger ferry milliAmpere, as shown in Figure 1
with the specifications listed in Table 1, and the planning
parameters gien in Appendix. The milliAmpere platform has

TABLE 1. milliAmpere specifications.

FIGURE 10. Block diagram of the docking system setup. The DP controller
and thrust allocation are existing functions on milliAmpere.

been in constant development at the Norwegian University of
Science and Technology (NTNU) since 2017, and has served
as a platform for testing and developing autonomous technol-
ogy, including software, sensor arrays, as well as hardware
solutions. A larger version is currently being designed and
built by the research group Autoferry,1 and is planned to
operate as an on-demand ferry in the Trondheim harbor.

For the experiments, the docking planner (10) was run
with a sampling rate of 0.1Hz, with the output of the dock-
ing planner being used as the reference trajectory for a
Dynamic Positioning (DP) tracking controller, which was
already implemented on milliAmpere. The DP tracking con-
troller was a proportional-integral-derivative (PID) controller,
with velocity and acceleration feed-forward. Based on the
forces and torque computed by the DP controller, the force
and angles of the azimuth thrusters were calculated by an
optimization-based control allocation scheme [52]. The block
diagram in Figure 10 illustrates how the planner, DP con-
troller, and actuators were connected.

Instead of using the DP controller with control allocation,
it would have been possible to implement the docking plan-
ner (10) as a Nonlinear Model Predictive Control (NMPC)
scheme, where the thruster forces computed by the planner
are directly used as setpoints for the vessel thrusters. There
are however several practical reasons why we chose not to do
this:

• The planner does not account for drift, disturbances or
modeling errors, while the tracking controller does so
through feedback.

1Autoferry website: https://www.ntnu.edu/autoferry.
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FIGURE 11. Visualisation of the docking motion during the experiments
on September 7th 2020 (E1).

• While the planner is iteration-based with no formal per-
formance guarantees, the tracking controller provides a
robust bottom layer that acts also as a safety measure.

FIGURE 12. Planned and executed trajectory during the experiments on
September 7th 2020 (E1).

• Due to the computational demand of solving the plan-
ning problem, it is difficult to achieve a sampling rate
that is fast enough to stabilize the vessel through feed-
back from the planner.

• Using this multi-layer architecture separates the planner
from the vessel control systems, allowing the planner to
easily be retrofitted onto the existing implementation.

Choosing such a multi-layered structure, where planning
and motion control are separated, provides flexibility in the
trajectory planner, disturbance rejection through feedback,
robustness to failures in the planning level, and ease of imple-
mentation on platforms with existing motion control systems.

B. RESULTS
Experiments2 were performed with themilliAmpere platform
in confined waters in Trondheim, Norway on September 7th
(E1) and 11th (E2), 2020. The weather conditions were calm
with winds between 1m/s and 3 m/s. The results from E1 are
shown in Figure 11 and 12, and the results from the E2 are
shown in Figure 13 and 14, with photos from the experiments
in Figure 15. It should be noted that the ultrasonic distance

2Video of experiments is available at: https://youtu.be/AyaWlJvI6K8
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FIGURE 13. Visualisation of the docking motion during the experiments
on September 11th 2020 (E2).

measurements were not used due to technical problems with
the sensors at the time, meaning that only lidar and mapping
data was used for computing the spatial constraints during the
tests.

FIGURE 14. Planned and executed trajectory during the experiments on
September 11th 2020 (E2).

The experiments E1were performed at the end of a floating
dock, while E2 at the center of the floating dock, due to to
space availability on each day of the experiments. The differ-
ence in final docking pose had an influence on the complexity
of the constraint sets, which can be seen in Figure 11 and 13.
The full constraints pertain to the full set of constraints
generated by the constraint generation method (25), while the
reduced constraints were chosen as the 8 closest constraints
eventually used in the optimization problem. This was done
since the optimization problem needs a fixed number of
constraints, and 8 gives a good balance between accuracy and
computational cost when solving the OCP. For E1, shown
in Figure 11, we see that the reduced constraints are much
closer to the full constraints, compared to E2 Figure 13.
This indicates that more potential obstacles were present in
E2. The results show that the proposed constraint generation
method is able to construct a good convex inner approxima-
tion of the free region, within which the vessel is allowed
to operate, and that by choosing the number of constraints
to reduce the full constraints to, we can achieve a good
balance in terms of computation and constraint accuracy.
We should however note the unexpected set of constraints
at 25.8 seconds, in Figure 11, which was caused by rain

VOLUME 8, 2020 204983



A. B. Martinsen et al.: Optimization-Based Automatic Docking and Berthing of ASVs Using Exteroceptive Sensors

FIGURE 15. The milliAmpere while performing the docking maneuver,
including closing in on the dock, and the final docking pose.

during the experiment, leading to the LIDARmisclassifying a
raindrop as a potential obstacle. This can be avoided by better
filtering the incoming LIDAR data before feeding them to the
set generation algorithm. It is also worth noting the LIDAR
point clouds in Figure 11 and 13, are not capturing the dock
itself when the vessel is close to the final docking pose. This
is due to limitations in the vertical transmitting angle of the
LIDAR causing the dock to end up in the LIDAR blind spot.
This problem can be solved by using the ultrasonic distance
sensors at close range, adding redundant LIDAR sensors to
improve coverage, or in this case relying on the map data,
as the ultrasonic distance sensors were unavailable.

Figures 11 and 13 also show how the LIDAR helps in
detecting unmapped static obstacles, in this case mostly
docked vessels, especially as the milliAmpere gets closer to
them. Accounting for these surrounding obstacles is of crit-
ical importance when planning and tracking a safe docking
trajectory, and would not have been possible if only map data
were used.

The results indicate that the planned trajectory does not
violate any of the spatial constraints, and ensures that the
vessel does not collide with surrounding obstacles. Also,
the generated trajectory is intuitive for a docking operation,
as the vessel initially moves in the surge direction towards
the dock with a reasonably high velocity, then it slows down
as it gets closer to the final docking pose, and finally rotates
in order to reach the desired docking heading. Figures 12
and 14, indicate that the final trajectory mostly converges
to the desired docking pose, with one exception being the
North direction in Figure 12. This discrepancy was due to
the docking pose overlapping with the dock, as can be seen
in Figure 11, and hence the desired docking pose is not pos-
sible to be reached without violating the spatial constraints.

In Figure 12 and 14, we see the executed trajectory given in
green, and the planned trajectory given in orange, where every
10 seconds the start of a replanned trajectory is marked with
a dot. The observed discontinuity in the planned trajectory
is due to the replanned trajectory being initialized to the
state of the vessel at the time of the replanning. For both
experiments we see that the tracking performance is very
good. The tracking performance is highly reliant on not only
the performance of the underlying DP controller and thrust
allocation algorithm, but also the accuracy of the model used
in the optimization-based planner. The most notable discrep-
ancies in the tracking performance are found in the heading.
We believe these are due to the the inherent heading insta-
bility of the vessel, as well as unmodeled thruster dynamics,
whichmay cause a slight delay between desired and produced
thrust.

VI. CONCLUSION
We have presented a method for planning and perform-
ing docking maneuvers in a confined harbor. The method
utilizes map data, which is known in advance, as well as
sensor data gathered in real time, to iteratively and safely
plan a trajectory that brings the vessel to a desired dock-
ing pose. To perform the docking maneuvers given by the
planner, we used an existing trajectory tracking DP con-
troller, which added robustness to disturbances, and helped
demonstrate that the planner is easy to retrofit on an existing
platform. In order to validate the proposed control scheme,
we conducted full-scale experiments in a confined harbor
area with the milliAmpere ferry developed at NTNU, and
demonstrated how the proposed method is able to plan and
well as execute safe and collision-free docking maneuvers.
To the best of our knowledge, there’s no existing pub-
lished work that involves field trials of docking operations
for autonomous surface vehicles using only exteroceptive
sensors.

For future work, we would like to look at the possi-
bility of integrating additional sensors, such as radar and
cameras, in order to generate an even better view of the
environment. Additionally, we would like to look at ways
of filtering the sensor data in order to get more reliable
sensor readings. We would also like to integrate the dock-
ing system in a control structure that handles transportation
phases autonomously. Since our proposed approach is able
to handle the docking and undocking phase, what remains to
achieve a fully autonomous operation with mission objective
"Navigate from Dock A to Dock B", is the development of
control and planning strategies for handling the transit phase
of the journey. This development will include additional work
on collision avoidance, situational awareness, and planning
methods that comply with the maritime navigation rules.

APPENDIX
LIST OF PARAMETER VALUES
A list of parameter values is given in Table 2, while details on
the vessel model can be found in [33].
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TABLE 2. List of parameters.
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