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ABSTRACT In spear-phishing attacks, macro malware written in VBA (Visual Basic for Applications)
is often used to compromise the target computers. Macro malware is often obfuscated in several ways to
evade detection. To detect new macro malware, several methods with machine learning techniques have been
proposed. While many methods were evaluated with the inadequate or balanced dataset with the same number
of benign and malicious samples, practical performance is still open to discussion. In reality, the population
of VBA macros consists of wide variety of samples. To evaluate practical performance, an imbalanced
dataset which contains many benign samples is required. In this paper, we propose an improved method
of detecting macro malware on an imbalanced dataset. Our method uses 2 language models (Doc2vec and
Latent Semantic Indexing (LSI) ) and 4 popular classifiers. These language models are used to extract
features and mitigate the class imbalance problem by selecting important features. We create an imbalanced
dataset with more than 30,000 samples and evaluate the practical performance. The experimental result
demonstrates that our method mitigates the class imbalance problem and could detect completely new
malware regardless of the family type. The result also reveals that LSI is more robust than Doc2vec to

the class imbalance problem.
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I. INTRODUCTION

Spear-phishing attacks are one of main threats for organiza-
tions of all sizes and across every field. The use of malicious
documents has increased rapidly along with a spectrum of
attacks. They offer flexibility in document structure with
numerous features for attackers to exploit [1]. While many
studies focus on Portable Document Format (PDF) document
files [2]-[8] or their JavaScript [9]-[11], this study focuses
on Microsoft (MS) document files. In spear-phishing attacks,
macro malware written in VBA (Visual Basic for Appli-
cations) is often used to compromise the target computers.
While VBA enables to automate tasks in MS document files,
attackers abuse its useful functions to execute malicious tasks.
Malicious VBA macros are obfuscated to evade anti-virus
programs with the latest definitions. In fact, main anti-virus
programs barely detect new malware samples [12], [13]. In
addition, there are few suitable code analysis tools for detect-
ing macro malware. Thus, traditional pattern-based detection
methods have a serious limitation in detecting new malware.
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To detect new macro malware, several methods with
machine learning models have been proposed [14]-[19].
While many methods were evaluated with the inade-
quate or balanced dataset, practical performance is still open
to discussion. For instance, some studies conducted cross
validation with restricted samples [14], [17]. While cross val-
idation reveals the generalization performance with limited
samples, it does not indicate that their method is effective
against new malware. Because the training samples may
contain many similar samples. New malware could be com-
pletely new and different. To avoid this problem, the other
studies consider the time series and confirmed that the train-
ing samples consist of earlier samples [18]-[23]. However,
these methods are evaluated with a balanced dataset with
the same number of benign and malicious samples. Thus,
many previous studies do not consider the class imbalance
problem and may not be robust on an imbalanced dataset.
In addition, they did not reveal detection rates in malware
families. In reality, the population of VBA macros consists of
wide variety of samples and contains many benign samples.
To evaluate practical performance, an imbalanced dataset
which contains many benign samples is required [24].
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In this paper, we propose an improved method of detecting
macro malware on an imbalanced dataset. Our method uses
2 language models (Doc2vec and Latent Semantic Indexing
(LSI) ) and 4 popular classifiers. These language models are
used to extract features. To improve the performance and
mitigate the class imbalance problem, we apply a mitigation
technique for proxy logs to macro malware [25]. This tech-
nique extracts important features based on word frequency.
We create an imbalanced dataset with more than 30,000 sam-
ples and evaluate the practical performance. These samples
are obtained from multiple sources to improve the reliabil-
ity of result. The experimental result demonstrates that our
method mitigates the class imbalance problem and could
detect new malware families. The best f-measure achieves
0.99. This study evaluates practical performance of macro
malware detection methods on an imbalanced dataset. In
addition, we analyze the detail and reveal detection rates
in malware families. This study also reveals robustness of
language models as a feature extraction method against an
imbalanced dataset. The mitigation technique is particularly
effective to Doc2vec rather than LSI. The result also shows
that LSI is more robust than Doc2vec to a class imbalance
problem.

This paper produces the following contributions:

1) Proposes an improved method of detecting macro

malware with a mitigation technique for proxy logs.

2) Evaluates practical performance of macro malware

detection methods on an imbalanced dataset.

3) Reveals detection rates in malware families.

4) The mitigation technique is particularly effective to

Doc2vec rather than LSI.
5) LSI is more robust than Doc2vec to a class imbalance
problem.
The structure of this paper is shown as follows. Section 2
describes related work. Section 3 describes malicious VBA
macros and section 4 provides Natural Language Process-
ing (NLP) techniques. Section 5 presents our method and
section 6 demonstrates the performance. Finally, we discuss
the results and conclude this paper.

Il. RELATED WORK

A. MS DOCUMENT FILE

In regard to intrusion detection, one of the hot research areas
is detection, visualization, and classification of malware [26].
Our method examines MS document files without execut-
ing files on a computer. Several methods without dynamic
analysis are proposed to examine MS document files. Office-
MalScanner is a basic tool to detect malicious MS document
files [27]. This tool scans the entire MS document file for
generic shellcode patterns or embedded objects. Chen et al.
developed a malicious document detector with the similar
techniques [28]. In malicious document files, executable files
are frequently embedded. The executable files are used to
detect malware, because benign document files usually do not
contain executable files [12]. These executable files involve
file structure of document files. Otsubo et al. developed a tool
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to detect anomaly file structure of document files containing
executable files [29]. They examined hundreds of these mali-
cious document files and found these document files do not
conform to legitimate file format strictly.

The similar idea has been extended to XML-based Office
documents. Cohen et al. presented a novel structural fea-
ture extraction method for XML-based Office documents
[13]. This method extracts discriminative features from mali-
cious documents based on their structure, and detects mali-
cious document files with machine learning algorithms.
Nissim et al. created a detection model that detects new mali-
cious docx files [30]. This model is based on their structural
feature extraction methodology [13].

Another approach is a visualization based method for
malware detection [31]. In this approach, the target file is
converted into an image to examine. Deep learning methods
have brought outstanding performance on image classifica-
tion. Convolutional Neural Network (CNN) is applied to
detect malicious document files [32]. This method converts
a document file into images and attempts to detect shellcode
patterns with CNN. Yakura et al. used CNN with Attention
Mechanism to analyze imaged binary samples [33], [34].

These methods can be applied to document files for detect-
ing new malicious document files. Some methods may detect
malicious document files which contain VBA macros. These
methods, however, do not examine the contents of VBA
macros.

B. VBA MACRO
In regard to VBA macros, Bearden et al. proposed a method
of classifying MS Office files containing macros as mali-
cious or benign using the K-nearest Neighbors machine learn-
ing algorithm [14]. This method extracts important features
from p-code opcode with Term Frequency-Inverse Docu-
ment Frequency (TFIDF), which is a popular method to
define word importance. P-code is a set of mnemonic instruc-
tions executed by the engine. Our method uses raw VBA
macro code and does not have to translate the code into
p-code opcode. Santos et al. demonstrated that the choice
of characteristics intrinsic to the VBA code that forms a
macro could become an effective method for the classification
of malware [15]. They used four classification algorithms:
Binary Decision Trees, Support Vector Machines, Random
Forest and Neural Networks. Aboud et al. proposed a method
for detecting VBA macro malware using five classifiers:
K-nearest Neighbors, Decision Tree, Random Forest, and
Gaussian Naive Bayes [16]. Their method uses statistical
features such as the number of specific kinds of variables.
Kim et al. focused on the obfuscation techniques and pro-
posed an obfuscated macro code detection method using
machine learning models [17]. Their method uses 15 static
features of obfuscation patterns. Hence, their method cannot
detect plain macro malware.

To overcome these problems, raw VBA macro code was
divided into words and used as features with Natural Lan-
guage Processing (NLP) techniques. These extracted words
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Algorithm 1 A Sample of Malicious Code
1: Sub AutoOpen()

2: Dim  xHittp: Set  xHittp = CreateObject
(“Microsoft. XMLHTTP”")
3: Dim bStrm: Set bSttrm =  CreateObject

(““Adodb.Stream”)
4: xHttp.Open “GET”, <URL>, False
5. xHttp.Send

6: With bStrm

7. Type = 1 ’//binary

8 Open

9:  write xHttp.responseBody

10: .savetofile “malware.exe’, 2

11: End With

12: Shell (““malware.exe’)

13: End Sub

were used to construct a Doc2vec model for detecting new
new malicious VBA macros [18], [19]. A Doc2vec model
is based on the context of words in the documents. Fake
text vectors may be used to mitigate the class imbalance
problem [23]. While this method improves the sensitivity of
minority class, this method is not evaluated on imbalanced
dataset. Moreover, this method is limited to a Doc2vec model.
Another popular language model is LSI and used to represent
VBA macros [21], [22]. An LSI model is based on the word
frequency in the documents. These methods simply extract
words from both benign and malicious VBA macros. There-
fore, these methods may not be robust on an imbalanced
dataset. To demonstrate this problem, an imbalanced dataset
with many benign samples will be used.

lll. MALICIOUS VBA MACRO

A. BEHAVIOR

Malicious VBA macros are usually embedded into MS
document files. Typical MS document files conform to
Compound File Binary (CFB) file format or Office Open
XML (OOXML) file format. CFB file format is a binary file
format used by Microsoft Office 2003 and earlier. OOXML is
a collection of separate files and folders in a compressed zip
package, and used by Microsoft Word 2007 and later. Many
extensions conform to both file formats support VBA macros.
VBA is a programming language supported in Office pro-
grams, and provides many useful functions. VBA macros are
a series of commands that can be executed automatically to
perform a task. Algorithm 1 shows how to perform malicious
activities.

This simple example downloads a malicious file from the
URL and executes it. Thus, attackers abuse its useful func-
tions to compromise other computers. They send a MS docu-
ment file with malicious VBA macros to the target computers.
Typical malicious VBA macros are used to drop or down-
load. The former is called dropper and the latter is called
downloader. Once a malicious document file is opened, only a
single click is required to activate the malicious VBA macro.
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Dropper contains the main body in itself. The main body
is encoded or obfuscated by several techniques. Hence, drop-
per can obtain persistent access to the computer without
Internet connection. In contrast, downloader downloads the
main body from the Internet as its name suggests. Therefore,
downloader requires Internet connection to obtain persistent
access to the computer. Thus, malicious VBA macros tend to
contain functions to download or extract the main body. These
functions appear in the code and can be useful for detecting
malicious VBA macros.

B. OBFUSCATION
Malicious VBA macros are frequently obfuscated by several
techniques. The typical obfuscation techniques are divided

into 3 approaches.
Encoding

converts parameters with reversible algorithms.
Several functions are used for encoding strings. For
example, some functions such as Asc(), Hex(), and
Chr() vary characters to the number of the ASCII
code. These functions convert strings into numerous
numerical characters. Therefore, typical malicious
VBA macros tend to contain these functions and
formatted numerical characters.

Replacing
converts strings into random strings. Several func-
tions are used for replacing strings. For example,
some functions such as Replace(), Right(), or Left()
replace strings to other random strings. These func-
tions mainly convert function names and variable
names into random strings, because these names
can be defined arbitrarily. Therefore, typical mali-
cious VBA macros tend to contain these functions
or random strings.

Splitting
divides strings into other characters. This technique
is effective to avoid anti-virus programs. The
divided characters are restored to its original strings
by join operators such as “and” or “plus”.

Thus, malicious VBA macros tend to contain names of

these functions and characteristic strings. These features can
be useful for detecting malicious VBA macros.

IV. NLP TECHNIQUES

A. BAG-OF-WORDS

Bag-of-Words (BoW) is a fundamental model to extract fea-
ture vectors from documents. BoW represents the frequency
of a word in documents and produces a matrix from docu-
ments. In this matrix, each row corresponds to each document
and each column corresponds to each unique word in docu-
ments. This method simply assigns a word its corresponding
column. Therefore, this model does not consider word mean-
ing or context. In this study, BoW is used as a baseline to
evaluate the performance of our method.

B. Doc2vec
To represent word meaning or context, Word2vec was pro-
duced [35]. Word2vec are shallow neural networks trained to
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reconstruct linguistic contexts of words. Word2vec requires
a corpus of documents and produces a vector space of sev-
eral hundred dimensions. In this space, each unique word in
the corpus is assigned a corresponding vector. These word
vectors are positioned in the vector space such that sim-
ilar words are located in close proximity to one another.
Word2vec represents a word in documents. Paragraph Vector
is the extension of Word2vec to represent a document [36].
Doc2vec is an implementation of the Paragraph Vector. In our
method, Doc2vec is used to represent the features of VBA
macros.

C. TERM FREQUENCY-INVERSE DOCUMENT FREQUENCY
Term Frequency-Inverse Document Frequency (TFIDF) is
one of the most popular models to define word importance.
TFIDF score is defined as follows: D
TFIDF,'J = TF,"]' X 10g2 D_F,
The TF;; is the frequency of a word i in a document j.
The DF; is the frequency of documents in which the word
i appears. The IDF is the logarithm of a value in which D
(the number of total documents) is divided by the DF;. In
this model, as a word appears rarely in an entire corpus and
appears frequently in a document, the TFIDF score increases.
In our method, the TFIDF scores are used to construct a LSI
model.

D. LATENT SEMANTIC INDEXING

Latent Semantic Indexing (LSI) or Latent semantic analy-
sis (LSA) is one of techniques in topic modeling. The core
idea is to decompose a matrix of documents and words into a
separate document-topic matrix and a topic-word matrix. In
this model, a row indicates a vector corresponding to a word,
giving its relation to each document. A column indicates a
vector corresponding to a document, giving its relation to
each word. In practice, raw counts do not work particularly
well because they do not account for the significance of
each word in the document. In other words, this matrix is
sparse and redundant across its many dimensions. Therefore,
dimensionality reduction can be performed using truncated
Singular Value Decomposition (SVD). SVD reduces dimen-
sionality by selecting only the r largest singular values, and
only keeping the first r columns or rows. To select the largest
values, usually the TFIDF scores are used. In our method, LSI
is also used to represent the features of VBA macros.

V. PROPOSED METHOD

A. STRUCTURE

This paper proposes an improved method of detecting macro
malware on an imbalanced dataset. Figure 1 shows the struc-
ture of the proposed method.

Our method is a combination of previous NLP-based detec-
tion models. To mitigate the class imbalance problem, our
method selects the frequent words from benign and mali-
cious VBA macros respectively. A previous study for proxy
logs revealed that frequent words are effective to mitigate a
class imbalance problem [25], [37]. Therefore, our method
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FIGURE 1. Structure of the proposed method.

applies this method for mitigation. For feature extraction,
previous method used a Doc2vec model [18], [19], [23] or an
LSI model [21], [22]. To compare the performance of these
methods, our method uses both Doc2vec and LSI models for
feature extraction. In addition. our method uses 4 popular
classifiers.

B. TRAINING PHASE
The training procedure of our method is shown in
Algorithm 2.

In the training phase, our method extracts words from
benign and malicious VBA macros. These samples are
labeled and obtained from web pages such as Virus Total.!
Firstly, our method extracts VBA macros from MS document
files. The source code is divided into words (line 1 to 7).
A space character and special characters are used as the
delimiter. For example, the words (Sub, Auto, Open, Msgbox,
Hello, World, End, Sub) are extracted from Algorithm 3.

Secondly, our method selects the frequent words from
benign and malicious VBA macros respectively (line 8
to 10). Thirdly, our method constructs the Doc2vec and LSI
models from these words (line 11 to 14). The Doc2vec and
LSI models convert benign and malicious VBA macros into
feature vectors (line 15 to 21). Finally, classifiers are trained
by these feature vectors with their labels (line 22 to 23).

C. TEST PHASE
The test procedure of our method is shown in Algorithm 4.
In the test phase, our method examines unknown samples.
Firstly, our method extracts words from MS document files
in the same way (line 1 to 4). Secondly, these words are
converted into feature vectors by the Doc2vec and LSI models
(line 5 to 8) which were constructed in the training phase.
Finally, the trained classifiers predict the label from these
feature vectors (line 9 to 12).

1 https://www.virustotal.com/
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Algorithm 2 Training Procedure

Algorithm 4 Test Procedure

1: /* Extract VBA macros */
. for all malicious VBA macros m do
mw < extract words from m
: end for
: for all benign VBA macros b do
bw <« extract words from b
end for
: /* Selects frequent words */
: smv < Select frequent words from mw
: sbv < Select frequent words from bw
: /* Construct a language models */
. construct a Doc2vec model from smw, sbw
. construct a TFIDF model from smw, sbw
. construct a LSI model from the TFIDF
15: /* Convert words into vectors */
16: for all malicious words mw do
17:  mv < Call language models (smw)
18: end for
19: for all benign words bw do
20:  bv < Call language models (sbw)
21: end for
22: /* Train classifiers with the labeled vectors */
23: Call classifiers (mv, bv)
24: return

—_ = = = =
A LN = O

Algorithm 3 A Sample of Code
1: Sub Auto_Open()
2: Msgbox “Hello World!*’
3: End Sub

D. CLASSIFIER

Our method uses supervised learning models to predict
unknown samples. We selected 4 classifiers: SVM (Support
Vector Machine), RF (Random Forests), MLP (Multi-layer
Perceptron), and CNN (Convolutional Neural Networks).
These classifiers are popular in the various field and have
different features.

E. IMPLEMENTATION

Our method was implemented with Python 3.6 in an envi-
ronment as shown in Table 1. Olevba,” a script to parse OLE
and OpenXML files is used to extract VBA macros from MS
document files. The SVM and RF models are implemented
with scikit-learn-0.21.2,%> a machine learning library which
contains many classification algorithms. Chainer-6.0.0,* a
deep learning framework is used to implement the MLP
and CNN models. The parameters are optimized by grid
search, which exhaustively generates candidates from a grid
of parameter values. Gensim-3.7.3> is used to implement

2https:// github.com/decalage2/oletools/wiki/olevba/
3 https://scikit-learn.org/

4https://docs.chainer.org/

3 https://radimrehurek.com/gensim/
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1: /* Extract VBA macros */

: for all unknown VBA macros u do
uw < extract words from u

end for

: /* Convert words into vectors */

: for all unknown words uw do

uv < Call language models (uw)

: end for

: /* Predict labels with the trained classifiers */

. for all unknown vectors uv do

label < Call classifiers (uv)

: end for

: return

e
W N = O

TABLE 1. Environment.

CPU IntelCorei9-7900X 3.3GHz
Memory | DDR4 128GB

GPU GeForce GTX 1080 Ti 11G
oS Windows 10 Home

TABLE 2. The number of samples obtained from Virus Total and Stack
Overflow.

2015 2016 2017
ben mali ben malis ben mali
ign | cious ign cious ign cious
VT | 561 862 1127 1150 | 2085 1049
SO | 2533 - 10,215 - 11,702 -
total | 3094 | 862 | 11,342 | 1150 | 13,787 | 1049

the LSI model. Gensim has many functions related to NLP
techniques such as BoW, Doc2vec, or LSI.

VI. EVALUATION
A. DATASET
To evaluate our method, actual VBA macros were obtained
from Virus Total (VT) and Stack Overflow (SO).” These
actual VBA macros contain both benign and malicious VBA
macros. We selected all MS document files containing VBA
macros during 2015-2017 from Virus Total. Their file exten-
sions include doc, docx, xlIs, xIsx, ppt, and pptx. These
samples judged malicious by more than half of anti-virus
vendors are labeled as malicious. In addition, we extracted
benign macros from all questions in Stack Overflow using
vba and excel tags. The benign samples are judged benign
by all anti-virus vendors. We compared their hash values
and removed duplicated samples. The VBA macros were
extracted by olevba. Table 2 shows the number of samples.
Each year in the table indicates the period the samples were
uploaded for the first time. Samples in each year are ran-
domly distributed. Furthermore, we identified these samples
with Windows Defender Antivirus.® Table 3 shows the top
5 malware families in each dataset.

6https :/Iwww.virustotal.com/
7https :/[stackoverflow.com/
8https ://www.microsoft.com/en-us/windows/windows-defender/
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TABLE 3. Top 5 malware families in each dataset.

period family name
TrojanDownloader:097M/Donoff
TrojanDownloader:097M/Adnel
TrojanDownloader:097M/Bartallex
TrojanDownloader:W97M/Adnel
TrojanDownloader: W97M/Donoft
TrojanDownloader:097M/Donoff
None
Trojan:097M/Madeba.A!det
TrojanDownloader:JS/Swabfex.P
Virus:W97M/Thus.GB
TrojanDownloader:O97M/Donoff
None

Virus:W97M/Thus.GB
Trojan:Win32/Tiggre!rfn
Virus:X97M/Metcol. A

2015

2016

2017

LA#LMN—M#WNHM#WNH?

TABLE 4. Confusion matrix.

actual value
true | false

predicted | positive | TP FP
result false FN TN

“None” indicates that the samples are not defined by
Windows Defender Antivirus, but detected by other anti-virus
vendors. Thus, our dataset is distributed and contains a wide
variety of malware samples. We are aware that the later
samples contain completely new malware families. Note that
these malware families are not contained in the earlier sam-
ples. As the trained model with the earlier samples could
detect the later samples, it suggests that our method could
detect completely new malware families. Thus, the timestamp
of the dataset is very important for evaluation.

B. EVALUATION METRICS
To evaluate the performance, accuracy, precision, recall, and
f-measure are used. These metrics are defined as follows:

TP+ TN
Accuracy = )
TP+ FP+ FN + TN
. TP
Precision = ——,
TP + FP
TP
Recall = ——,
TP + FN

2Recall x Precision

F — measure = —.
Recall + Precision

Table 4 shows the confusion matrix.

In our experiment, TP indicates detecting malicious VBA
macros correctly. Our dataset consists of 3061 positive and
28,223 negative samples, which is highly imbalanced. While
the minority class accounts for only 10%, accuracy may not
be appropriate to evaluate the performance. Hence, we also
provide precision, recall, and f-measure of positive class.

C. EXPERIMENTAL METHOD

Initially, we conduct 5-fold cross validation with samples
in 2015 to seek the optimum parameters and evaluate gener-
alization performance. Next, we conduct time series analysis
to reveal practical performance. Samples in 2015 for training
and samples in 2016 for testing are used to compare with pre-
vious methods [18], [19], [21]-[23]. These previous methods
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TABLE 5. Main optimized parameters of each classifier.

classifier | paramter
SVM kernel:linear, C:0.5
probability:True

criterion:gini

max features:10

RF min samples split:3

min samples leaf:1

number of estimators:200

3 fully connected layers, epoch:30
MLP optimizer: Adam

activation function: ReLU
hidden layer: 500 units

2 convolution layers, epoch:30
optimizer: Adam

CNN activation function: ReLU
hidden layer: 16 and 64 chanels
filter size: 3

accuracy. precision, recall, f-measure
°
&

SVMm RF MLP CNN SVM RF MLP CNN
Doc2vec LSI

Baccuracy Eprecision Erecall Of-measure

FIGURE 2. Generalization performance of the 5-fold cross validation on
samples in 2015.

do not mitigate the class imbalance problem. To evaluate
persistency, the testing samples are varied to ones in 2017.
Finally, the training samples are varied to ones in 2016.

D. RESULT

We optimized parameters by grid search. The dimension of
LSI is adjusted to 400. The main optimized parameters of
each classifier are shown in Table 5.

The other parameters are set to default values.

Figure 2 shows generalization performance of the 5-fold
cross validation on samples in 2015.

Overall, each performance achieves at least 0.96
except RF. Even RF performs at least 0.87. The precision has
produced better results than recall. One reason for this is that
the dataset contains many negative (benign) samples. There-
fore, we conclude that the generalization performance is
appropriate.

Figure 3 shows the comparison of the time series analysis
with previous methods. As the previous methods use an SVM
classifier, we use the same classifier in this experiment.

In comparison, our methods produced better performance
than previous methods without mitigation. In particular,
the Doc2vec with mitigation produced the best performance.
The best f-measure achieves 0.99. In the previous methods,
it is remarkable that Doc2vec performs less accurate than
BoW. The low recall indicates many false negatives, in other
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accuracy. precision, recall, f-measure
°
&

Bow Doc2vec LSl

Doc2vec + LSI + Mitigation

Mitigation

Waccuracy Dprecision Mrecall Of-measure

FIGURE 3. Comparison with previous methods.

TABLE 6. Required time of time series analysis.

model BowW Doc2vec LSI
feature extraction - 44.8s 11.2s
training 1.0s 1.8s 2.2s
test 0.4s 0.8s 0.7s
model - Doc2vec + LSI +
mitigation | mitigation
feature extraction - 33.0s 4.1s
training - 1.1s 1.3s
test - 0.1s 0.5s

accuracy. precision, recall, f-measure
°
&

SsV™M RF MLP CNN SVM RF MLP CNN
Doc2vec LSI

Waccuracy Dprecision Mrecall Of-measure

FIGURE 4. Practical performance of all combinations of the classifiers
and language models.

words overlooking malicious VBA macros. Table 6 shows the
required time for this experiment.

In comparison, our methods require less time than previous
methods. This is because our methods reduce the unique
words to construct a language model. The previous method
with Doc2vec requires more time to construct a language
model. However, all methods do not demand much time for
detecting. Thus, our method requires only half a second for
examining 12,565 samples in 2016. Therefore, our method
is more effective than previous methods on the imbalanced
dataset.

Figure 4 shows the practical performance of all
combinations of the classifiers and language models.

In comparison, SVM with both language models produced
the best performance. Therefore, we provide the performance
of an SVM classifier in the remaining procedures. Table 7
shows the required time of all classifiers.

In this dataset, SVM is the fastest. Neural networks such as
MLP or CNN require more training time than other models.
A GPU reduces the training time dramatically. From the
result, the time complexity seems to depend on each classifier.
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TABLE 7. Required time of all classifiers.

model RF | SVM | MLP | MLP CNN CNN
(GPU) (GPU)

training | 4.2s 1.1s 30.3s 11.4s Sm43s 13.3s

test 0.3s 0.1s 0.6s 0.1s 7.4s 0.2s

accuracy. precision, recall, f-measure
o
2

Doc2vec LSl Doc2vec LsI Doc2vec LSl
Training - Test 2015 -2016 2015-2017 2016 -2017

Baccuracy D precision Brecall Of-measure

FIGURE 5. Persistency of the Doc2vec and LSI.

TABLE 8. Detection rates of top 10 unknown families in samples in 2016.

No. | family name DR
1 TrojanDownloader:JS/Swabfex.P 50/50
2 Virus:W97M/Thus.GB 30/30
3 TrojanDownloader:097M/Donoff.CD 19/20
4 TrojanDownloader: O97M/Donoff!rfn 19/20
5 TrojanDownloader:097M/Zinunlate. A | 19/19
6 TrojanDropper:O97M/Vibro.A 17/17
7 TrojanDownloader:097M/Donoff!'map | 15/16
8 Virus:W97M/Marker.BR 13/13
9 TrojanDropper:097M/Donoff 12/13

10 | Virus:X97M/Mailcab.A 10/10

5 shows the persistency of the Doc2vec and LSI.

Regarding to Doc2vec, the original performance remains
flat. The best f-measure achieves 0.99. In regard to LSI,
the original performance achieves 0.91. Varying testing sam-
ples to ones in 2017, the performance is slightly reduced due
to aging. Varying training samples to ones in 2016, the perfor-
mance is improved. The best f-measure achieves 0.95. Thus,
retraining the model with new samples is effective to improve
the accuracy. As a result, the most effective combination is the
SVM and Doc2vec. The training samples were discovered
over a year ago, nevertheless the f-measure maintains flat
even on an imbalanced dataset.

VIl. DISCUSSION

A. ACCURACY

We analyzed detection rates of new malware families. Table 8
shows the detection rates of top 10 new malware families in
samples in 2016.

These families contain both downloaders and droppers.
Note that these new malware families are not included in the
training dataset. Thus, our method could detect completely
new malware families regardless of the family type.

B. COMPARISON
Table 9 shows comparison with other methods.

Previous methods are evaluated by 10-fold cross validation
with several dozens of samples [14] or thousands of samples
[17]. This means they used 90% of samples for training
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TABLE 9. Comparison of detection rates with other methods.

imbalanced
method sample CvV time series and
time series
[14] 158 0.99 - -
[16] 1011 0.99 - -
[17] 2537 0.915 - -
[18]-[20] 2978 - 0.89 0.29
[21], [22] 7145 0.99 0.89 0.75
[23] 3842 0.99 0.91 -
Our method | 31,284 | 0.99 - 0.99

without timestamps. While another study used samples for
testing which were not present in the training samples, they
used only 83 benign samples for testing [16]. VBA macros are
highly used in enterprise environments with benign purposes
[38]. Thus, these studies do not reveal practical performance.
Moreover, they did not reveal the malware families.

Other previous studies considered time series of the
dataset and selected training samples from earlier samples
[18]-[22]. The detection rate was 0.89. These methods are
enhanced with fake vectors and achieved 0.91 [23]. However,
these methods are not evaluated on an imbalanced dataset.
Moreover, they did not reveal detection rates in malware
families.

We conducted 5-fold cross validation with more than
30, 000 samples and the detection rate was almost perfect.
Note that the condition is more severe than previous stud-
ies [14], [17]. In addition, we constructed an imbalanced
dataset to evaluate practical performance. The experimental
result demonstrated that previous methods are not robust
to an imbalanced dataset. In contrast, our method could
detect completely new malware families regardless of the
family type.

C. FINDINGS

In the comparison of the time series analysis, our method
clearly produced better performance than previous methods
without mitigation. Inexplicably, Doc2vec performed less
accurate than BoW in the previous methods. On a balanced
dataset, Doc2vec performed good accuracy [21], [22]. It can
thus be suggested that Doc2vec is not robust on an imbal-
anced dataset. This is consistent with previous studies [25],
[37]. Our study provides additional support for this finding.

In contrast, LSI performed more accurate than the other
previous methods. LSI also performed with good accuracy
on a balanced dataset [21], [22]. This result would seem to
suggest that LSI is more robust than other previous methods.
As far as we are aware, this is the first time that LSI is robust
on an imbalanced dataset.

With the mitigation technique, Doc2vec was drastically
enhanced on an imbalanced dataset. LSI was also enhanced
on an imbalanced dataset with the same technique. One rea-
son for this difference is that LSI is based on word frequency.
The mitigation technique is based on the same hypothesis.
Hence, the effectiveness seems to be limited. In contrast,
the mitigation technique is compatible with Doc2vec. Thus,
the mitigation technique is particularly effective to Doc2vec.

204716

D. LIMITATIONS

We are aware that our study may have two limitations.
In this study, we created an imbalanced dataset from more
than 30,000 samples. This dataset may not represent the
typical samples. Regarding to the training data, this suggests
room for improvement. If we could extract representative
samples for the training data, the performance would be
improved. Regarding the test data, this suggests more prac-
tical environment. Our method was evaluated with the maxi-
mum samples as far as we know. However, these samples do
not completely represent all actual samples. Apparently, it is
not feasible to obtain all actual samples. The best method to
mitigate this is obtaining more samples. However, obtaining
many labeled samples is a challenging task.

This study also evaluated the required time of our method.
According to the result, the time complexity seems to depend
on each classifier. To evaluate the time complexity, more
samples are required. Hence, this limitation is also related to
the number of samples. In addition, time complexity analysis
of each classifier is a challenging task. Further data collection
would be required to determine exactly how the practical
performance and time complexity are.

VIIl. CONCLUSION
In this paper, we propose an improved method of detecting
macro malware on an imbalanced dataset. To mitigate the
class imbalance problem, we apply a mitigation technique
for proxy logs to macro malware. The experimental result
with more than 30,000 samples demonstrates that previous
methods are not effective on an imbalanced dataset. Our
method could detect completely new malware regardless of
the family type. The best f-measure achieves 0.99. The mit-
igation technique is particularly effective to Doc2vec. The
result also reveals that LSI is more robust than Doc2vec.
Our method requires almost half a second for investigating
more than 10,000 samples. Thus, one of our future work is to
implement a real time detection system. We can implement
our method on a mail server or proxy server to examine files
in real time.
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