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ABSTRACT The accurate diagnosis and prediction for individuals is crucial in computer-aided diagnosis
of Alzheimer’s disease (AD). The existing structural magnetic resonance imaging based classification
methods of AD diagnosis mainly focus on the voxel level, region level and patch level morphological
pattern analysis. However, most of these methods extract features with high dimension which may lead to
overfitting problem. Besides, the interaction of different patches is not considered in the classifier ensemble.
In this article, we propose a novel anatomical landmarks and directed acyclic graph (DAG) network feature
learning based classification algorithm for the diagnosis of AD individuals. First, the anatomical feature
patches of gray matter image are identified by the morphological and statistical analysis. Second, a simple
and efficient DAG convolutional neural network is proposed to extract the discriminative deep features of
image representation. Especially, the deep features are obtained by fusing feature maps of different network
levels which contain semantic high-level and high-resolution low-level features. Finally, support vector
machine and deep features are utilized to construct the classification model and predict the individual of
AD. Experiments on three public datasets including ADNI-1, ADNI-2 and MIRIAD demonstrate that the
proposed method can effectively improve the classification performance compared with the state-of-the-art
methods for AD diagnosis.

INDEX TERMS Alzheimer’s disease, structural magnetic resonance image, anatomical landmarks, directed

acyclic graph network, classification.

I. INTRODUCTION

Alzheimer’s disease (AD) is an increasingly prevalent neu-
rodegenerative disease characterized by memory disorder,
aphasia, disuse, blindness, executive dysfunction, personal-
ity and behavior changes [1], [2]. The AD pathogenesis is
derived by the deposition of S-amyloid protein (AS) [3] and
hyperphosphorylation of abnormal tau protein [4], leading
to the formation of senile plaques, neuron apoptosis and
eventually the decline of cognitive function of patients [5].
It accounts for 60% to 80% of dementia cases and has become
the third leading cause of death after cancer and heart diseases
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[6]. The AD patients also cause the financial and mental
burden on their families. At present, the clinical diagnosis of
AD mainly depends on the experience of the experts which is
time-consuming and varies with individuals. Therefore, the
computer-aided diagnosis of AD is necessary to assist the
accurate diagnosis and treatment of the disease.

Various neuroimaging studies and computer-aided diag-
nosis methods have been actively applied to investigate the
biological or neurological biomarkers of AD [7]-[11]. The
accumulation level of biomarkers (i.e., AB and Tau) [12], [13]
are detected in cerebrospinal fluid (CSF) for AD diagno-
sis. The metabolic level of glucose in fluorodeo-xygluce
positron emission tomography (FDG-PET) is measured as
AD neuron dysfunction [14], [15]. As one of the noninvasive
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imaging technologies, structural magnetic resonance imag-
ing (SMRI) can sensitively capture the anatomical changes of
the brain which has proved to be an effective tool for disease
diagnosis [16], [17]. At present, the sMRI-based computer-
aided methods for AD diagnosis are mainly divided into
three categories: regions-of-interest (ROI) -based method,
voxel-based method, and patch-based method [18]. In the
ROI-based methods, the anatomic volume and thickness of
predefined regions [19]-[24] are applied for AD diagno-
sis. Recently, the texture, shape and deep features of the
hippocampal region are extracted by convolutional neural
network (CNN) [25]-[27] to enhance the classification per-
formance. However, the ROIs must be defined in advance
and these regions may not cover all biomarkers or span
multiple ROI, resulting in the loss of discriminant features.
In the voxel-based methods [28]-[31] the brain microstruc-
ture changes are identified in voxel manner. The voxel-based
morphology [32] is adopted to measure the density of gray
matter (GM), white matter (WM) and CSF and find the
abnormal brain regions between different groups. However,
the high dimensional features in the voxel-based methods
may cause the classifier to be challenged by overfitting. In the
patch-based methods, a scale between voxel and region level
is used to extract features with more information, which
not only considers the subtle changes of brain tissue, but
also reduces the feature dimension and avoids overfitting.
For example, the discriminating anatomical landmarks are
identified as image features by utilizing the morphological
characteristics of voxels [33]-[36]. A deep learning frame-
work ensemble based on landmarks is proposed for disease
diagnosis [37]-[39]. Besides, a local patch-based weak clas-
sifier ensemble method is reported which combines multi-
ple individual classifiers based on different subsets of local
patches [40]. But the classification performance may be sub-
optimal because different patches are respectively inputted
into the individual classifiers which ignore the interaction of
different patch features.

In this article, we propose a novel Alzheimer’s dis-
ease classification method based on anatomical landmarks
and directed acyclic graph network (DAG) feature learning
(LDNFL). Compared with the traditional image representa-
tion and landmark based deep learning methods, the proposed
method conducts a novel landmark based image representa-
tion scheme and deep features extraction based on a DAG
CNN model. In the training stage, the anatomical feature
patches of gray matter image are firstly identified by the mor-
phological and statistical analysis. Then a DAG convolutional
neural network is proposed to extract the discriminative deep
features of image representation. In detail, feature maps in
different network levels are fused which contain both strong
semantic high-level and high-resolution low-level features.
Finally, support vector machine (SVM) with deep fusion fea-
tures is trained to obtain the discriminate model. In the testing
stage, the deep features of the subjects in the testing dataset
are extracted and inputted into SVM for individual AD diag-
nosis. Experimental results demonstrate that the proposed
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method achieves better classification performance compared
with the state-of-the-art methods.

The rest of the article is organized as follows. In Section II,
we introduce the studied datasets and the preprocessing of
SMRI data. The proposed anatomical landmarks and DAG
network feature learning based classification algorithm is
elaborated in Section III. Section IV describes the extensive
experimental results and analyzes our work. We finally draw
a conclusion in Section V.

Il. MATERIALS

A. STUDIED DATASETS

Three public datasets are applied in this study including
the Alzheimer’s Disease Neuroimaging Initiative (ADNI-1),
ADNI-2, and the Minimal Interval Resonance Imaging in
Alzheimer’s Disease (MIRIAD) dataset [38]. The subjects
include 194 AD and 226 normal controls (NC) with 1.5T T1-
weighted structure MRI data in the baseline ADNI-1 dataset.
A total of 151 AD and 193 NC subjects with 3T T1-weighted
structure MRI data are used in the baseline ADNI-2 dataset,
in which the same subjects with ADNI-1 are excluded in order
to ensure that all the data in this study are independent. The
MIRIAD dataset contains 46 AD and 23 NC images. The
demographic and clinical information of the studied subjects
are presented in Table I.

B. DATA PREPROCESSING

The structural MRI data are preprocessed in a standard
pipeline with CAT12 toolbox [41] which consists of four
steps: 1) Bias correction. MRI is usually destroyed by a
smooth and slowly changing bias field, resulting in inho-
mogeneous image intensity, thus affecting the accuracy of
image automatic processing. Generally, there are two kinds of
methods to measure and correct the intensity nonuniformity,
including the methods that use parametric representations
of image intensity distributions [42] and the methods that
use non-parametric representations [43], [44]. In our method,
an automatic bias field correction method [42] is used to
measure and correct the inhomogeneous intensity in which
the Mixture of Gaussians model with extra parameters that
account for smooth intensity variations is applied. The num-
ber of the basis function will be small when the bias tends
to be spatially smooth. 2) Tissue segmentation. The sMRI
images are then segmented into WM, GM and CSF. 3) Space
normalization. The images of all subjects are registered into
the Montreal Neurological Institute (MNI) space by using
the affine transformation and nonlinear registration for nor-
malization. Specifically, the affine registration is applied for
global geometric transformation of sMRI images by linear
mapping. The nonlinear registration is used for local nonlin-
ear deformation registration by adjusting different parts of the
original image in different ways to achieve a more precise
registration between images. 4) The modulation is finally
performed by multiplying the jacobian of the deformation
field to correct the volume changes of the segmented images.
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TABLE 1. Demographic and clinical information of subjects in three public databases. Values are reported as meanzstandard deviation (STD); MMSE:

mini-mental state examination.

Age Gender MMSE
Dataset Category Number

(mean+std) (Male/Female) (mean+std)
AD 194 75.55£7.67 98/96 23.4942.17

ADNI-1
NC 226 76.01+5.03 116/110 29.08+1.10
AD 151 75.03+7.90 84/67 23.3842.35

ADNI-2
NC 193 73.31+6.44 89/104 29.05+1.24
AD 46 69.95+7.07 19/27 19.19+4.01

MIRIAD
NC 23 70.36+7.28 12/11 29.39+0.84

lll. METHODS

The overview of the proposed anatomical landmarks and
DAG network feature learning (LDNFL) based classification
framework is illustrated in Fig. 1. It consists of four stages:
1) landmark location, 2) image representation, 3) deep fea-
tures mining, 4) SVM classification. Specifically, the loca-
tions of landmarks are firstly determined by the statistics of
the voxel morphological features of the preprocessed data in
the training set. Second, image representation is obtained by
feature patches selection. Third, we adopt DAG CNN model
to dig the deep morphological features of image represen-
tation. Finally, the deep features are inputted into SVM to
train the classification model. In the testing stage, the sMRI
image of a new subject is preprocessed by the same standard
pipeline with the training stage. After that, the patches of the
located landmarks are inputted into the trained DAG network
to obtain the deep features. Finally, the trained SVM classi-
fication model with the extracted deep features is applied for
AD diagnosis.

A. LANDMARK LOCATION

We analyze and compare the voxel morphology of GM
images between AD group and NC group in training set by
using the two sample t-test [45] algorithm in the SPM12 tool-
box to determine the locations of anatomical landmarks.
Specifically, we first establish a two sample t-test statistical
model and estimate the T-value of each voxel to generate
a map of the statistical parameters. Then the significant
abnormal areas are obtained under the predetermined contrast
and significance level. The multiple comparison correction
is performed due to the simultaneous testing on multiple
voxels. If not, the probability of voxel misjudgment will be
very high if the single test threshold is adopted. In this study,
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family wise error (FWE) is applied for multiple comparison
correction which divides the p value in the case of a single
test by the number of comparisons to obtain a new p-value to
judge the significance of the results. The significance level
p < 0.05 (FWE correction) and clusters with the number
of continuous voxels greater than 30 are used to identify the
most significant discriminating regions between two groups,
setting as C = {C,,}i:’:1 , where N is the number of discrimi-
nating regions. In each C,,, the locations with local minimum
p-value that apart more than 8.0mm from each other are rec-
ognized as distinctive anatomical landmarks in MNI space.
Finally, we transform the landmark locations from MNI space
coordinates to the space voxel coordinates by using MRIcroN
medical image analysis software.

B. IMAGE REPRESENTATION

In order to extract regions with rich feature information for
feature learning, we first extract anatomical feature patches
of size 15 x 15 x 15 from GM image with each anatom-
ical landmark as the center. Then the Pearson correlation
matrix between feature patches is calculated. Specifically,
let X,, , be the average density value of all voxels in each
feature patches of each subject, where m = [1, 2, ..., Ngp],
n = [1,2,..., Nparch], Noup and Npgrep, are the numbers
of subjects and patches, respectively. The Pearson corre-
lation coefficient between the two feature patches can be
described by:

P(X.ny Xeiny)

NSM byl by
. Zi=1b (Xi,m _x:,nl)(Xi,nz _x:,nz)
- NYM byt NYM byt
{Zizllh (Xin, _)C:,nl)2 j=1h (Xj,n2 _x:,n2)2}1/2
(D

where n1and n, represent two different patches, respectively.
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FIGURE 1. The framework of Alzheimer’s disease classification algorithm based on anatomical landmarks and DAG network feature learning (LDNFL).

It is worth noting that patches that have less correlation
with the patches in other clusters are excluded in order to
ensure the diversity of features and avoid a large number
of redundant features. Meanwhile, the patches with larger
p-value landmarks are excluded to avoid the large area over-
lap between adjacent patches. We finally extract 22 patches
based on landmarks in this study which are shown in Fig. 2.
The structural changes of various regions in the brain are
interrelated, we therefore concatenate the third dimension of
feature patches as the image representation (with the size of
15 x 15 x 330) which fuses the features of all landmarks.

C. DEEP FEATURES MINING

The convolutional neural network model exhibits high advan-
tages in the aspect of feature extraction of high-dimensional
data. Therefore, we propose a novel DAG convolutional neu-
ral network to extract the discriminative deep fusion features
of image representation in a supervised manner, which can
alleviate the network degradation and integrate the features of
different levels. The schematic diagram of the network model
in Fig. 1 shows that the DAG CNN consists of four convo-
lutional layers and two fully connected layers. Specifically,
the image represents are fed into CNN with an input layer
of size 15 x 15 x 330. Then input images are convoluted
successively by three sequential convolutional layers (i.e.,
Cl1, C2, C3, C4) and activated by a leaky rectified linear
unit (ReLLU) after each convolution. The kernel sizes of Cl1,
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FIGURE 2. The selected twenty-two anatomical landmarks.

C2,C3,C4 layersare 3 x 3,3 x 3,3 x 3,1 x 1, respectively.
Convolution with kernel of size 1 x 1 can increase the non-
linearity of the network and make the network express more
complex features. Then, the output of Cl1 is concatenated
with the output of C4 in depth by shortcut connection (i.e.,
skip connection) to form the proposed DAG network. The
extracted deep features contain both semantic high-level and
high-resolution low-level features. The output of the depth
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concatenation layer (D1) is sent to two successive fully con-
nected layers (i.e., FC1, FC2) and the softmax output layer in
sequence.

Assume that the h-t4 layer of the network is a convolutional
layer, each feature map of the h-#h layer can be described by:

h h=1_ h o ik
Yk =8 (ZieMk Vi Wit bk) 2

where w represents the weight, b is the bias, M} represents
the set of the input feature maps and g indicates the activation
function. Specifically, the feature maps of the (h-1)-#i layer
are firstly convoluted with the convolution kernel. Then the
feature maps of the h-th layer are formed by performing the
activation function. Each feature map y’,: k=1,2,3,---, Ny)
is obtained by combining the same positions of the convolu-
tional results of the input maps, where Ny is the number of
the learnable kernels.

The CNN model is optimized by Adaptive moment esti-
mation (Adam) algorithm [46], which designs independent
adaptive learning rates for different parameters by calculating
the first and second moment estimations of the gradient. The
first moment is estimated by:

my = aymy—1 + (1 —ay) VE(G,) 3)

where n is the iteration number, 6 indicates the parameter
vector, E (0) is the loss function, VE (0) represents the gradi-
ent of the loss function and «; means the exponential decay
rate of the first moment estimation. The second moment is
estimated by:

Vp = aaVu—1 + (1 — a2) [VE (@)1 )

where o is the exponential decay rate of the second moment
estimation.

It is necessary to correct the bias of m, and v, to reduce
the influence of the initial values. The bias-corrected first and
second moment estimations can be recalculated by:

m, = mn/ (1 - a;’) 5)
Vp = vn/(l - (xg) 6)

Finally, the two moving averages are used to adaptively
update the network parameters by:

Ouir = On — e/ (Vin +2) )

where « represents the 1 earning rate, ¢ is set to be 10~ which
avoids a divisor of zero.

The exponential decay rates (i.e., o1 and «») of the first
and second moment estimations are 0.8 and 0.999, respec-
tively. We train CNN for 18 epochs with an initial learning
rate (i.e., o) of 0.003 and update the weights in mini-batches
size of 64 per batch. The number of epochs for dropping the
learning rate is 5. The L2 regularization coefficient is set to
be 0.001 which reduces the complexity and instability of the
model and avoids the risk of over fitting.
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D. SVM CLASSIFICATION

SVM is a supervised classifier which finds an optimal hyper-
plane to maximize the margin between the classes. The
deep features of each training subject are extracted from the
D1 layer of the DAG CNN model in the form of a row vector
with the size of 1 x 22050. The SVM classifier with linear
kernel is constructed based on the deep features of the training
images. In the real time test scenario, the SMRI image of
a new testing subject is preprocessed and normalized to a
standard MNI template. The location of the 22 landmarks
that are determined during the training stage are used for the
normalized testing data directly. After that, the deep features
of the 22 landmarks patches are extracted by using the trained
DAG network and then inputted into the SVM classification
model to determine whether this subject has developed AD
or not.

IV. EXPERIMENTS

A. METHODS FOR COMPARISON

1) ROI-based method [47]. We adopt the anatomical auto-
matic labeling (AAL) [48] that is registered to MNI space in
CAT12 toolbox to divide the GM image into 90 ROIs. Then
gray matter volumes of 90 ROIs are extracted as ROI features
(with the size of 1 x 90) of each subject. Finally, the extracted
ROI features are used for disease classification via SVM.

2) Voxel-based morphometry (VBM) method [32]. First,
GM images generated by normalization, tissue segmenta-
tion and modulation are spatially smoothed with 8mm full-
width-half-maximum (FWHM) gaussian kernel to improve
the signal-to-noise ratio of images. Then, the statistical model
of each voxel in GM is established and the brain regions with
significant differences between the two groups are obtained.
The abnormal brain tissue density is extracted as the feature
representation of MR images. Finally, these features on voxel
level are inputted into SVM for classification.

3) Landmark based feature representation (LFR)
method [33]. The high feature dimension generated by VBM
may lead to the high complexity and overfitting of classifica-
tion model. Therefore, the tissue density around anatomical
landmark is selected as the image feature representation in
voxel manner in order to reduce dimension. Specifically, GM
patch of size 15 x 15 x 15 is extracted with the landmark as the
center and arranged into a row vector. Then, all row vectors
of each subject are concatenated into a longer vector as the
feature representation of MRI to be fed into SVM classifier
for AD classification.

4) Patch-based deep features concatenation (PDFC)
method [38]. The method trains multiple CNN models to
learn deep features of patches. It is worth noting that each
CNN model corresponds to a landmark based patch. In the
experiment, a total of 22 CNN models are trained. Then,
the features of depth concatenation layer (D1) in each net-
work model are extracted in the form of row vectors and
concatenated into a longer vector which is sent to SVM with
linear kernel for AD diagnosis.

206067



IEEE Access

T. Zhu et al.: Anatomical Landmarks and DAG Network Learning for AD Diagnosis

(a) Cl feature maps

(b) C2 feature maps

(c) C3 feature maps

(d) C4 feature maps

FIGURE 3. Feature maps of ADNI-2 database extracted by convolutional layer of DAG CNN model.

(a) ROL (b) VBM

FIGURE 4. Visualization of the extracted features in different methods.

5) Image representation based on patches concatenation.
For each subject, we extract 22 GM patches based on land-
marks. Then all patches are concatenated as image repre-
sentation to mine features by training the proposed DAG
CNN models in a supervised manner. The next classification
mainly includes two methods. One is fully connected layer
and softmax layer for classification (denoted as LDNC). The
learned features are mapped to the sample label space by full
connection layer and classification probability is predicted
through the softmax layer. The other is SVM classification.
Features from D1 layer (i.e., our proposed LDNFL method)
are fed to SVM classifier for disease classification.

B. EXPERIMENTAL SETTINGS

In our experiment, there are eight evaluation indices for eval-

uating the performance of disease classification including:
1) accuracy (ACC), 2) sensitivity (SEN): the probability

of correct diagnosis in patients, 3) specificity (SPE): the
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probability of correct diagnosis in normal subjects, 4) pre-
cision (P): P TP / (TP + FP), the probability of
actual disease in the population judged to be diseased,
5) F-Measure [49]: F = 2 x P x R/(P + R), which is used
for comprehensive evaluation, 6) receiver operating charac-
teristic curve (ROC), 7) area under ROC (AUC), 8) precise-
recall curve (P-R) [50], where TP denotes true positive, TN
denotes true negative, FP denotes false positive, FN denotes
false negative.

C. EXPERIMENTAL RESULT

In order to verify the effectiveness of the proposed method,
the ADNI-1 dataset is used as the training set while ADNI-2
and MIRIAD datasets are used as the testing set, respectively.
The selected 22 landmarks shown in Fig. 2 mainly locate
in bilateral hippocampus, bilateral parahippocampal gyrus,
bilateral amygdala, bilateral insula and bilateral fusiform
gyrus, which have been proved to be important markers to
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TABLE 2. Classification results of AD / NC (the classification model is trained on ADNI-1 and tested on ADNI-2).

Methods ACC SEN SPE P F-Measure AUC
ROI 84.59% 80.13% 88.08% 84.03% 82.03% 90.73%
VBM 87.21% 74.83% 96.89% 94.96% 83.70% 94.87%
LFR 87.79% 78.15% 95.34% 92.91% 84.89% 94.51%
PDFC 88.95% 80.13% 95.85% 93.80% 86.43% 95.14%
LDNC 89.83% 83.44% 94.82% 92.65% 87.80% 95.15%
LDNFL(ours) 91.57% 87.42% 94.82% 92.96% 90.10% 95.77%

distinguish AD from NC in the previous studies [51]-[53].
Deep features are extracted by the proposed DAG network.
The feature maps of different convolutional layers are shown
in Fig. 3. Fig. 3 (a), (b) and (c) show 34 feature maps in C1,
C2 and C3 convolution layers, respectively. Fig. 3 (d) shows
64 feature maps in C4 convolution layer. There are 344 (the
number of the testing subjects) blocks with the size of 15 x 15
in each feature map. The features of C1, C4 and D1 layers are
extracted and inputted into SVM for classification. The clas-
sification accuracy is 90.99%, 89.53% and 91.57%, respec-
tively. Therefore, the classification accuracy is improved by
increasing the depth of CNN model.

The t-distributed stochastic neighbor embedding (t-SNE)
dimension reduction algorithm [54] is applied to reduce the
dimension of features that are inputted into SVM for clas-
sification from high dimension to two dimension in order
to visualize the discriminant ability of extracted features,
as shown in Fig. 4. The features extracted by the proposed
feature extraction method have better separability compared
with other methods. The classification comparison between
the proposed method and the traditional methods performed
on ADNI-2 testing dataset is shown in Table II. It can be seen
that the proposed LDNFL method has the highest accuracy, F-
measure and AUC values compared with other feature meth-
ods. Moreover, the proposed method fuses different patch
features into a single CNN model which achieves better
classification performance compared with isolated multiple
neural network models. Furthermore, our LDNFL method
combines CNN and SVM which shows better classification
results than that only uses SVM (i.e., LFR). We also imple-
ment classification by using the softmax layer (the LDNC
method), the accuracy is 89.83%. As shown in Table II,
the accuracy, F-Measure and AUC of our proposed method
are improved by 1.74%, 2.3% and 0.62% compared with
that of the LDNC method, respectively. The framework
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combined with CNN feature extraction and SVM classifier
achieves better results than the softmax layer classifier in
some previous studies [55]-[59], which is consistent with
our findings. In addition, we implement classifiers with less
time complexity such as linear discriminant analysis with the
same deep features. The accuracy, F-Measure and AUC of
linear discriminant analysis classifier are 88.37%, 85.72%
and 94.89%, respectively, which are less than that of SVM
results (91.57%, 90.10%, 95.77%), which is consistent with
the previous studies [60], [61]. The classification accuracy is
determined by both features and classification model. When
feature quality is really good, different classification model
may obtain different accuracy because the features may be
mapped to different spaces by linear or non-linear functions.

Therefore, the DAG network is used for deep feature
extraction and SVM is applied for classification in the pro-
posed method which achieves the better accuracy results
compared with other methods. The ROC and P-R curves of
the proposed method and other comparison methods are plot-
ted in Fig. 5. The proposed LDNFL framework also reveals
the best performance in ROC and P-R curves.

We further perform different methods with ADNI-1 as the
training set and MIRIAD as the testing set. The classification
performance of our framework is exhibited in Table III and
Fig. 6. Similarly, our proposed method is generally superior
to other existing methods in AD and NC classification.

Table IV shows the performance comparison of the pro-
posed method with the state-of-the-art methods. It can be
seen that the proposed method achieves better diagnosis
results compared with the three kinds of methods including
ROI4+CNN model [25], ensemble classifier [38], [39], and
end-to-end hierarchical convolution network learning based
on whole brain image patches [18]. In addition, larger datasets
are applied in the proposed method which improves the gen-
eralization and effectiveness of the classification model.
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TABLE 3. Classification results of AD / NC (the classification model is trained on ADNI-1 and tested on MIRIAD)

Methods ACC SEN SPE P F-Measure AUC
ROI 89.86% 89.13% 91.30% 95.35% 92.14% 96.98%
VBM 91.30% 93.48% 86.96% 93.48% 93.48% 97.26%
LFR 89.86% 84.78% 100.0% 100.0% 91.76% 97.45%
PDFC 91.30% 89.13% 95.65% 97.62% 93.18% 97.16%
LDNC 91.30% 86.96% 100.0% 100.0% 93.03% 96.79%
LDNFL(ours) 92.75% 91.30% 95.65% 97.67% 94.38% 97.64%
TABLE 4. Performance comparison of the proposed method with the state-of-the-art methods
Reference Subject ACC SEN SPE F-Measure AUC
Lian et al [18] ADNI-1,ADNI-2 90.30% 82.40% 96.50% - 95.10%
Cuietal [25] 192AD,223NC 92.29% 90.63% 93.72% - 96.95%
Zhang et al [33] ADNI-1 83.10% 80.50% 85.10% - -
Liu et al [38] ADNI-1,ADNI-2 90.56% 87.42% 93.03% 89.10% 95.74%
Ahmed et al [39] 77 AD, 129 NC 85.55% - - - -
LDNFL(ours) ADNI-1,ADNI-2 91.57% 87.42% 94.82% 90.10% 95.77%
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FIGURE 5. ROC and P-R curves of different methods for AD classification
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(trained on ADNI-1 and tested on ADNI-2).

Therefore, the proposed LDNFL method can automat-
ically identify the anatomical feature patches and extract
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FIGURE 6. ROC and P-R curves of different methods for AD classification
(trained on ADNI-1 and tested on MIRIAD).

the deep features with strong semantics and high resolu-
tion through training a unified DAG CNN model. Specifi-
cally, the proposed method can capture the subtle abnormal
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structural changes of feature patches without defining ROIs in
advance compared with the ROI-based methods. In addition,
our landmark-based image representation method reduces the
feature dimension and avoids the risk of overfitting com-
pared with the VBM-based methods. Moreover, all landmarks
based anatomical feature patches are connected and inputted
into a single CNN model for feature learning. In this way,
compared with the methods that construct isolated CNN
models for each landmark, the proposed method fuses all
landmarks features, considering the mutual influence of all
features. Besides, deep features with strong semantic and
high resolution are obtained by performing skip connec-
tion in DAG network which also enhances classification
performance.

V. CONCLUSION

In this article, we propose an anatomical landmarks and DAG
network feature learning method for AD diagnosis. The GM
image patches based on landmarks are extracted and con-
catenated as image feature representations. Then a DAG con-
volutional neural network is applied to automatically extract
the discriminative deep features of image representation. The
SVM with low dimensional deep features is finally used to
construct the classification model for AD diagnosis. The pro-
posed method achieves superior classification and prediction
performances over other state-of-the-art methods on three
popular public datasets.

In the future work, we will focus on the model
generalization in real world conditions since the landmark
location in the proposed method is isolated from the DAG
network feature learning, which may lead to sub-optimal per-
formance [38]. Furthermore, multiclass neuroimaging classi-
fication instead of binary classification will be developed for
the automatic diagnosis of different brain diseases.
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