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ABSTRACT Current extended virtual reality (VR) applications use 360-degree video to boost viewers’
sense of presence and immersion. The quality of experience (QoE) effectiveness of 360-degree video in
VR has often been related to many aspects. The four significant aspects to take into account when evaluating
QoE in the VR are a sense of presence and immersion, acceptability, reality judgment, and attention
captivated. In this manuscript, we subjectively investigate the impact of 360-degree videos QoE-affecting
factors, including quantization parameters (QP), resolutions, initial delay, and different interruptions (single
interruption and two interruptions) on these QoE-aspects. We then design a Decision Tree-based (DT)
prediction models that predict users’ VR immersion, acceptability, reality judgment, and attention captivated
based on subjective data. The accuracy performance of the DT-based model is then analyzed with respect to
mean absolute error (MAE), precision, accuracy rate, recall, and f1-score. The DT-based prediction model
performs well with a 91% to 93% prediction accuracy, which is in close agreement with the subjective
experiment. Finally, we compare the performance accuracy of the proposed model against existing Machine
learning methods. Our DT-based prediction model outperforms state-of-the-art QoE prediction methods.

INDEX TERMS Quality of Experience, 360-degree videos, virtual reality, decision tree, machine learning.

I. INTRODUCTION
Virtual Reality (VR) has received significant attention due
to the advancement of multimedia and computing technol-
ogy. Filmmakers and industries have also started to work
on VR technologies and applications. The education, immer-
sive telepresence, health industry, sports, and telehealth have
quickly commercialized to meet consumer satisfaction and
demand. 360-degree video is one of the critical VR applica-
tion to offer an interactive experience to users. The quality
of experience (QoE) evaluation and modeling of 360-degree
videos in VR is a fledging yet hot topic. The 360-degree
video should have a high resolution to meet end-users sat-
isfaction. Besides, to offer excellent end users experience,
the 360-degree video delivery should be smooth, and there
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should not be any delay and interruption during playback.
This makes the QoE evaluation of high-quality 360-degree
video in VR more challenging. Therefore, it is inevitable
to get deep understanding and knowledge of factors that
affect the QoE in terms of various aspects for 360-degree
VR videos.

QoE is the degree of delight or annoyance of the user
of an application or service. The research on factors that
affect VR QoE and different QoE aspects is foremost for
the investigation of QoE of 360-degree videos in VR. Four
significant VR QoE aspects are immersion, acceptability,
reality judgment, and attention captivated. Users’ immersion
in VR is the condition in which the virtual environment
replaces users’ real-world surrounding, and the viewers com-
pletely lose awareness of the fact that he/she are really in
the virtual environment. Witmer and Singer [1] character-
ized the immersion as a subjective measure of being in one
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environment or place, even when the viewer is physically
presented in another. Acceptability is the fact that, to what
extent the virtual environment is acceptable to the user [2].
Focusing on the QoE aspect, the immersion and accept-
ability could be limited. Therefore, reality judgment is
another aspect that can contribute to the QoE evaluation
in VR, i.e., to what extent does the user feel that they
are in virtual world [3], and to what extent is this exper-
iment real. Attention captivated is another significant QoE
aspect that shows how much the users’ attention is capti-
vated by the virtual environment while watching 360-degree
videos [3]. The users QoE in terms of these aspects can
be affected by many factors during watching 360-degree
videos in VR. Therefore, we investigate the impact of var-
ious encoding parameters, initial delay, and different inter-
ruptions on these aspects. Existing studies on QoE aspects
and factors evaluation are still limited. Most of the existing
literature focuses on perceptual quality [4]–[8], cybersick-
ness aspects [9], [10], and presence aspect [5], [6], [11].
These mentioned existing researches will be elaborated in
Section II in detail. To the knowledge of authors, no existing
study has investigated the impact of these factors. In ourwork,
we investigate the impact of encoding parameters, initial
delay, and interruptions on different QoE aspects. These QoE
aspects are immersion, acceptability, reality judgment, and
attention captivation in 360-degree VR videos. How much
the influence of these factors affects the end-users QoE is still
unclear, but the expectations are much higher.

Subjective assessment is a famous and well known QoE
evaluation method. In subjective QoE evaluation, subjects
directly record their score during the test for the viewed
videos. The recorded scores are arranged in a dataset for
training and evaluating purposes. In recent years, different
machine-learning (ML) algorithms have been utilized for
QoE prediction of multimedia. The intent of using ML is
to model the unknown target variables from observations.
Different ML techniques have been proposed for the QoE
prediction of 360-degree video in VR [5], [10]. Still, there
is a lot of room to build and propose a better model that
can predict the QoE of 360-degree video in VR. In this
manuscript, we aim to evaluate the impact of different
resolution, quantization parameters (QP), initial delay, and
different interruptions on four significant VR QoE aspects
(i.e., immersion, acceptability, reality judgment, and attention
captivated). Besides, we propose a Decision Tree-based (DT)
QoE prediction model, four different datasets obtained from
subjective experiments are applied to the proposed model
to predict the QoE for 360-degree VR video in four dif-
ferent aspects. To this aim, our study focuses on five key
QoE-affecting factors and four significant QoE aspects.

The contribution of our work is threefold.
• First, we choose three videos; the first video is encoded
in three different resolution (fHD, 2.5K, and 4K),
another video is encoded in four different quantization
parameters (22, 28, 34, and 40). We simulate the initial
delay of 5-second, single interruption of 5-second, and

two interruptions of 5-second each within the third video
to cover the various affecting factors that influence the
end-users QoE in VR.

• Second, we conducted a subjective test on 34 subjects
and evaluated the influence of different resolution, QP,
initial delay, and different interruptions on four QoE
aspects, i.e., immersion, acceptability, reality judgment,
and attention captivated in a virtual environment.

• Third, we propose a DT-based model for QoE prediction
in terms of these four QoE aspects. The proposed model
is trained on four different datasets of QoE aspects
obtained from the subjective experiment, and the QoE
is predicted. The prediction accuracy of the proposed
DT-based model is then compared against the existing
methods.

The remainder of this manuscript is arranged as follows:
Section II gives an overview of the related work significant
to the subject of this manuscript. The subjective experiment
methodology and analysis are included in Section III. The
proposed QoE prediction model is explained in detail in
Section IV. The accuracy performance comparison of the
proposed model is shown in Section V. Section VI includes
the conclusion of this manuscript.

II. RELATED WORK
This section includes an overview of the existing work related
to the scope of our study. Several QoE-affecting factors, QoE
aspects, and different machine learning (ML) based QoE
prediction models will be discussed in detail in this section.

Several research work have been published recently in
the field of VR [12]–[17]. 360-degree video is one of the
essential application of VR that facilitates the user with an
interactive virtual environment. Many subjective assessment
methods have been suggested for QoE evaluation by the Inter-
national Telecommunication Union (ITU). Different subjec-
tive assessment methods are applied for 360-degree videos in
[18]–[20]. The authors in [2], [5]–[7] investigated the impact
of resolution, bitrate, QP, and content characteristics on QoE
in terms of perceptual quality in 360-degree videos. The
significant influence of stalling on perceptual quality [2], [8],
presence [6], and cybersickness [10] evaluated in detail. The
authors in [8] elaborated that multiple stalling in a video
badly affect the perceptual quality of 360-degree VR video
than single stalling. Regarding perceptual quality, the signif-
icant effect of encoding parameter, rendering device, gender,
users familiarity with VR, and users interest have a sig-
nificant impact on 360-degree VR QoE [5]. The subjective
study in [7] evaluates the effect of rendering device, content
type, and encoding parameter on the users’ profile. Their
study claims that end-users are less sensitive about resolution
and QP when watching a 360-degree video of their interest.
Regarding cybersickness and presence aspect, the impact of
content type, camera motion, and the number of moving
targets in a video under various stalling was investigated
by [10], they conclude that fast video, video recorded with
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FIGURE 1. Framework of our subjective experiment.

vertical motion, and video having multiple moving targets
induce more sickness than other factors. Besides, viewers
feel more cybersickness than other factors addressed in their
work. Besides, viewers feel more presence while watching
a medium video than slow and fast motion video. Several
existing literature evaluate the impact of bitrate [8], [20],
frame rate [21], QP [7], [22], and resolution [4], [9], [21], [23]
on QoE have shown significant impact. These studies men-
tioned above focus on the impact of factors onQoE in terms of
perceptual quality, cybersickness, and presence. In our work,
we addressed the significant impact of various factors on QoE
in terms of immersion, acceptability, reality judgment, and
attention captivated.

Several QoE prediction models have been proposed in
the literature for the improvement of video QoE. ML tech-
niques have been widely used for the QoE prediction of
traditional video [24], [25] and 360-degree videos [5],
[10], [26]–[28]. The authors in [8] subjectively investigate
the impact of the different stalling event under varying
bitrates, and the interaction between bitrate and stalling were
also addressed. Their study proposed Bayesian Inference
Method (BIM) to predict the QoE of 360-degree videos in
terms of perceptual quality. Another work carried out in [10]
approached a neural network-based QoE prediction model
of 360-degree video in terms of cybersickness. Their pro-
posed ANN-based model achieved 90% prediction accuracy
in terms of cybersickness prediction. A comprehensive study
in [5] explores the supervised machine learning algorithm;
their work proposed Logistic Regression (LR) based QoE
model in terms of perceptual quality for 360-degree videos.
Furthermore, they compare the prediction accuracy of the
proposed model against k-nearest Neighbour (KNN), DT,
and Support Vector Machine (SVM). Their proposed model
performs well with 86% perceptual quality prediction accu-
racy. The research work in [35] proposed a VR model that
captures the quality-of-service (QoS) of VR users in small
cell networks (SCNs). The proposed multi-attribute utility
theory model jointly addresses the essential VR metrics,
including processing delay, transmission delay, and tracking
delay. Another work in [29] utilized a deep reinforcement
learning technique and suggested a model for 360-degree
videos called DRL360 that can adapt to changing features

and optimize different QoE objectives dynamically. Their
proposed model estimates future viewport and bandwidth.
The proposed method improves the prediction accuracy by
20% to 30% over existing methods.

These studies above mainly focus on perceptual quality
and cybersickness prediction. To the best of our knowledge,
no previous study proposed a model that can predict the QoE
in terms of immersion, acceptability, reality judgment, and
attention captivated using ML. This manuscript collected and
arranged four different datasets from the subjective exper-
iment; the established dataset fits into the DT-based QoE
prediction model. The DT model is trained on four datasets
separately, and then based on the training dataset, the QoE is
predicted in terms of immersion, acceptability, reality judg-
ment, and attention captivated. DT is a simple but powerful
learning algorithm and has been practically applied for many
classification tasks. DT has produced an understandable clas-
sification model with excellent accuracy in various applica-
tion domains. The purpose of using the DT model is that
this algorithm requires less effort for data preparation during
pre-processing. Besides, it does not need normalization and
scaling of data. Furthermore, another advantage of using
DT is that the missing values in the data do not impact the
decision tree creation process to any considerable extent.

III. SUBJECTIVE EXPERIMENT METHODOLOGY AND
ANALYSIS
This section includes the QoE-affecting factors and aspects
and the methodology used in our subjective experiment. The
complete framework our study is shown in Figure 1.

A. AFFECTING FACTORS AND QoE-ASPECTS
In this subsection, we take into account the influence of
encoding parameters (i.e., QP and resolution), interruptions
(i.e., single and two interruptions), and initial delay on four
QoE-aspects, namely immersion and presence, acceptability,
reality judgment, and attention captivated.

Both resolution and QP plays a significant role, and any
change in these two factors can influence the end user’s QoE.
We investigate the impact of four QP, i.e., 22, 28, 34, and
40 and three different resolution, i.e., fHD, 2.5K, and 4K
on users’ QoE. The initial delay is another factor that may
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TABLE 1. Detailed specifications of source video.

affect the end-users’ experience when it occurs. We evaluate
the impact of 5-second initial delay on four different QoE
aspects. Similarly, any interruption during 360-degree videos
playback can badly affect the viewer’s experience. Interrup-
tions may occur single or multiple times in a video, and the
number of interruptions and duration of interruption while
watching a 360-degree video in VR have different affect
on end-user. Therefore, we aim to evaluate the impact of
single interruption of 5-second and two interruptions
of 5-second each on four QoE aspects to investigate the QoE
of 360-degree videos in VR in terms of immersion and
presence, acceptability, reality judgment, and attention
captivated.

B. SUBJECTIVE EXPERIMENT
We downloaded three videos from YouTube, having a wide
range of Spatial (SI) and Temporal (TI) indexes and frame
rate 30fps shown in Table 1. HTC Vive 1 is used as an
HMD device having 2160× 1200 resolution and 110 degrees
field of view (FoV). Virtual desktop software is used as a
360-degree video player. A total of 34 subjects participated
in the subjective test, including 17 males and 17 females
subjects. Each source video is cut into a 1-minute duration
ad audio tracks discarded to bypass acoustic information.
Out of three source videos, one video is encoded in four
different QP i.e., 22, 28, 34, and 40, while other videos is
encoded in three resolution, i.e, fHD (1920 × 1080), 2.5K
(2560 × 1400), and 4K (3480× 1920) by using FFMPEG 2

software tool. We simulate 5-second initial delay, 5-second
single interruption, and two interruptions of 5-second each
in a video using AviSynth3 software tool. The interruptions
are not fixed and can occur at a different location in a video
so that the viewers can experience a real-world scenario. The
viewers are unaware of the interruptions locations. Therefore,
in total, we obtained 10 test videos, including four QP, three
resolutions, one initial delay, one single interruption, and one
multiple interruption video.

Before the actual test, the subjects were exposed to a train-
ing session. We instruct the subjects about the test procedure
and devices to help them to adjust the HMD according to
their head size. During the subjective experiment, each sub-
ject watched ten videos and allowed to rest for two minutes

1www.htcvive.com
2www.ffmpeg.org
3www.avisynth.nl: It is a script-based tool used for editing and processing

videos. The scripting language is simple yet powerful, and complex filters
can be generated from basic operations to build a sophisticated palette of
useful and unique effects

after watching five test videos. The total test duration was
almost eight hours. After watching each video the subjects
were asked to record their score to evaluate the immer-
sion (ITQ) [1], acceptability [2], reality judgment [3], and
attention captivation [3]. The questionnaires we used in the
subjective experiment are given below.
• Q1: Immersion/ Presence: To what extent did you
immerse in the virtual world? (1-Fully immersed,
2- Occasionally immersed, 3- Not immersed ).

• Q2: Acceptability: Is this viewing acceptable to you?
(1- Acceptable, 2- Slightly acceptable, 3- Not accept-
able).

• Q3: Attention captivated: To what extent your attention
captivated by the virtual environment? (1- Completely,
2- Occasionally 3- Not at all).

• Q4: Reality judgment: To what extent did the VR expe-
rience seem real to you? (1- Very real, 2- Occasionally
real, 3- Not real).

C. SUBJECTIVE RESULTS AND EVALUATION
In this subsection, we explain the subjective result obtained
from the experiment. The significant impact of QP, resolu-
tion, initial delay, and interruptions on immersion, accept-
ability, reality judgment, and attention captivated will be
discussed in detail in this subsection.

1) IMPACT ON VR IMMERSION
The effect of initial delay, single interruption, and two
interruptions on user’s immersion is depicted in Figure 2,
while Figure 3 presents the effect of three different res-
olution on users’ immersion. It can be seen that users
feel more immersion in VR when there is an initial delay
of 5-seconds in a video as compared to interruptions
while users’ immersion is badly affected when there is
a single interruption of 5-second occurs while watching
a 360-degree video in VR. Users immersion level is lower
when two interruptions occur in a single video clip compared
to single interruption. This reveals that users are less tolerant
of interruption and less sensitive about the initial delay. Thus
multiple interruptions should be avoided to improve the QoE
of end-users in terms of immersion. From Figure 3 it can be
noted that the viewers are comfortable to watch 2.5K and 4K
video while slightly uncomfortable and feel less immersion
when watching a 360-degree video with fHD resolution.
The impact of four different QP values on users’ immer-
sion is presented in Figure 4. Almost all users are satisfied
with QP22 and feel higher immersion than other QP value.
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FIGURE 2. Impact of Initial delay and interruptions on users’ immersion
(1-fully immersed, 2- occasionally immersed, 3- not immersed).

FIGURE 3. Impact of resolution on users’ immersion (1-fully immersed,
2- occasionally immersed, 3- not immersed).

FIGURE 4. Impact of QP on users’ immersion (1-Fully immersed,
2- occasionally immersed, 3- not immersed).

Maximum users fees disturbance and recorded less immer-
sion in VR when watching a video with QP40. Therefore,
the higher the QP value, the less will be the users’ immersion
in virtual reality.

2) IMPACT ON VR ACCEPTABILITY
Figure 5 shows the impact of initial delay and interruptions
on users’ acceptability while Figure 6 present the impact
of different resolution on acceptability. Most users agree to
watch and accept the 360-degree video with an initial delay
of 5-second and single interruption of 5-second compared to

FIGURE 5. Impact of initial delay and interruptions on users’ acceptability
(1- acceptable, 2- slightly acceptable, 3- not acceptable).

FIGURE 6. Impact of resolution on users’ acceptability (1- acceptable,
2- slightly acceptable, 3- not acceptable).

FIGURE 7. Impact of QP on Users’ acceptability (1- acceptable, 2- slightly
acceptable, 3- not acceptable).

two interruptions occurs in a single video. This suggests that
viewers are willing to watch the video until the end of the
session when there is an initial delay or single interruption.
At the same time, most of the viewers feel annoying and
want to quit the session when multiple interruptions occur
in a single video. On the other hand users’ acceptability
rate is higher when watching a 360-degree video with 4K
resolutions shown in Figure 6. As usual, the lower resolution
badly affects the viewers’ acceptability in VR. Mostly view-
ers show less acceptability when watching fHD video. The
impact of four different QP values on users’ VR acceptability
is presented in Figure 7, where almost all users agree and
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FIGURE 8. Impact of initial delay and interruptions on attention
captivation (1- completely, 2- occasionally 3- not at all).

FIGURE 9. Impact of resolution on attention captivation (1- completely,
2- occasionally 3- not at all).

comfortable to watch the video until the end of the session
when watching a video with QP22. Most of the users rejected
the videos with QP40 and wanted to quit the session before it
ends. Therefore, it suggests that 360-degree video should not
be encoded with QP40 when rendering in VR HMD to offer
satisfactory QoE in terms of acceptability.

3) IMPACT ON ATTENTION CAPTIVATION
Figure 8 shows the impact of initial delay and different inter-
ruptions on users’ QoE in terms of attention captivation. It can
be seen that when two interruptions each with 5-second dura-
tion occurs in 360-degree video divert the viewers’ attention
in VR and badly affect the QoE. Viewers are less sensitive
about the initial delay of 5-second and single interruption
of 5-second but less tolerant when multiple interruptions
occur in a single video. Figure 9 show the impact of differ-
ent resolution on users attention captivation, where all users
are totally captivated by the virtual environment. We have
observed some exciting outcomes about fHD video, users are
comfortable and feel captivated while watching fHD video,
which has never seen in previous QoE aspect cases. This
suggests that lower resolution up to fHD do not affect the
users’ attention and viewers feel completely captivated while
watching in VR. The effect of different QP values on users
attention is presented in Figure 10. Again it is interesting to
observe that very few users’ attention disturbed by higher

FIGURE 10. Impact of QP on users’ attention captivation (1- completely,
2- occasionally 3- not at all).

FIGURE 11. Impact of initial delay and interruptions on reality judgment
(1- very real, 2- occasionally real, 3- not real).

QP value compared to other QoE aspects. In the case of
QP 22, almost all users show higher attention captivation in
VR. In contrast, the attention captivation score of all users
recorded lower than 3 in case of QP28 and QP34. Thus,
we can conclude that very less number of viewers are not
happywith QP40when it comes to attention captivation in the
virtual environment while almost all users agree with QP22,
QP28, and QP34. These outcomes are totally different from
other QoE aspects. Therefore, higher QP value up to 34 is
acceptable in case of attention captivation in VR.

4) IMPACT ON REALITY JUDGMENT
The impact of initial delay and interruptions is shown
in Figure 11, while the impact of different resolutions on
end-users QoE in terms of reality judgment is presented
in Figure 12. Same like other aspects, the impact of two
interruptions in a single video on the reality judgment aspect
is profound. Viewers’ virtual experience is significantly
affected by multiple interruptions compared to initial delay
and single interruption. The viewers feel virtually in the real
world in case of both initial delay and single interruption.
From Figure 12, it is observed that users feel more reality in
VR in case of 2.5K and 4K resolution. Most of the users occa-
sionally feel real in VR when they watch fHD video, while
out of 34 users, only four users’ reality judgment is affected
by fHD video and scored ‘‘3’’ (not real). The MOS score
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FIGURE 12. Impact of resolution on reality judgment (1- very real, 2-
occasionally real, 3- not real).

FIGURE 13. Impact of QP on reality judgment (1- very real, 2- occasionally
real, 3- not real).

of all subjects is recorded ‘‘1’’ (very real) for 4K resolution.
While most of the subjects recorded their score ‘‘1’’ and few
rated ‘‘2’’ (occasionally real) for 2.5K resolution. Thus, for
better reality judgment, it is suggested that 360-degree videos
should be encoded in 2.5K and higher resolution. From these
observations, it is suggested that 2.5K and higher resolution
provide a fully immersive experience and complete virtual
world that feels real to the viewers.

On the other hand, the impact of different QP values on
reality judgment is shown in Figure 13. Most of the subjects
record their MOS score ‘‘1’’ (very real) when they are shown
a video with QP22. At the same time, most of the users scored
‘‘3’’ (not real) when they watch the video with QP40. Further-
more, the subjects reality judgment score in VR decreases
with the increase in QP. It shows that viewers feel more
real in VR when they are shown 360-degree VR video
encoded with QP22 compared to other QP values. This
reveals that the end-users reality judgment about 360-degree
video encoded with QP22 is higher in a virtual environment.
Besides, the higher the QP value, the lower the users’ reality
judgment recorded in VR. It is observed that 360-degree
video encoded with QP28, QP34, and QP40 affects the users’
virtual experiment. In the reality judgment aspect, users only
accept the video encoded with QP22 while feeling annoyed
with higher QP values, which result in poor QoE.

From the above results and observations, it is concluded
that viewers prefer initial delay compared to interruption
when occurring during the playback. Besides, for a satisfac-
tory level of QoE of 360-degree video in VR, the videos
360-degree videos should be offered in lower QP to meet
the end-users satisfaction. These findings in our study can be
helpful to improve the QoE of 360-degree video service over
the Internet and VR applications.

To analyze the effect of different factors on these QoE
aspects, we carried out a Kruskal-Wallis test on results
obtained from the subjective experiment. Note that the
Kruskal-Wallis test’s purpose is to determine whether there
are any statistical impacts of different factors on QoE aspects.
It is a rank-based nonparametric test used to determine
any statistically significant differences between these inde-
pendent variables on a dependent variable. Therefore, this
test is carried out to calculate if there are any statistical
impacts of different factors (used as independent variables)
on QoE aspects (dependent variables). The critical value
α = 16.9190 with 9 degrees of freedom; if x2 is greater
than the critical value, we reject the null hypothesis. The H
value recorded 8.346, 11.783, 7.938, and 6.784 for immer-
sion, acceptability, reality judgment, and attention captivated,
respectively. Therefore we do not reject the null hypoth-
esis, and there are no significant differences among the
factors.

After datasets arrangement, we evaluate all four datasets
shown in Figure 14. The total number of samples counts
shown against distribution in three categories representing the
subjects satisfaction score.

IV. DECISION TREE-BASED QoE PREDICTION
The decision tree is a supervised machine learning algorithm
used to train the model. The task of DT is to predict the target
variables from labeled data. The proposed method builds a
binary tree based on the feature and threshold that produce the
maximum information gain at each node. After the dataset is
split on features, the information gain is based on the decrease
in entropy. DT creates a set of partitions from original data
so that the best class can be achieved by making if-then-
else decision rules inferred from the data features. For a
training vector xi ∈ Rn, i.e, X = [x1, x2, . . . , xn]t and a
label vector y ∈ Rl , i.e, Y = [y1, y2, . . . , yl]t , where 1 ≤
i ≤ n and 1 ≤ j ≤ l. Based on the training vectors and
corresponding label vectors, the DT periodically partitions
the space to grouped the same labeled samples together. Let
Q represent the data at node m. For each candidate split
θ = (j, tm) comprising of a feature j and threshold tm that
partition the data (Q) into two subset Qleff (θ ) and Qright(θ ),
can be calculated as

Qleft(θ ) = (x, y) | xj ≤ tm (1)

Qright(θ ) = Q\Qleft(θ ) (2)

where the left division is performed by a division operator ‘\’.
The impurity functionH (·) is used to calculate the impurity at
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FIGURE 14. Dataset evaluations (total number of samples vs distributions in three categories).

Algorithm 1 Learning and Classification of Decision Tree-
Based Model
Input: • Dataset D, a set of training data and associated

class labels.
• attribute_list, set the candidate attributes.
• Attribute_selection_method, select the attribute that
best classify the data tuples into individual classes

Output: Classification with a Decision Tree
Method:

1: create a node N;
2: if tuples in D are all of the same class C then
3: return N as leaf node labeled with class C;
4: if attribute_list is empty then
5: return N as leaf node with labeled with majority class in
D;|| majority voting

6: apply attribute_selection_method (D, attribute_list)
7: label node N with splitting_criterion;
8: select the ‘‘entropy’’ as an attribute selection measure
9: perform the pruning process by controlling themaximum

depth of the tree with max_depth =5
10: for each outcome j of splitting criterion
11: split the tuples and expand subtrees for each split
12: let Dj be the set of data tuples in D satisfying outcome j;

// a partition
13: if Dj is empty then
14: connect a leaf labeled with the class having majority in

D to node N;
15: else connect the node returned by Generate decision

tree (Dj, attribute list) to node N;
end for

16: return N;

node m, the choice of which depend on the task being solved
(classification)

G(Q, θ) =
nleft
Nm

H (Qleft(θ ))+
nright
Nm

H
(
Qright(θ )

)
(3)

where Qleff (θ ) and Qright(θ ), are the partition of DT that
partition the data (Q) into two subsets.

To minimize the impurity, the parameters are selected,

θ∗ = argminθ G(Q, θ) (4)

The two subset Qleff (θ∗) and Qright(θ∗) are then repeated
until the maximum allowed depth (i.e, Nm < minsamples,
which is 5 in our case) is reached. Maximum allowable
depth is a pruning technique to improve the performance
by reducing the tree branches with lower importance. This
process reduces the complexity performance by reducing
over-fitting.

The training observations proportion in mth region from
kth class in node m is calculated as

pmk = 1/Nm
∑
xi∈Rm

I (yi = k) (5)

where m denotes a region Rm with Nm observations.
The Gini impurity function across k class is

H (Xm) =
K∑
k=1

pmk (1− pmk) (6)

where a less value of H (Xm) indicates that node m holds
predominantly observations from a single class.

The entropy is calculated as

H (Xm) = −
K∑
k=1

pmk log (pmk) (7)

and the misclassification in node m is given by

E (Xm) = 1−max
m
{pmk} (8)

where Xm represents the node m of training data.

A. EXPERIMENTS AND EVALUATION
The proposed DT-based QoE prediction model is imple-
mented in python. The ten variables (x1, x2, . . . , x10) of four
different factors are given as an input variables (independent
variables) to a DT model. After the subjective experiment,
we have obtained four different datasets from four signif-
icant QoE aspects, i.e., acceptability, presence and immer-
sion, reality judgment, and attention captivated. The proposed
model is applied separately to four different datasets achieved
from the subjective experiment. The DT model studies the
training data and then predicts the QoE on testing data.
80% of the dataset is used as training and 20% as testing.
The final QoE is then predicted in three different classes,
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FIGURE 15. Decision tree graph (a) Immersion and presence (b) Acceptability.

FIGURE 16. Decision tree graph (a) Reality judgment (b) Attention captivated.

i.e., 1= excellent QoE, 2= average QoE, and 3= poor QoE
in terms of immersion, acceptability, reality judgment, and
attention captivated shown in DT graphs in Figure 15 and
Figure 16. The learning and classification process of our
proposed DT-based QoE prediction model is shown in
Algorithm 1.

We used fivefold cross-validation to overcome the
train/test procedure limitations. The fivefold cross-validation
is applied to all observations of data for testing and train-
ing. Figure 17 shows the accuracy of the proposed model,
which is slightly improved train/test split with fivefold
cross-validation for all four QoE aspects.

V. ACCURACY AND PERFORMANCE COMPARISON
Table 2 presents the parameters selected for DT-based pre-
diction. The strategy applied to select the best split at each
node, i.e., ‘‘best.’’ for pruning purposes, the depth of the tree
was selected 5, which means that the node will expand until
all leaves contain less than the selected minimum number
of sample. Entropy is the criteria for calculating information
gain and is the measure of node’s impurity. The accuracy of
the DT-based QoE prediction model for immersion and pres-
ence, acceptability, reality judgment, and attention captivated
is evaluated in terms of the accuracy rate, precision, recall,
f1-score, and mean absolute error (MAE) shown in Table 3.
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FIGURE 17. Fivefold cross validation performance improvement.

• Precision indicates the number of correctly predicted
positive results against the overall predicted positive
case.

• Recall represents the number of correctly predicted pos-
itive case in a dataset.

• f1-score is the weighted harmonic mean and accuracy
measure of the test.

• MAE compute the mean difference between actual and
predicted values. The error difference is proportional to
the absolute difference between computed and actual
value.

TABLE 2. DT Parameter selection.

TABLE 3. Performance comparison of the proposed QoE prediction
Model.

For further validation of the proposed model, we com-
pare the prediction accuracy of the proposed DT-based QoE
prediction model against state-of-the-art methods shown
in Table 3. The proposed model performs well in terms of
all four QoE aspects, the accuracy percentage ranging from
91% to 93%. The existing machine learning model [32]
based on neural network, naive Bayes, and DT achieved
84% to 88% classification rate. Another model based on
semi-supervised learning method [33] with 0.84 f-score, and
[31] with 0.75 f1-score and classification rate up to 74%.
Recently proposed model published in [34] for video-on-
demand quality prediction. They tested SVM, random forest,
and Back Propagation Neural Network (BPNN) and achieved
f1-score ranging from 0.75 to 0.89. In [5], four supervised
ML algorithms (LR, SVM, KNN, and DT) were used for the
QoE prediction of 360-degree in VR, while in [30] proposed
random forest-based QoE model. These all existing methods
achieved lower classification rate than our model.

TABLE 4. Performance comparison of the proposed QoE prediction
model against state of the art supervised learning models.

VI. CONCLUSION
This manuscript has investigated the critical QoE-affecting
factors that affect the end-users’ QoE of 360-degree video
in VR. The influence of encoding parameter, initial delay,
and interruptions on four significant QoE-aspects, namely
immersion, acceptability, reality judgment, and attention cap-
tivated was evaluated. The experimental results show that
lower resolution and higher QP badly affect the users QoE
in terms of these four aspects. Viewers prefer initial delay
over interruptions and feel annoying when the interruption
occurs in a video, while the users’ frustration increases when
two interruptions occur in a single video clip. Furthermore,
we proposed a DT-based QoE prediction model for 360-
degree videos in VR. The prediction model performs well,
and the achieved accuracy ranging from 91% to 93%, which
is in close agreement to the subjective experiment. The pre-
diction performance was evaluated in terms of precision,
recall, f1-score, and MAE. Finally, the accuracy performance
of the proposed model is compared against the state-of-the-
art methods. Our proposed model performs well against the
existing methods.

There are few limitations to our work; we fixed the dura-
tion of initial delay and interruptions to 5-seconds so that
all users can experience the same disturbance. In reality,
the disturbance duration can be shorter or broader in case of
interruptions during the playback. Also, there can be more
than two interruptions in reality. However, our findings show
that users prefer initial delay over interruptions. Therefore,
the more interruptions in a video, the more end-users QoE
will be degraded. In our future work, we aim to evaluate
the effect of different 360-degree projection schemes such
as equirectangular, cubic map on end-user QoE. Besides,
we will consider different objective metrics in our next study
and will build a QoE model for 360-degree VR video. The
findings in this manuscript and our future work expected to
be helpful to improve the QoE of 360-degree VR videos and
other VR applications.
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