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ABSTRACT At present, occlusion and appearance similarity pose severe challenges to person
re-identification tasks. Although many robust deep convolutional neural networks alleviate these problems,
convolutional layers with limited receptive fields cannotmodel global semantic informationwell. In addition,
in the person re-identification model, many metric losses ignore or destroy the intra-class structure of
the sample, which makes the model difficult to be optimized. Therefore, we design a discriminative
Re-identification model with global-local attention and adaptive weighted rank list loss (GLWR). Specif-
ically, our global-local attention (GL-Attention) learns the semantic context in the channel and spatial
dimensions. By learning the dependencies between features, GL-Attention integrates global semantic
information into local features to extract discriminative features. Unlike rank list loss, our adaptive weighted
rank list loss (WRLL) adaptively assigns weights according to the metric distance between the negative
sample and the input image, which further improves the performance of the model. Experimental studies on
three public datasets (Market-1501, DukeMTMC-ReID and CUHK03) indicate that the performance of our
GLWR is significantly superior to many of the latest algorithms.

INDEX TERMS Person re-identification, deep learning, attention, loss function.

I. INTRODUCTION
The purpose of the person re-identification task (Re-id) is to
retrieve a specific person through multiple non-overlapping
cameras. The person may appear at different times or in
different places. Re-id has broad application prospects,
e.g., intelligent monitoring system and large-scale person
tracking. Human identification and detection algorithms are
usually used in the field of intelligent monitoring, but
there are certain differences between them. The detection
task [1]–[3] mainly focuses on the location and category of
the target, while the human identification task mainly focuses
on whether people with the same identity can be correctly
identified in the gallery. In [4], [5], researchers use gait
features and body movements to identify specific people.
In order to enable the monitor to be used in the dark environ-
ment, the authors [46]–[48] use thermal imaging technology
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to identify human behavior. Compared with gait recognition
and behavior recognition, the person re-identification only
needs to extract the appearance features of the person, such
as clothes, shoes, and bags. However, Re-id is a challenging
task due to occlusion, similar appearance, size changes, etc.
As shown in Fig. 1(a) and (b), the target is blocked by other
people or objects while walking. In Fig. 1(c) and (d), some
people are difficult to distinguish because of their similar
appearance. From Fig. 1, we see that we see that BagTricks
[14] cannot solve these problems well. To address these chal-
lenges effectively, we design a discriminative Re-id model.

In recent years, the Re-id algorithms [6], [7], [35] with deep
learning have made tremendous progress in solving the afore-
mentioned problems. However, the convolution kernel with a
finite receptive field only extracts local features, whichmakes
it difficult to learn global semantic information. To utilize rich
global semantic information,Woo et al. [21] used a large con-
volution kernel to expand the receptive field. Lou et al. [43]
found that the effective receptive field of the model is only a
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FIGURE 1. The ranking results of the BagTricks [9] on the DukeMTMC-ReID and Market-1501. The green boxes represent the query images, and the red
boxes indicate the images with the wrong match.

small part of the theoretical receptive field. Therefore, these
models cannot capture global context information effectively.
In addition, the loss function is an essential part of supervised
training, which is used to optimize model parameters. Gen-
erally, researchers [14]–[17] use the classification loss (ID
loss) and metric losses to deal with Re-id tasks. ID loss aims
at assigning people to their class correctly. The function of
metric losses is to measure the similarity between people.
However, Wang et al. [18] found that many metric losses
ignore or destroy the intra-class structure to a certain extent,
making it difficult for themodel to extract features. In order to
preserve the structure of the sample,Wang et al. [18] designed
a rank list loss (RLL). When the measured distance between
the input image and the hard negative sample is very close,
the Re-id model mistakenly treats the negative sample as a
positive sample. To solve this problem, RLL [18] manually
adjusted the parameters to optimize the model, which makes
it less flexible.

By analyzing the above problems, we design a discrimi-
native Re-id model with global-local attention and adaptive
weighted rank list loss (GLWR). In particular, GLWR is pro-
posed on top of BagTricks [14]. Ours GL-Attention integrates
global semantic information into local features to learn subtle
distinguishing features. Specifically, the position attention
module contains a global branch and a local branch. First,
the global branch learns the dependence between arbitrary
features through a self-attention mechanism that is not con-
strained by the receptive field. Second, the local branch
learns the semantic relationship between local features by the
convolutional block attention module (CBAM) [21]. Finally,
the two branches are fused. The channel attention module
also contains two branches, which are used to capture the
correlation between channels and assign weights to each
channel. From Fig. 2, we see that GL-Attention can focus
on the discriminative human body regions. At the same time,
we adopt an adaptive pooling layer [19] to capture the dis-
criminant features of specific domains. Unlike RLL [18],
we propose a WRLL, which is more flexible and adaptable.
WRLL dynamically assigns weights according to the metric
distance between the input image and the negative sample.

FIGURE 2. Heat map of Dual-attention [20], CBAM [21] and GL-Attention
on DukeMTMC-ReID. CBAM makes the model extract features effectively.
However, due to the limitation of the receptive field, it cannot capture
some highly distinguishable features through global context information.
For example, CBAM cannot pay attention to the bag held by the first and
seventh people, but the GL-Attention can do it.

Specifically, if the metric distance is too close, WRLL will
assign a large weight to mine hard samples, which can
prevent the Re-id model from treating negative samples as
positive samples. The experimental studies illustrate that the
mean average precision (mAP) of our GLWR is higher than
BagTricks [14] by 22.3 % on the Cuhk-03 datasets.

In summary, this study has the following contributions:
• We propose a global-local attention (GL–Attention),
which integrates global semantic information into
local features to extract discriminative features
effectively.
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• We propose an adaptive weighted rank list loss (WRLL)
that, unlike Rank List Loss, is both adaptable and
accurate.

• We adopt an adaptive pooling layer to capture the
discriminant features of specific domains.

• Based on Bagtricks [14], we design a discriminative per-
son re-identification model with global-local attention
and adaptive weighted rank list loss (GLWR). We show
experimentally that the proposed GLWR achieves the
state - of - the - art results.

II. RELATED WORKS
The Re-id method based on deep learning includes two key
parts: feature extractor and deep metric learning. In this
section, we briefly introduce the work related to Re-id.

In order to train a powerful feature extractor to extract
discriminant features, many classical methods [8]–[11], [29],
[35] have been proposed. They trained discriminant mod-
els to extract features and used similarity measures to
determine the similarity between images. Wang et al. [8]
designed a multi-granularity network (MGN) that combines
part multi-granularity information and global information
to extract rich visual features. Zheng et al. [10] combined
discriminant and generative learning to train powerful feature
extractors. Although these models have achieved high per-
formance, their structures are too complicated. To reduce the
complexity of the model, most researchers [22]–[25], [29],
[44], [33] skillfully use attention models to improve network
performance. Tay et al. [22] presented an attribute atten-
tion network (AANet), which extracts the features of human
key parts and integrates these features into the classification
framework. Xia et al. [24] proposed a second-order-non-
local attention (SONA), which uses second-order features to
strengthen the connection between local features. Wang et al.
[44] proposed a harmonious attention (HA), which can effec-
tively learn soft pixel attention and hard region attention to
extract features. Chen et al. [33] formulated a self-critical
attention (SCAL), which can evaluate the quality of attention
maps and provide strong supervisory signals to guide the
model training. However, these attention models perform
convolution operations under limited receptive fields, which
cannot ensure that global context information is captured
effectively. To solve this problem, the self-attention models
[26]–[28] were proposed. Cao et al. [28] proposed a global
context network (GcNet) to capture long-range dependen-
cies, which is based on the non-local neural networks [27]
(NL). Dual-Attention [20] learns global context information
in spatial and channel dimensions, without being constrained
by the receptive field. Although CBAM [21] cannot utilize
global context information, it is a lightweight model and can
focus on locally relevant features to extract salient features.
In order to make the Re-id model integrate global semantic
information into local features, we design a GL-Attention,
which shows good performance.

In deep learning, the loss function is used as a super-
visory signal to guide network training. Zheng et al. [30]

designed an ID-discriminative embedding (IDE) that uses ID
loss to optimize network parameters. They used the idea of
classification to solve the Re-id challenge. If the model is
trained only with ID loss, the performance of the model may
be poor. The main reason is that the model needs an extra
fully connected layer to predict the probability of people IDs
during the training process. In the verification stage, the fully
connected layer is removed and the features of the last pooling
layer are used to measure the similarity between samples. To
solve this problem, many researchers [12], [13] use multiple
losses to optimize the network. The joint training strategy of
triplet loss and ID loss is an effective method [31], [33], [34].
However, the triple loss is affected by the sample distribution,
which leads to poor generalization ability of the network. The
methods [35], [36] are proposed to improve the triplet loss,
which has achieved good performance. However, in order to
concentrate the positive samples within a certain range, they
ignored the internal structure of the samples. Wang et al.
[18] believed that the structural information of the sample
is of great significance to the optimization of the model.
Therefore, we proposed a WRLL based on RLL [18], which
has higher flexibility and adaptability.

III. PROPOSED METHODS
In this section, we sequentially introduce the structure of the
designed GLWR, the position attention model and channel
attention model of GL-Attention, generalized-mean Pooling
(GeM) [19], and adaptive weighted rank list loss (WRLL).

A. THE STRUCTURE OF GLWR
The proposed GLWR is a robust and simple Re-id model.
In the Re-id task, the backbone network of many advanced
models is ResNet-50 [37], which effectively solves the gra-
dient explosion problem and improves the performance of
the model by using shortcut connections. For the fairness
of experimental comparison, we also use ResNet-50 as the
backbone network of GLWR. Fig. 3 shows the structure of
the GLWR, which has four important components: ResNet-
50, GL-attention, GeM and WRLL. In Fig. 3, we add
the designed GL-Attention after the first and third resid-
ual blocks, which can effectively extract different levels
of discriminative features. In order to obtain a robust Re-
id model, we adopt WRLL and ID loss to optimize the
model parameters. Specifically, we add the WRLL after the
GeM layer and place the ID loss behind the fully connected
layer.

Table 1 describes the detailed information of the layer
parameters in the proposed GLWR. We preprocess the orig-
inal image and set the image size to 3 × 256 × 128, which
is used as the input of GLWR. In Table 1, the size, stride,
padding of Conv2d-1 are set as (7 × 7), (2 × 2) and
(3 × 3), respectively. The size, stride, padding of Max pool
are set as (3 × 3), (2 × 2) and (1 × 1), respectively. In
ResNet-50 [37], He et al. have a detailed introduction to the
structure of the Residual block-x, where x = {1, 2, 3, 4}.
In order to describe the structure flow of GLWR concisely,
we no longer introduce the structure of the Residual block-x.
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FIGURE 3. The Structure of GLWR.

TABLE 1. Description of the structure of the proposed GLWR.

B. Position Attention Model of GL-Attention
As shown in Fig. 4, we design a position attention model,
which contains a global branch and a local branch. The
global branch learns the spatial dependence between arbitrary
features to capture contextual relationships. The local branch
extracts local features, which makes the Re-id model focus
on key information. We introduce the working principle of
position attention through the following two steps.

In the first step, given the input feature A∈RC×H×W , the
feature map B ∈ RC×H×W and the feature map C ∈

RC×H×W are generated by the convolution layer, respec-
tively. Then, the size of B and C is adjusted to RC×N , where
H × W = N . Next, the matrix multiplication is carried out

for the transformation of feature C and feature B. Finally,
we obtain the spatial attention map S ∈ RN×N by a softmax
layer:

Sji =
exp(Bi ⊗ Cj)∑N
i=1 exp(Bi ⊗ Cj)

(1)

where Sji is the effect of the ith feature on the jth feature. Bi
and Cj are arbitrary in the feature map. The more similar they
are, the more relevant they are.

In the second step, we feed the feature A into CBAM
and the convolution layer respectively to obtain the feature
E∈RC×H×W and the feature D ∈ RC×H×W . Then, the matrix
multiplication is carried out for the spatial attention S and the
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FIGURE 4. Position attention model.

FIGURE 5. Channel attention mode.

feature D. Next, the size of calculation results is adjusted to
RC×H×W , and the calculation results are multiplied by the
parameter α. Finally, we perform element-wise summation
on it and feature E to obtain the feature F ∈ RC×H×W :

Fj = α
N∑
i=1

(
Sji ⊗ Di

)
+ Ej (2)

where α is an adaptive parameter [38]. Eq. 2 shows that
the weighted sum of all position features and Ej is the jth

feature of F. Ej is the weighted sum of local features, which
can learn local features. Therefore, the position attention
model not only uses the global context to capture the depen-
dencies between global features, but also uses local infor-
mation to capture the dependencies between neighborhood
features.

C. CHANNEL ATTENTION MODEL OF GL-ATTENTION
As shown in Fig. 5, in order to capture the dependencies
between channels, we design a channel attention model.
We introduce the working principle of channel attention
through the following two steps.

In the first step, given the input featureA ∈ RC×H×W , and
reshape A to RC×N . Then, the matrix multiplication is carried
out for the transformation of feature A and feature A. Next,
the average and maximum value of each column of the matrix
multiplication result are calculated to obtain two new feature
maps {G,H} ∈ RC×C . Finally, we get the channel attention
map X ∈ RC×C by a softmax layer:

Gij = max(Ai ⊗ Aj) (3)

Hij = mean
(
Ai ⊗ Aj

)
(4)

Xji =
exp(Gij + Hij − 2× (Ai ⊗ Aj))∑C
i=1 exp({Gij + Hij − 2× (Ai ⊗ Aj))

(5)

where Xji is the effect of ith channel on jth channel. We
use the max function and the mean function to calculate the

maximum value and average value of each column of Ai⊗Aj,
and the matric size of the result is adjusted to RC×C . It is
worth noting that Dual-attention [20] is used for scene seg-
mentation tasks, and its purpose is to assign edge information
of different objects to its category accurately. However, in the
Re-id task, we need to deal with occlusion and appearance
similarity. Through experimental analysis, we find that if we
only use the maximum function, some fine-grained features
will be lost, so we add the average function.

In the second step, we feed featureA into CBAM to obtain a
new feature map E ∈ RC×H×W .Then, A is adjusted to RC×N

and the matrix multiplication is carried out for the channel
attention X and A. Next, the calculation results are multiplied
by the parameter β. Finally, we perform an element-wise
summation operation on it and feature E to obtain the feature
F ∈ RC×H×W :

Fj = β
N∑
i=1

(
Xji ⊗ Ai

)
+ Ej (6)

with the training of the network, the parameter β can be
updated gradually. In Eq. 6, the weighted sum of all chan-
nel features and Ej is the feature of each channel, so that
the semantic relationship between the feature maps can be
captured effectively.

D. GENERALIZED-MEAN (GEM) POOLING
In the Re-id task, we need to deal with many complex situa-
tions, such as occlusion, similar appearance, etc. The average
pooling layer and the maximum pooling layer can retain the
main features and eliminate redundant information, but they
cannot catch the discriminative features in specific domains
well. Therefore, we adopt an adaptive pooling layer, named
generalized mean pooling (GeM) [19]. The formula is as
follows:

f =[f1 . . . fk . . . fK ]T , fk =
(

1
|Xk |

∑
xi∈Xk

xp
k

i

) 1
pk

(7)

where pk is a hyper-parameter, which is learned during model
training.When pk →∞, the above formula approximates the
maximum pooling. When pk → 1, the formula approximates
the average pooling.

E. ADAPTIVE WEIGHTED RANK LIST LOSS
In this section, we focus on explaining the adaptive weighted
rank list loss (WRLL), which preserves the structural infor-
mation of the samples and learns a hypersphere for each class.
WRLL can adaptively allocate parameters based on the hard
samples of the dataset.

Let us first explain the symbols in the following formula.
X = {(xi, yi)}Ni=1 is the training set, where (xi, yi) is the ith

sample and the corresponding label. There are class C sam-
ples in the training set, namely yi ∈ [1, 2, . . . ,C]. {(xci )}

NC
i=1

are all samples in the class C. P∗c,i is positive samples, N ∗c,i is
negative samples.

Given an image Xi, we aim to make it closer to its
positive point and put all the positive points together to
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learn a hypersphere with radius α − m. The formula is
as follows:

Lm
(
xi, xj; f

)
=
(
1− yij

)
|α − dij| + yij|dij − (α − m)| (8)

Lp(xci ; f )=
1∣∣∣P∗c,i∣∣∣

∑
xcj ∈P

∗
c,i

Lm
(
xci ; x

c
j ; f

)
(9)

where dij =
∥∥f (xi)− f (xj)∥∥2 is the Euclidean distance

between two samples. In order to make keep the input away
from its negative point, its distance from its negative sample
is at least α. The minimum distance between the positive and
negative samples is m.

There are fewer positive samples than negative sam-
ples. To avoid the poor generalization ability of the net-
work, we assign adaptive weights by using softmin weight
distribution. The formula is as follows:

wij =
exp(−dnij)∑

xcj ∈N
∗
c,i
exp(−dnij)

(10)

where dnij is the Euclidean distance between the negative sam-
ple and the input image. Eq. 10 shows that the adaptive weight
mine the hard samples. When a few difficult samples appear
in a batch, the adaptive weight dynamically assigns weights
to the loss according to the distance between the two samples.
In Eq. 11, the parameter T needs to be adjusted to make the
model perform best on a dataset. However, when using other
datasets, the parameter T needs to be readjusted. Therefore,
our weighted strategy is more flexible and effective than
RLL [18].

RLLwij = exp
(
T ·

(
α − dij

))
, xkj εN

∗
c,i (11)

where T is the slope, which is used to adjust the amplitude
of weight change. To keep the input away from its negative
point, its distance from the negative sample is at least α.

Similarly, the negative sample loss function is as follows:

LN (xci ; f ) =
∑

xkj ε|N
∗
c,i|

wij∑
xkj ε|N

∗
c,i|
wij

Lm(xci ; x
c
j ; f ) (12)

In WRLL, we optimize the loss function of positive and
negative samples jointly:

LWRLL
(
xci ; f

)
= Lp

(
xci ; f

)
+ LN

(
xci ; f

)
(13)

Finally, we adopt the multiple losses joint learning strategy
as follows:

LTotal = LID + w ∗ LWRLL (14)

where LID is the cross-entropy loss function. We need to fine-
tune the weight w.

IV. EXPERIMENTAL RESULTS AND ANALYSIS
The proposed GLWR is implemented in Pytorch 0.4.1. We do
a large number of experiments on the tesla v100 GPU with
16GB RAM.

TABLE 2. Detailed introduction to the Market-1501.

TABLE 3. Detailed introduction to the DukeMTMC-ReID.

TABLE 4. Detailed introduction to the Cuhk-03 (Detected).

A. DATASETS AND IMPLEMENTATION DETAILS
1) DATASETS
According to the standard practices, we conduct experimen-
tal studies on three authoritative datasets, namely Market-
1501 [40], DukeMTMC-ReID [41] and the small–scale
Cuhk-03(Detected) [6] datasets. Tables 2, 3, and 4 describe
these three datasets in detail. The training set is used to train
all models. The query set and gallery set are used to test all
models. It is worth noting that the identities of the training
images are different from those of the test images.

2) EVALUATION METRICS
We adopt the cumulative match characteristic (CMC) [45]
and the mean average precision (mAP) [40] to evaluate the
performance of GLWR. CMC is a classic evaluation indicator
in the Re-id tasks. The abscissa of the CMC curve is Rank-
n, where n = 1, 3, 5, etc. The ordinate is the recognition
accuracy. The CMC curve shows the recognition accuracy
of Rank-n, which can effectively evaluate the performance
of the model. The recognition accuracy of Rank-n represents
the probability of finding the correct identity in the first n
recognition results. Many researchers usually use Rank-1 to
evaluate the performance of the model. The mAP represents
the average accuracy of retrieving the specified identity cor-
rectly in the database, which can comprehensively measure
the performance of the model.

3) DATA AUGMENTATION
We use random erasing [49], horizontal flipping and random
cropping [50] to preprocess the images. The input images are
resized to 256 × 128.

4) TRAINING AND SETTINGS
The backbone network is pre-trained on ImageNet [39].
We take Bagtricks [14], which only uses the classification
loss, as our baseline network. Adam optimizer is used to train
all models. Both the weight decay and the initial learning
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FIGURE 6. Parameter optimization for GLWR in three dataset.

rate are set to 0.0005. The parameter w = 0.5 in Eq. 13.
The hyper-parameters α and m in the WRLL are analyzed
in Section IV.B. The decay steps of the learning rate lr (t) are
as follows:

lr (t) =


5.0× 10−4 ×

t
10
, t ≤ 10

1.0× 10−4, 10 < t ≤ 50
2.0× 10−5, 50 < t ≤ 90
4.0× 10−6, 90 < t

(15)

B. HYPER-PARAMETERS ANALYSIS
In Eq. 8, there are two hyper-parameters α and m, which
have a great effect on the performance of the GLWR. The
(α − m) denotes the radius of the hypersphere. The sam-
ple distribution of the dataset determines the size of the
radius.

Improper adjustment of radius size can lead to poor per-
formance. To obtain better performance, we conduct ablation
studies on these two hyper-parameters. Inspired by the param-
eter adjustment of the RLL [18], we adopt the control variable
method to fine-tune the parameters. For example, if we adjust
the parameter α to the optimal value, we fix the parameter m,
and so on. As shown in Fig. 6, we optimize the parameters α
and m on the three datasets, respectively.
From Fig. 6, we see that parameters α andm are sensitive to

the performance of the model. From the experimental results,
we draw several conclusions. On the Market-1501 dataset,
the optimal parameters are set as follows: α = 2.2, m = 1.4.
On the DukeMTMC-ReID dataset, the optimal parameters
are set as follows: α = 1.8, m = 1.0. On the Cuhk-
03 dataset, the optimal parameters are set as follows: α = 1.7,
m = 1.0.

C. COMPARISON WITH THE STATE-OF-THE-ART
The methods of MGN [8], CAM [9], GD-Net [10], MSBA
[12], BagTricks [14], AGW [15], ABD-Net [16], RAG-SC
[17], AANet [22], SONA [24], RRGCCAN [26], IANet [29],
EMM [32], MPM-LTL [35], HA-CNN [44] and SCAL [33]
are selected for comparison. It is worth noting that we do not
use the re-ranking strategy. The backbone network of these
comparison methods is ResNet-50 [37]. Table 5, Table 6 and
Table 7 indicate the performance comparisons between our
GLWR and the state-of-the-art methods.

Table 5 shows that our GLWR achieves 89.5% mAP
and 95.5% Rank-1 on the Market-1501. Compared with
BagTricks [14], our GLWR increases mAP by 3.6% and
Rank-1 by 1.0%, respectively. Compared with AGW [15] and
MSBA [12], which are also designed based on BagTricks
[14], our GLWR performs better than them. Table 6 shows
that GLWR achieves 81.4% mAP and 90.7% Rank-1 on
the DukeMTMC-ReID. Compared with BagTricks [14], our
GLWR increases mAP by 5.0% and Rank-1 by 4.3%, respec-
tively. Compared with AGW [15], our GLWR increases mAP
by 1.8% and Rank-1 by 1.7%, respectively. Table 7 shows
that our GLWR achieves 78.9% mAP and 82.3% Rank-
1 on the Cuhk-03(Detected). Compared with BagTricks
[14], our GLWR increases mAP by 22.3% and Rank-1 by
23.5%, respectively. Compared with AGW [15], our GLWR
increases mAP by 16.9% and Rank-1 by 18.7%. The mAP of
GLWR is 4.4% higher than the advanced method currently,
RAG-SC [17].

On the Market-1501, DukeMTMC-ReID and CUHK-03,
by comparing with other algorithms, GLWR achieves the best
performance, which is 0.7%, 1.3%, and 1.6% higher than
the second best method onmAP, respectively. Our GLWR has
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TABLE 5. Comparison with the state-of-the-art methods on the
Market-1501.

higher performance than the original BagTricks [14] under
various indicators. The above experiments show that GLWR
is a powerful Re-id model

D. ABLATION EXPERIMENTS
In this section, we do a lot of ablation experiments to analyze
the effectiveness of GL-Attention, WRLL and GeM.

1) THE EFFECT OF GL-ATTENTION
To study the effectiveness of the GL-Attention, we add
GL-Attention to the baseline network (B). We choose some
advanced attention models for comparison, including CBAM
[21], Dual-attention [20], NL [27] and GcNet [28]. For
the fairness of comparison, we re-implement these attention
models on top of the baseline. Fig. 7 and 8 indicate the
experimental results of these attention models.

In Fig. 7 and 8, we observe that: 1) on the Market-1501,
the performance of GL-Attention is higher than that of the
baseline, 2.8% and 1.0% higher on mAP and Rank-1, respec-
tively; 2) on the DukeMTMC-ReID, the performance of
GL-Attention is significantly higher than that of the baseline,
3.0% and 3.0% higher on mAP and Rank-1, respectively;
3) compared to other attention models, the GL-Attention
is significantly superior to them. Experiments indicate that
our GL-Attention has a significant impact on the baseline
performance.

2) THE EFFECT OF ADAPTIVE WEIGHTED RANK LIST LOSS
To study the effect ofWRLL, we do some comparative exper-
iments on three datesets. RLL [18] pointed out that when
the parameter T in Eq. 11 is large, the performance of the
network will decline. According to the previous work, we set

TABLE 6. Comparison with the state-of-the-art methods on the
DukeMTMC-ReID.

TABLE 7. Comparison with the state-of-the-art methods on the CUHK-03.

the parameter T to 3. Table 8 and 9 indicate the comparison
results of the RLL and the WRLL.

In Table 4 and 5, we observe that: 1) our WRLL enhances
the baseline performance significantly. In particular, on the
Cuhk-03, WRLL improves the mAP of the baseline by
19.5%. This is because WRLL learns a hypersphere for each
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FIGURE 7. The mAP and the Rank-1 of CMC are used to evaluate the
effectiveness of GL attention on market-1501.

FIGURE 8. The mAP and the Rank-1 of CMC are used to evaluate the
effectiveness of GL attention on the DukeMTMC-ReID.

TABLE 8. Evaluate the effectiveness of WRLL on the Market-1501 and
DukeMTMC-ReID.

TABLE 9. Evaluate the effectiveness of WRLL on the CUHK-03.

class to protect the structure of the samples, which allows the
baseline to capture more features in the dataset with fewer
samples; 2) compared to RLL [18], our WRLL is accurate
and flexible. On the cuhk-03, the performance of WRLL is
better than that of RLL, 2.1% and 2.3% higher on mAP and
Rank-1, respectively.

From Fig. 9, we observe that the loss curve decreases
steadily, which means that our network is stable. Since the
learning rate of the epoch 50 changes in Eq.15, the loss curve
drops significantly at the epoch 50.

FIGURE 9. The loss curve of the B + WRLL on the three datasets.

FIGURE 10. Evaluate the mAP of GLWR on the three datasets.

FIGURE 11. The performance of GLWR is evaluated by the rank-1 of CMC
on the three datasets.

3) EVALUATE THE PERFORMANCE OF GLWR
We study the overall performance ofGLWR. In Fig. 10 and 11,
we evaluate the effects of the GeM, GL-Attention andWRLL
on baseline performance, respectively.

In Fig. 10 and 11, we see that the introduction of each block
significantly improves the performance of the baseline. From
the above experimental results, we can draw the following
conclusions: 1) our GLWR performs very well on the Cuhk-
03 dataset with relatively small samples. On the Cuhk-03,
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FIGURE 12. The CMC curve of the GLWR on the three datasets.

FIGURE 13. Heat map: BagTricks vs. GLWR(Ours).

the performance of our GLWR is significantly higher than
that of the baseline, 23.9% and 22.1% higher on mAP and
Rank-1, respectively; 2) the proposed GLWR is a powerful
and simple Re-id model and every component of our GLWR
is effective.

Fig. 12 shows the CMC curve of the GLWR on the three
datasets. From Fig. 12, we see that the GeM, GL-Attention
and WRLL improve the performance of the network respec-
tively, and the fusion model of these three blocks can improve
the network to the greatest extent.

E. VISUALIZATION OF RESULTS
We use the Grad-CAM [42] tool to analyze BagTricks [14]
and GLWR. The Grad-CAM tool marks areas that the model
considers important. The redder the marked area is, the more
important it is. As shown in Fig. 13, we see that GLWR effec-
tively captures the discriminant features of pedestrians and
pays little attention to irrelevant information around pedes-
trians. From Fig. 2, comparing with other attention models,
the GL-Attention clearly focuses on the highly discriminated
information of pedestrians, which benefits from the model’s
fusion of global semantic information and local features.

FIGURE 14. The ranking results of the proposed GLWR.

In Fig. 1, we see that there are many errors in the rank-
ing results of BagTricks [14] due to the similar appearance
and occlusion. We visualize the ranking results of GLWR.
As shown in Fig. 14, we observe that compared to BagTricks
[14], our GLWR has no matching errors, which indicates that
our methods solves the problems of occlusion and similar
appearance to a certain extent.

V. CONCLUSION
In this paper, we design a discriminative Re-id model
with global-local attention and adaptive weighted rank list
loss (GLWR) to solve occlusion and similar appearance
problems in the Re-id task. Compared with other attention
models, our GL-Attention contains global and local branches
in the spatial dimension and channel dimension, respec-
tively. It learns global context information and the depen-
dency between neighborhood features, which can effectively
extract discriminant features. It should be noted that the
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GL-Attention can be embedded in any neural network, which
can effectively enhance the ability of feature representation.
At the same time, GLWR uses the adaptive pool layer to
extract the discriminant features of specific domains. Our
adaptive weighted rank list loss (WRLL) has more flexibility
and adaptability than the Rank List Loss, and it can adaptively
assign weights based on the measured distance between sam-
ples. Ablation studies on three authoritative datasets indicate
that each component of GLWR is valid and the performance
of GLWR is significantly higher than the existing methods.
Especially, our GLWR is a simple and effective model that
performs better on the dataset with relatively few samples.

In future research, we will focus on the generalization abil-
ity of the network, which can improve the performance of the
model in cross-domain person re-identification. In addition,
in order to make the model used in the dark environment,
inspired by behavior recognition and gait recognition, we will
try to use thermal imaging technology to assist in identifying
people.
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