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ABSTRACT Full-wave electromagnetic (EM) analysis has been playing a major role in the design of
microwave components for the last few decades. In particular, EM tools allow for accurate evaluation
of electrical performance of miniaturized structures where strong cross-coupling effects cannot be ade-
quately quantified using equivalent network models. However, EM-based design procedures (parametric
optimization, statistical analysis) generate considerable computational expenses. These can be mitigated
using fast surrogate models, yet their construction is hindered by the curse of dimensionality but also the
utility requirements: a practically useful model needs to cover sufficiently broad ranges of geometry/material
parameters as well as operating conditions. The recently proposed constrained modeling methods—both
forward and inverse—work around the above issues by setting up the surrogate only in the relevant regions of
the parameter space, i.e., containing designs that are of high quality with respect to the assumed performance
measures. The model domain is established using pre-optimized sets of reference points. The high cost
of generating such designs may significantly diminish the computational savings achieved by operating
in confined domains. This article discusses a technique for fast reference design acquisition, involving
inverse gradients, and expedited local refinement aided by the response feature technology. The presented
approach is validated using a branch-line coupler and miniaturized rat-race coupler. It is also demonstrated
to considerably reduce the cost of constructing performance-driven surrogates as well as setting up efficient
procedures for fast geometry scaling of microwave components.

INDEX TERMS Microwave design, miniaturized components, simulation-driven optimization, surrogate
modeling, performance-driven modeling, dimension scaling.

I. INTRODUCTION
Design of contemporary high-frequency structures, including
microwave components and devices, heavily relies on full-
wave electromagnetic (EM) analysis tools [1], [2]. Despite
the advancements in the development of computing soft-
ware and hardware, the high cost of repetitive simulations
incurred by parametric optimization [3] or uncertainty quan-
tification [4], is still a major bottleneck of EM-based design
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procedures. These issues are particularly pertinent to minia-
turized microwave components where traditional design
methods involving network-equivalent models are only capa-
ble of yielding initial designs that require further tun-
ing [5], [6]. Furthermore, the layouts of compact structures
are typically described using larger numbers of parameters
than the conventional circuits, because their construction
involves slow-wave-based [7] building blocks such as com-
pact microstrip resonant cells (CMRCs) [8], defected ground
structures (DSGs) [9], or transmission line (TL) folding [10].
For the same reasons, the simulation of such circuits is
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longer, yet, EM-based design closure is mandatory due to the
presence of cross-coupling effects, reliable quantification of
which requires EM analysis.

One of possible ways of accelerating EM-driven design
and implementing design automation of miniaturized
microwave passives are fast surrogate models. Their role
has been considerably increasing over the recent peri-
ods of time [11]–[15]. Surrogates are particularly useful
for speeding up numerical procedures involving mas-
sive EM evaluations of the system under design. These
include local [16], [17], and global parametric optimization
[18]–[20], multi-criterial design [21]–[24], yield-driven opti-
mization [25], or statistical analysis [26], [27]. There are
two main groups of replacement models: approximation
(or data-driven) [28], [29], and physics-based (e.g., space
mapping [30], shape-preserving response prediction [31],
etc.). The surrogates of the second group are derived
from the underlying low-fidelity representations, which,
in high-frequency engineering are most typically the equiv-
alent circuits or reduced-resolution EM simulation mod-
els. Their fundamental advantage is a better generalization
capability as compared to approximation models. However,
physics-based surrogates are less versatile (low-fidelity mod-
els have to be tailored to the problem at hand [32]), may be
relatively expensive to evaluate [33], and may not exhibit
universal approximation property (i.e., the modelling error
would not converge to zero with the number of training
samples going to infinity [34]). In practice, physics-based
models are normally used in the context of local optimiza-
tion [35]. Exemplary techniques include space mapping [36],
cognition-driven design [37], manifold mapping [38], and
adaptive response scaling [39].

Given their versatility, easy access (e.g., [40], [41]),
and handling, data-driven models constitute the most pop-
ular class of surrogates. The most widely used approx-
imation techniques include polynomial regression [42],
radial basis functions [43], kriging [44], support vector
regression [45], Gaussian process regression [46], neural
networks [47], [48], and, recently, polynomial chaos expan-
sion [49]–[51]. Perhaps the most important advantage of
approximation models is their low evaluation cost. On the
other hand, significant computational investments have to
be made, in the form of training data acquisition, to set up
the surrogate. This turns out to be the most serious bot-
tleneck as the number of required data samples increases
rapidly as a function of the parameter space dimension-
ality and the parameter ranges (the phenomenon known
as the curse of dimensionality [52]). A further challenge
is a considerable nonlinearity of microwave circuit char-
acteristics, which are therefore difficult to model, espe-
cially over wide frequency spectrum. A number of meth-
ods have been proposed to address the aforementioned
issues. These include high-dimensional model representation
(HDMR) [53], least-angle regression (LAR) [54], as well as
modelling methods involving variable-resolution simulations
(e.g., co-kriging [55], Bayesian model fusion [56]).

Performance-driven modelling proposed in [57] attempts
to address the challenges discussed in the previous para-
graph from the perspective of appropriate confinement of
the surrogate model domain. The modelling process is
focused on the regions of the parameter space that contain
high-quality designs (with respect to the assumed perfor-
mance figures [58]). Because such regions are tiny subsets of
the conventional domains (typically, the intervals determined
by the lower and upper bounds on design parameters), the cost
of acquiring the training data therein is normally a small
fraction of what would be required without the confinement.
On the other hand, the parameter ranges are not formally
reduced. Performance-driven surrogates have been proposed
in several variants of increasing generality [29], [57]–[59].
One of the most recent approaches is nested kriging [59],
which allows for handling several performance figures and
contains the procedures for uniform data sampling in the
constrained domain. Another technique has been proposed
in [29], where the explicit reduction of the parameter space
dimensionality, superimposed over the domain confinement,
enables further computational savings in terms of training
data acquisition.

Identification of the surrogate domain within the
performance-driven modelling procedures is carried out
using the problem-specific knowledge in the form of the
reference designs, optimized for several sets of performance
specifications (such as combinations of the operating fre-
quency and power split in the case of microwave cou-
plers) [29]. Although some of the reference points may
be already available, e.g., as a by-product of prior experi-
ments with the same component or in the form of design
database prepared when re-designing the structure for var-
ious applications, in many cases they are to be obtained
specifically for setting up the surrogate model. This incurs
considerable computational expenses, reducing the savings
achieved through the domain confinement. On the top of that,
automation of reference design acquisition process is chal-
lenging because the target operating frequencies/bandwidths
or substrate material parameters are very much different
for individual designs. These issues may be alleviated to
a certain extent by employing the sensitivity data [60] or
by means of gradient-enhanced kriging (GEK) [61]. On the
other hand, the optimum tuning of the component parameters
for considerably changed operating conditions (in partic-
ular, the centre frequency) is far from trivial. In practice,
it often has to be aided by engineering experience already
at the stage of finding a sufficiently good initial design,
which is routinely performed through interactive parametric
studies. At this point, it has to be reiterated that apart from
the aforementioned performance-driven modelling methods,
the database design sets are also crucial for rendering inverse
surrogates (see, e.g., [62]), which allow for direct estimation
of the optimum parameter vectors corresponding to given
target values of the performance figures. The advantages
come from a typically low-dimensionality of the objective
space as compared to the (geometry) parameter space of most

203318 VOLUME 8, 2020



S. Koziel, A. Pietrenko-Dabrowska: On Computationally-Efficient Reference Design Acquisition

practical microwave components. Finally, the problem-
specific knowledge embedded in the reference designs can
be used to speed up parameter tuning of microwave com-
ponents [63]. Given a variety of potential applications,
the development of efficient procedures that permit fast
generation of optimized design databases for broad ranges
of operating conditions is of practical relevance. One of the
important features of such procedures is automation so that
the user interaction with the process is reduced as much as
possible or eliminated altogether.

The purpose of this work is to present an automated pro-
cedure for accelerated acquisition of reference designs for
user-defined sets of target values of performance parameters
(operating frequencies, power split ratios) as well as the
material parameters (substrate permittivity and/or thickness).
The key components of our methodology is the inverse model
constructed at the level of response features (extracted from
EM simulation results of the microwave component of inter-
est). The inverse surrogate is set up using the estimated sen-
sitivities of the system geometry parameters with respect to
the performance figures. It allows for rendering a good initial
design for further tuning, which is accomplished using local
optimization, specifically, gradient search with sparse Jaco-
bian updates. In order to maintain optimization reliability,
a mechanism for adapting the design requirements is imple-
mented and utilized if the initial point produced by the inverse
surrogate is of insufficient quality. The proposed approach
is validated using two miniaturized microstrip couplers. It is
demonstrated that reference design databases can be created
at low computational expenses of around 24 and 43 EM anal-
yses of the structure (per design), for the first and the second
test structure, respectively. At the same time, acquisition of
the designs using conventional methods, i.e., straightforward
EM-driven optimization supplemented by parameter sweep-
ing to yield reasonable starting points, is considerably more
expensive with the average cost of 65 and 113 EM analyzes
per design, for the first and the second circuit, respectively.
Application case studies concerning the employment of the
reference sets for constructing performance-driven surrogates
and warm-start design optimization are discussed as well.

II. REFERENCE DESIGN ACQUISITION PROBLEM. MAJOR
COMPONENTS OF THE OPTIMIZATION FRAMEWORK
This section introduces the optimization task being the focus
of the paper. We are interested in generating a set of opti-
mized microwave component designs (parameter vectors)
that correspond to the pre-selected values of performance
parameters (as the targets of the optimization process). The
central concepts for the subsequent considerations are design
optimality, and the objective space. The twomain algorithmic
tools of the framework discussed in Section III are outlined as
well: the response feature technology along with the design
assessment involving the characteristic points of the system
response, and the inverse sensitivity. The latter is understood
as the gradients of the adjustable parameters of the optimized
circuit with respect to the performance figures, and it is a

fundamental component of the inverse surrogate defined later
in the paper (Section III. A).

A. DESIGN OPTIMALITY. DATABASE DESIGN ACQUISITION
PROBLEM
The database design acquisition task is formalized using the
following two spaces. The first one is the parameter space
X of adjustable variables of the microwave circuit at hand.
The variable vector is denoted as x = [x1 . . .xn]T , and its
entries normally represent the circuit dimensions. The space
X is determined using the lower bounds l = [l1 . . . ln]T and
the upper bound u= [u1 . . .un]T for the parameters, i.e., lk ≤
xk ≤ uk , k = 1, . . . , n.
The second space is the objective space F that repre-

sents the figures of interest Fk , k = 1, . . . , N , relevant to
the design problem considered for the microwave compo-
nent. The examples include the target operating frequency,
the intended power split ratio for the couplers, but also mate-
rial parameters such as permittivity of the substrate assigned
to realize the circuit. The figures Fk form the objective
vectors F = [F1 . . .FN ]T . Similarly as for the parameter
space, it is assumed that the space F is an interval, i.e., it is
determined by the lower bounds lF = [lF .1 . . . lF .N ]T and the
upper bounds uF = [uF .1 . . .uF .N ]T . For each F ∈ F we have
lF ≤ F ≤ uF (component-wise).

Another important consideration is design optimality. It is
understood here as the solution to the minimization problem

x∗ = U∗(F) = argmin
x
U (x,F) (1)

where U is a scalar merit function to be minimized. The
function U quantifies the design quality with respect to the
objective vector F. A particular analytical formulation of U
is problem dependent. For the sake of clarification, we discuss
some specific examples.
• Example 1. Suppose that the goal is to improve the
matching characteristic of the impedance transformer
for a specific operating bandwidth from f L to f U . Then,
the figures of interest will be F1 = f L , F2 = f U , and
the merit function can be defined as

U (x,F) = max {F1 ≤ f ≤ F2 : |S11(x, f )|} (2)

Here, S11(x, f ) stands for the reflection characteristic at
design x and frequency f .

• Example 2. Consider a task of design optimization of
a microwave coupler. The circuit is to operate at the
frequency f 0 so that both its matching |S11| and isolation
|S41| are better than −20 dB at f 0, and the power split
error dS (x, f ) = ||S21(x, f )| – |S31(x, f )|| ≤ 0.5 dB for
the maximum possible symmetric bandwidth centered
at f 0. The circuit is to be implemented on a dielectric
substrate of permittivity εr . The figures of interest (in
this case representing the operating condition and mate-
rial parameters) are F1 = f 0, and F2 = εr . The merit
function is defined as

U (x,F) = −B(x)+ βc(x)2 (3)
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with B being the power split bandwidth defined as

B(x) =


2min {F1 − fmin, fmax − F1}

if dS (x,F1) ≤ 0.5 dB
0.5− dS (x,F1)

otherwise

(4)

where f min and f max are the minimum and maximum
frequencies determining the continuous range around f 0
for which dS(x, f ) ≤ 0.5 dB. It should be noted that if
dS(x, f 0) > 0.5 dB, then B is defined as negative and
proportional to the violation of the power split condi-
tion. This allows us to ensure monotonicity of U when
moving from poor to good designs. The penalty function
c(x)

c(x) = max
{
max{|S11(x,F1)|, |S41(x,F1)|} + 20

20
, 0
}
(5)

measures a relative violation of the conditions |S11| ≤
−20 dB and |S41| ≤ −20 dB. It contributes to the
primary objective in case of actual violation of either of
these.

• Example 3. Consider again a microstrip coupler to be
operating at the frequency f 0. This time, the objective
is to minimize |S11| and |S41| at f 0, as well as to ensure
that the power split error dS (x, f ) = |S21(x, f )| – |S31(x,
f )| =K dB at f 0. Again, the circuit is to be implemented
on a dielectric substrate of permittivity εr . The figures of
interest are F1 = f 0, F2 = K , and F3 = εr . However,
the merit function is now defined as

U (x,F) = max{|S11(x,F1)|, |S41(x,F1)|} + βScS (x)2

(6)

where the penalty function cS (x) is

cS (x) = dS (x,F1)− F2 (7)

Note that the penalty term is always positive but it
becomes negligibly small whenever the power split error
becomes sufficiently small.

B. ASSESSING DESIGN QUALITY USING RESPONSE
FEATURES
One of the most serious issues of EM-driven optimization
of microwave components is high nonlinearity of the sys-
tem outputs (e.g., S-parameter characteristics), both as a
function of the designable parameters and the frequency.
This hinders the application of the standard numerical opti-
mization procedures, especially when the structure is to be
re-designed for the new set of operating conditions that are
considerably different from those corresponding to the cur-
rent design. This sort of difficulties can be alleviated by the
response feature technology, also referred to as feature-based
optimization (FBO) [64]. FBO relies on the exploration of
a particular structure of the system outputs and reformu-
lates the design task (e.g., parametric optimization) in terms

FIGURE 1. Exemplary microwave coupler and its response features:
(a) circuit geometry; (b) response features: exemplary S-parameter
characteristic (—), feature points corresponding to |S11| and |S41| minima
(o), feature points corresponding to −20 dB levels of |S11| and |S41| (�),
feature points corresponding to local maxima of |S21| and |S31| (∗).

of suitably defined characteristic points, such as the fre-
quency/level location of the resonances [64], or local maxima
of the in-band return loss response [4]. As demonstrated (e.g.,
[64]–[66]), the relationship between the geometry parame-
ters and the feature point coordinates is normally much less
nonlinear than for the complete outputs (frequency charac-
teristics), which allows for expediting the optimization proce-
dures [65]. Another benefit of FBO is ‘‘flattening’’ of the cost
function landscape, which often makes utilization of local
algorithms sufficient in the cases that normally require global
search [20].

For the sake of clarification, we consider an exam-
ple branch-line coupler shown in Fig. 1(a) along with its
S-parameter response, and a set of response features. As indi-
cated in Fig. 1(b), the feature points correspond to the min-
ima of matching and isolation characteristics |S11| and |S41|,
respectively, the points allocated at −20 dB levels for |S11|
and |S41|, as well as the local maxima of the transmission
responses |S21| and |S31|. A particular selection of the feature
points depends on the design context. For example, the trans-
mission response maxima are useful to control the power split
of the coupler; −20 dB (or other level) points can be used to
control the operating bandwidth of the circuit.

For the purpose of further considerations, the feature points
will be denoted as pf (x) = [f p1(x) . . . f pK (x)]T (frequency
coordinates) and pl(x) = [lp1(x) . . . lpK (x)]T (level coordi-
nates). As an illustration, let us consider again the prob-
lem discussed in Section II.A (Example 3). The objective
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function (6) pertinent to this task can be reformulated in terms
of response features as

UF (x,F) = max
{
lp1(x), lp2(x)

}
+

+β1
(
lp3(x)− lp4(x)− F2

)2
+β2

∥∥∥∥[F1F1
]
−

[
fp1(x)
fp2(x)

]∥∥∥∥2 (8)

where the feature points correspond to the minimum of |S11|
and |S41| (points 1 and 2) as well as |S21| and |S31| at the
target center frequency f0 (points 3 and 4). Here, the primary
objective is minimization of matching and isolation, whereas
the penalty terms are to ensure the power split of K dB,
as well as appropriate frequency alignment of the coupler
responses with the target operating frequency f0. It should be
noted that theminimum of (6) and (8) coincide (assuming that
perfect frequency alignment is attainable). Notwithstanding,
the landscape ofUF (·) is more regular than that ofU (·). Con-
sequently, optimizing the coupler using (8) is, in generally,
computationally cheaper than when using (6). As a matter of
fact, the second penalty term in (8) can enforce monotonicity
of the objective function profile so that the optimum solution
is attainable even when starting from a relatively remote
initial design (cf. Fig. 2).

Utilization of response features can also be used to exer-
cise a better control over the circuit characteristics. If the
third and the fourth feature points are the maxima of |S21|
and |S31|, respectively, and the objective function is defined
as

UF (x,F) = max
{
lp1(x), lp2(x)

}
+

+β1
(
lp3(x)− lp4(x)− F2

)2
+β2

∥∥∥∥∥∥∥∥

F1
F1
F1
F1

−

fp1(x)
fp2(x)
fp3(x)
fp4(x)


∥∥∥∥∥∥∥∥
2

(9)

It is also possible (assuming that such a design exists) to
enforce alignment of the transmission responses maxima
with f0, which generally leads to an improved power split
bandwidth.

One of the important prerequisites of database design
acquisition is to scale the circuit parameters for different
operating frequencies. Although other performance criteria
are often imposed as well (e.g., enforcing particular power
split or ensuring a certain minimum bandwidth), the primary
and the most challenging objective is to relocate the system
characteristic to required frequency of operation. Once this
is accomplished, the adjustment of other figures of interest is
typically more straightforward. In order to efficiently handle
frequency relocation, in this work, a frequency assessment
function f a(x, F) = f a(pf (x), pl(x), F) is utilized. It is
defined at the level of response features and quantifies the
distance between the actual and target operating frequency
of the circuit at hand. The analytical form of f a is problem

FIGURE 2. Advantages of FBO: (a) responses of the coupler circuit of
Fig. 1(a) at a certain initial design (- - -), the design optimized for the
operating frequency of 2.0 GHz (—), as well as responses evaluated along
the line segment connecting these two designs, and parameterized
using 0 ≤ t ≤ 1 (grey lines); (b) conventional objective function (6) (- - -)
and feature-based objective function (8) (—) as a function of t. It can be
observed that the feature-based cost function is monotonic so that the
optimum design is attainable through local search. This is not the case for
the formulation (6).

dependent. Below, a specific example is provided to clarify
the matter.

Let us consider Example 3 of Section II.A and the feature-
based objective function (8) determined using the same set of
feature points: the minimum of |S11| and |S41| (points 1 and
2), as well as |S21| and |S31| at the target center frequency f0
(points 3 and 4). We denote as Fextr (x) the actual objective
vector extracted from EM-simulated circuit characteristics.
In this case, the original figures of interest were (cf. Section II.
A, Example 3) were F1 = f0, F2 = K , and F3 = εr
(permittivity of the substrate the circuit is to be implemented
on). The approximated operating frequency at the design x
can be obtained, for example, as the average of the matching
and isolation response minima, so that we have Fextr (x) =
[(f p1+ f p2)/2]T . Using this, the assessment function can be
defined as

fa(x,F) = ‖F− Fextr (x)‖2 =
∣∣∣∣F1 − fp1 + fp2

2

∣∣∣∣ (10)
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C. INVERSE SENSITIVITY
Another important part of the presented framework for
database design acquisition is so-called inverse sensitivity.
It is denoted as

Jx(F) =
[
J xjk
]
j=1,...,n
k=1,...,N

=
∂x
∂F
=
∂U∗(F)
∂F

(11)

The entries J xjk = ∂xj/∂Fk of the sensitivity matrix Jx(F)
are the partial derivatives of the system parameters x j opti-
mized for the objective vector F with respect to the perfor-
mance figures Fk .
The knowledge of Jx allows for making reliable predic-

tions of the designs optimized for the objective vectors in
the vicinity of F; however, the matrix Jx cannot be directly
approximated using, e.g., finite differentiation. On the other
hand, its estimation can be rendered using a mixture of
analytical consideration and rapid numerical optimization as
explained below. To this end, we start from the Jacobian J(x)
of the EM-simulation response R of the circuit under design,
evaluated at the design x. Given the performance figure per-
turbations d = [d1 . . .dN ]T , the designs x(k) corresponding
to vectors [F1 . . .Fk+ dk . . .FN ]T are found as

x(k) = argmin
x
U (x, [F1 ... Fk + dk FN ]T ) (12)

This is a two-step process with the initial approximation
x(k.0) of x(k) obtained using the linear expansion RL of the
EM-simulation model R

RL(y) = R(x)+ J(x) · (y− x) (13)

More specifically, x(k.0) is the minimum of U (x, [F1 ... Fk +
dk FN ]T ) computed usingRL in the neighborhood of x. In the
next step, the design is refined bymeans of a trust region (TR)
optimization procedure

x(k.i) = arg min
x, ||x−x(k.i−1)||≤δ(i)

U (i)
L (x, [F1 ... Fk + dk FN ]T )

(14)

Here, the series x(k.i), i= 1, 2, . . . , approximates x(k), whereas
δ(i) is the TR radius. The latter is adaptively adjusted using
the standard TR rules [67]. In (14), the cost function U (i)

L
is defined using RL with the Jacobian J updated using the
Broyden formula [68]. Owing to this setup, the CPU cost of
finding x(k) is at the level of only 2n EM simulations (n being
the parameter space dimensionality).

In practice, the actual performance figures [F (k)
1 . . .F (k)

N ]T

at the designs x(k) obtained using the above procedure are
only approximations of the target values [F1 . . .Fk+ dk
. . .FN ]T , for k = 1, . . . , N . Yet, because the perturbations dk
are small, the following relation holds

x(k)l ≈ xl +
N∑
r=1

J xlr (x)[F
(k)
r − Fr ] (15)

In the matrix form, it can be rewritten as

X = JxAF (16)

where

X =
[
x(1) − x · · · x(N )

− x
]

(17)

and

AF =

 F (1)
1 − F1 · · · F (N )

1 − F1
...

. . .
...

F (1)
N − FN · · · F (N )

N − FN

 (18)

The unknown matrix Jx can be calculated from (16) as

Jx = XA−1F (19)

It should be noted that the matrix AF is nonsingular because
it is diagonally dominant (a consequence of the perturbed
design construction).

The inverse sensitivitymatrix Jx is the essential component
for generating the initial estimates of the database designs as
elaborated on in Section III.

III. RAPID DATABASE DESIGN ACQUISITION BY INVERSE
SENSITIVITY AND RESPONSE FEATURES
The purpose of this part of the paper is to outline the algorithm
for database design optimization. The procedure employs
response features, assessment functions, and inverse sensitiv-
ity, as described in Sections II. A through II. C , respectively.
We start by discussing the process of generating the initial
designs (Section III.A), followed by the refinement procedure
(Section III. B). The entire algorithm is presented in Section
III. C , and illustrated using the flow diagram. Numerical ver-
ification using microwave coupler examples will be provided
in Section IV.

A. INITIAL DESIGN RENDITION USING INVERSE
METAMODELS
Our goal is to find a set of database designs corresponding
to the predefined objective vectors F(k)

∈ F , k = 1, . . . , p.
These designs will be denoted as x(k)F = U∗(F(k)) (cf. (1)).
It is assumed that the objective vectors are arranged in such a
way that F(1) represents the vector being the closest to Fc =
p−1

∑
kF

(k) (i.e., the geometric center of {F(k)}k=1,...,p). The
design x(1)F = U∗(F(1)) is found in a conventional way,
i.e., through direct optimization; however, to reduce the cost,
FBO is used whenever possible [64]. Having x(1)F , the inverse
sensitivity matrix Jx(F(1)) is estimated using the procedure
outlined in Section II. C . Jx(F(1)) allows us to establish an
inverse linear model

s(F) = x(1)F + J
x(F(1)) · (F− F(1)) (20)

The model (20) is subsequently used to generate the vec-
tors x(k.0)F , being the initial approximations of the remaining
database designs x(k)F . We have

x(k.0)F = s(F(k)) (21)

It should be noted that the inverse model directly generates
predictions of the optimum parameter sets corresponding to
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FIGURE 3. Using inverse surrogate (20) for initial design prediction. The
data corresponds to the coupler of Fig. 1(a). Shown are the S-parameter
characteristic for the center design x (1)

F = U∗(F (1)) (· · ··), here,
corresponding to F (1) = [f 0εr ]T = [1.5 3.5]T (frequency in GHz), the initial
design obtained using the inverse surrogate (21) for F (2) = [f 0εr ]T = [2.0
5.0]T (- - -), and the corrected design generated by (23) (—). Note that the
initial design retains adequate shape of the electrical characteristics,
whereas the correction aligns the responses almost perfectly with the
target frequency of 2.0 GHz.

the objective vector being its input argument (which follows
from the very definition of the inverse sensitivity). Reliability
of these predictions has the same origin as what was observed
in the case of response feature technology, i.e., less nonlinear
relationship between the figures of interest (e.g., the circuit
operating frequency) and the system geometry parameters
(as compared to the forward relationships between geometry
parameters and the frequency characteristics). An illustration
is provided in Fig. 3, showing the S-parameters of the coupler
of Fig. 1(a) at x(1)F optimized to operate at the frequency f0 =
1.5 GHz and realized on the substrate of relative permittivity
εr = 3.5 (thus, F(1)

= [f0εr ]T = [1.5 3.5]T )). The inverse
model is used to obtain the initial design x(2.0)F for F(2)

=

[f0εr ]T with f0 = 2.0 GHz and εr = 5.0. It can be observed
that this design, marked with the dashed line, is of good
quality, yet with the operating frequency of around 1.8 GHz
instead of the required 2.0 GHz. At this point, another advan-
tage of the inverse surrogate becomes handy, which is a
possibility of implementing a rapid design correction at the
cost of only one EM simulation of the circuit under con-
sideration. Assuming that F(k)

extr denotes the actual objective
vector extracted from EM simulated circuit characteristics at
the design x(k.0)F (cf. (21)), the objective error1F of the initial
design can be calculated as

1F = F(k)
− F(k)

extr (22)

Then, the corrected design is obtained as

x(k.0)F .corr = s(F(k)
+1F) (23)

Equation (23) incorporates 1F and makes an improved
prediction by re-evaluating the inverse model at F(k)

+ 1F.
The source of the error 1F is a nonlinear relationship
between the input argument F and the optimum parameter
vector that corresponds toF. This relationship is only approx-
imated using the linear inverse surrogate. Figure 3 shows
the effect of correction (23) for the example discussed in

the previous paragraph. It can be observed that the improved
prediction (solid line) is considerably better and well aligned
with the target operating frequency of 2.0 GHz.

B. DESIGN REFINEMENT USING RESPONSE FEATURES
In this work, the refinement of the initial design x(k.0)F is exe-
cuted using the trust-region (TR) gradient-based algorithm.
If possible, the standard form of the cost function is replaced
by the feature-based formulation as explained in Section II.B.
More specifically, the series x(k.i)F , i = 1, . . . , approximating
the design x(k)F is found as

x(k.i+1)F = arg min
x; −d (i)≤x−x(k.i)F ≤d

(i)
U (i)
F (x,F(k)) (24)

In (24),U (i)
F is the feature-based cost function evaluated at the

level of the first-order expansion model L(k.i)F of R

L(k.i+1)F = R(x(k.i)F )+ J(x(k.i)F ) · (x− x(k.i)F ) (25)

In the first iteration, the sensitivity matrix J is computed
through finite differentiation. Subsequently, it is updated by
means of the Broyden formula [68]. The optimization process
in (24) is constrained to the region x ∈ [x(i)– d(i), x(i)+ d(i)]
with the size vector d(i) adjusted according to the usual TR
rules [67].

C. OPTIMIZATION ALGORITHM
The optimization algorithm generating the database designs
involves—as its basic functional units—the components
introduced in Section II, as well as Sections III. A and III.
B. As before, we use the symbol R to denote the response
of the EM simulation model of the structure under design;
pf and pl will stand for the frequency and level coordinates
of the feature points. Furthermore, we have p objective vec-
tors F(k)

∈ F , k = 1, . . . , p, that determine the targets
for database design acquisition. The assessment function
f a(x, F) = f a(pf (x), pl(x), F) (cf. Section II. B) and the
acceptance threshold f a.max for f a are defined by the user
(cf. the example given in Section II. B) to determine whether
the initial design obtained from the inverse surrogate can be
accepted or rejected. Two other control parameters are used
as well: jmax – the maximum number of objective vector
relaxations, and UF .max – the maximum acceptable value of
the objective function (see the explanation below).

The assessment function and the assessment threshold are
employed to decide about the sufficiency of the (intermedi-
ate) design obtained at a particular step of the optimization
run. If the design is rejected, a correction is typically made
or the performance specifications are temporarily relaxed.
The latter can be done no more than jmax times; such a
procedure is incorporated to allow approaching the target
objective vector in smaller steps. The design produced at the
refinement step (cf. Section III. B) is considered acceptable
if its corresponding objective function value is not larger
than UF .max.
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FIGURE 4. Pseudocode of the database design acquisition algorithm.

The overall optimization algorithm has been presented
in Fig. 4 in the form of a pseudocode. The purpose of Steps
1 through 4 is to construct the inverse surrogate model (20) as
elaborated on in Section III.A. The remaining part of the algo-
rithm is a loop arranged to obtain all designs x(k)F correspond-
ing to the target objective vectorsF(k). The initial approxima-
tion to x(k)F is produced in Step 6. In case it is accepted (i.e.,
if the corresponding assessment function value is below the
acceptance threshold f a.max), it is further refined in Step 15.
Otherwise, it is corrected (cf. (22) and (23)). If the correc-
tion fails, an additional parameter tuning is executed upon
relaxing the performance requirements (Steps 10 and 11).

The tuning is realized using the TR algorithm (Step 12),
initially using the Broyden updates (the cost of which is
only one EM circuit simulation per iteration), or using
full finite differentiation updates if the former procedure
fails (i.e., UF (x

(k.0)
F ) > UF .max). The auxiliary tuning runs

are terminated if the relaxed specifications are sufficiently
close to the original target or their maximum number is
exceeded.

Figure 5 provides a graphical explanation of the algorithm
operation in the form of the flow diagram. At this point,
it should be mentioned that the underlying assumption of
the discussed optimization procedure is that the target objec-
tive vectors are attainable, in other words, the considered
microwave structure can be optimized for all vectors F(k).
The algorithm will still operate even if this is not the case;
however, some of the acquired designs may not satisfy the
imposed performance requirements.

IV. APPLICATION CASE STUDIES
The operation and performance of the optimization pro-
cedure of Section III is illustrated here using two minia-
turized microstrip structures: a branch-line coupler (BLC),
and a rat-race coupler (RRC). For the sake of benchmark-
ing, the database designs are also acquired using a tradi-
tional approach, i.e., independent optimization runs with
the initial designs adjusted (whenever necessary) using
parameter sweeping. The database design generation is
placed in the context of practical applications, which are
performance-driven modelling (for the RRC), and acceler-
ated design optimization using inverse surrogates (for the
BLC). In particular, a nested kriging surrogate [59] is con-
structed for the RRC with the set of reference points play-
ing a critical role in determining the model domain. In the
case of BLC, the database points are employed to initial-
ize the warm-start optimization procedure [63]. Connecting
the database acquisition with specific design applications
helps in emphasizing the advantages of the discussed tech-
nique, especially in terms of computational savings that can
be achieved when setting up the modelling of optimization
frameworks.

A. EXAMPLE 1: MINIATURIZED RAT-RACE COUPLER
Consider a rat-race coupler (RRC) [69] shown in Fig. 6,
implemented on RF-35 substrate (εr = 3.5, h = 0.762 mm,
tan δ = 0.018). The designable parameters are x = [l1 l2
l3 d w w1]T ; therein, the relative variable d1 = d + |w –
w1|, whereas d = 1.0, w0 = 1.7, and l0 = 15 are fixed (all in
mm). In [69], the goal was to construct a surrogate model of
the coupler electrical characteristics, valid over the following
ranges of the operating parameters: center frequency 1 GHz
≤ f0 ≤ 2 GHz, and power split ratio −6 dB ≤ K ≤ 0 dB
(equal power split). The specific modeling approach used
in [69] involves a set of pre-optimized reference designs x(j),
j = 1, . . . , p. The reference designs allow for defining the
domain of the surrogate with the aid of the so-called first-level
model. There were twelve reference points employed in [69],
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FIGURE 5. Fast database design acquisition using inverse surrogates and
response features: flow diagram.

corresponding to the following pairs of f0 (GHz) and K (dB):
[1–6], [1 –2], [1 0], [1.2–4], [1.3 0], [1.5–5], [1.5–2], [1.7–6],
[1.7 0], [1.8–3], [2–6], [2 0].

The objective pair [1.5–2] was used as F(1) because
of being the closest to Fc = p−1

∑
kF

(k)). Subsequently,
FBO [64] was employed to find x(1)F = U∗(F(1)) at the cost
of 44 EM simulations of RRC. The inverse sensitivity matrix
Jx at x(1)F was obtained as explained in Section II. C at the
cost of 29 coupler simulations. Other database designs were

FIGURE 6. Geometry of the miniaturized rat-race coupler (RRC) [69].

TABLE 1. Compact RRC: Optimization cost of database design generation.

determined according to Steps 5 through 18 of the algorithm
of Section III. C . We used the assessment function (10) with
the acceptance threshold fa.max = 0.2. In this case, all of
the initial designs obtained from the inverse surrogate but
one were of sufficient quality, i.e., fa(x

(k.0)
F ) ≤ fa.max. Con-

sequently, the correction step (Step 7) was not required. The
design refinement (Step 15) was carried out using response
features. As indicated in Table 1, the average cost of gener-
ating the database points was 24 EM analyses of the RRC
(per design). The total cost (including all components, such
as finding x(1)F , inverse Jacobian identification, and optimiza-
tion for F(k), k = 2, . . . , 12) is just 288 EM simulations.
This is significantly lower than the costs of obtaining the
same design using conventional optimization (at the level of
response features), which was as high as 645 EM simulations.
The using minimax formulation (eqn. (6)), the optimization
process was more expensive (779 EM simulations in total)
because finding reasonable starting points required paramet-
ric studies in some cases. The simulated coupler charac-
teristics at the selected database designs have been shown
in Fig. 7.

The designs x(k)F were employed to construct the nested
kriging surrogate model of the rat-race coupler. Detailed
exposition of the modelling approach can be found in [59];
here, for the convenience of the reader, a brief summary
is provided. Nested kriging involves two kriging models.
The first-level inverse model sI is rendered from the dataset
{F(j), x(j)F }, j = 1, . . . , p, and approximates the parame-
ter space region containing the designs that are optimum
for vectors F ∈F (the objective space). The domain of the
second-level (final) surrogate is defined through appropriate
extension of the set sI (F). It has been demonstrated that
domain confinement allows for a dramatic reduction of the
number of training data samples required to set up a reliable
surrogate [59].
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FIGURE 7. Compact RRC: EM-simulated S-parameters versus frequency
for selected reference designs acquired using the presented optimization
procedure: (a) [f 0 K ] = [1.0–2], (b) [f 0 K ] = [1.2–4], (c) [f 0 K ] = [1.7 0],
(d) [f 0 K ] = [1.8 –3] (frequencies in GHz, power split ratio in dB). Target
operating frequencies marked using vertical lines.

Going back to our example, Fig. 8 illustrates the nested
kriging model outputs (model rendered with 400 training
samples; the relative RMS error 3.5 percent) along with
the EM simulated RRC responses at the selected test loca-
tions. The CPU cost of constructing the model can be found
in Table 2. Two scenarios are considered: conventional acqui-
sition of the reference designs, and the one involving the
proposed algorithm of Section III. For the sake of compar-
ison, the error of the conventional kriging surrogate obtained
for the RRC in the interval domain (no confinement) is
10 percent (also for 400 training data samples), which is three
times higher than for the nested kriging. Cost-wise, the pre-
sented approach permits almost 35 percent savings over the
conventional approach even if feature-based optimization is
utilized. The savings over minimax formulation are as high as
42 percent.

FIGURE 8. Compact RRC: S-parameters versus frequency at the selected
testing designs: the nested kriging surrogate constructed using
400 training samples (o), and EM simulation data (—).

TABLE 2. Compact RRC: Computational cost of constructing the nested
kriging surrogate.

FIGURE 9. Miniaturized branch-line coupler (BLC) [70]. The circuit ports
marked using numbered circles.

B. EXAMPLE 2: BRANCH-LINE COUPLER (BLC)
As the second verification case study, consider a miniatur-
ized branch line coupler [70]. The circuit, shown in Fig. 9,
is implemented on a 0.76-mm-thick substrate of the permit-
tivity εr , which is one of the components of the objective
space. The design variables are x = [g l1 r la lb w1 w2r
w3r w4r wa wb]T . Other parameters are described by the
following relations: L = 2dL + Ls, Ls = 4w1+ 4g+ s
+ la + lb, W = 2dL +Ws, Ws = 4w1+ 4g + s+ 2wa,
l1 = lbl1r , w2 = waw2r , w3 = w3rwa, and w4 = w4rwa.
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FIGURE 10. Miniaturized BLC: EM-simulated S-parameters at the selected
database designs found using the presented optimization procedure:
(a) [f 0εr ] = [1.0 5.0], (b) [f 0 εr ] = [1.5 5.0], (c) [f 0εr ] = [2.0 3.5],
(d) [f 0 εr ] = [1.5 2.0] (frequencies in GHz). Target operating frequencies
marked using vertical lines.

The computational model of the structure is implemented in
CST Microwave Studio.

The design objectives are as follows. The coupler is to be
implemented on the substrate of permittivity εr within the
range 2.0 ≤ εr ≤ 5.0. The power split dS (x, f ) = ||S21(x, f )|
– |S31(x, f )|| is supposed to be zero dB at the target operating
frequency f0, with the matching and isolation characteristics
minimized at f0 (preferably both being below–20 dB). The
operating frequency range of interest is 1.0 GHz ≤ f0 ≤
2.0 GHz. The database designs are selected to correspond to
the following pairs of f0 and εr (frequency in GHz): [f0, εr ]
= [1.0 2.0], [1.5 2.0], [2.0 2.0], [1.0 3.5], [1.5 3.5], [2.0 3.5],
[1.0 5.0], [1.5 5.0], and [2.0 5.0]. These points will be used to
set up a warm-start optimization procedure [63], that permits
rapid parameter tuning of the coupler geometry parameters,
so that the structure can be optimized for f0 and εr within

TABLE 3. Miniaturized BLC: Optimization cost of database design
generation.

the aforementioned objective space ranges.More specifically,
the database designs are utilized to construct two kriging
metamodels: (i) an inverse model employed to generate the
initial design for further tuning, and (ii) a forward model of
the coupler response sensitivities, here, evaluated at the level
of response features. The latter allows us to jump-start the
gradient-based tuning process, executed with the trust-region
framework and the Broyden update [68].

For this example, the objective pair [1.5 3.5] was selected
to be F(1) because it coincides with Fc = p−1

∑
kF

(k). The
design x(1)F = U∗(F(1)) has been found using FBO [64]
(cost: 69 EM simulations of BLC). The cost of estimating
the inverse sensitivity matrix Jx at x(1)F was 41 simulations
of the coupler. Similarly as for the first example, the assess-
ment function (10) was utilized with the acceptance threshold
fa.max = 0.2. In this case, the quality of the initial design was
sufficient (i.e., fa(x

(k.0)
F ) ≤ fa.max) for most of the designs,

but in some cases, the correction step and objective relax-
ation was necessary. The design refinement was realized
using FBO. Table 3 shows the overall and the average cost
of generating the database points: 389 (total) and 43 (per
design) EM analyses of the BLC, respectively. As before,
the overall cost includes optimization of x(1)F , identification
of Jx , and optimization of x(k)F , k = 2, . . . , 9. The cost of
conventional optimization is much higher: 858 and 1014 EM
simulations for FBO and minimax formulation, respectively.
Figure 10 shows the simulated BLC characteristics at the
selected database designs.

As announced before, the application example for the BLC
is the implementation of the warm-start optimization proce-
dure [63], briefly outlined above. The procedure was used
to optimize the coupler for several target objective vectors
consisting of the pairs of the intended operating frequency
of the circuit and the permittivity of the dielectric substrate
the coupler is to be realized on. Figure 11 shows the obtained
results, including the initial designs generated by the inverse
surrogate and the final designs rendered through the refine-
ment process. In all cases, the designs are of high quality
with almost equal power split and well centred at the tar-
get frequency f0. Owing to the problem-specific knowledge
embedded into the framework (in the form of the database
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FIGURE 11. Miniaturized BLC: EM-simulated S-parameters at the
initial (gray) and the optimized (black) designs corresponding to the
target objective vectors: (a) f 0 = 1.5 GHz, εr = 2.7, (b) f 0 = 1.2 GHz, εr =
4.4, and (c) f 0 = 1.0 GHz, εr = 3.0, (d) f 0 = 2.0 GHz, εr = 4.4. The initial
designs are generated by the inverse model constructed using the
database designs acquired with the discussed optimization procedure.
Target operating frequencies marked using vertical lines.

designs), the optimization cost is only a few EM coupler
simulations on the average.

V. CONCLUSION
In the paper, an optimization procedure for accelerated ren-
dition of database (or reference) designs for miniaturized
microwave components has been presented. The task is to
obtain a set of parameter vectors optimized for pre-defined
target values of performance figures such as operating fre-
quency, bandwidth, or power split ratio. Designs like this
are useful for setting up domain-confined surrogate mod-
els, inverse surrogates for low-cost dimension scaling of

microwave circuits, or warm-start optimization frameworks.
Unfortunately, gathering optimized designs over broad ranges
of operating conditions is challenging and computation-
ally expensive. The procedure discussed in this article
has been designed to mitigate these issues. In particular,
it allows for expedited acquisition of the optimized designs
by means of the fast surrogate model constructed using the
inverse sensitivity, combined with a feature-based refinement
algorithm.

The presented methodology has been demonstrated using
two compact microstrip couplers. It has been shown to con-
siderably outperform conventional approaches, both in terms
of reliability and computational efficiency with the average
speedup exceeding sixty percent. An important advantage
of our procedure is that it facilitates automation of database
design acquisition. The latter is rarely possible when using
traditional methods because optimizing for broad ranges of
operating conditions generally requires user interaction (e.g.,
through parametric studies) to yield reasonable initial designs
for further tuning. The technique discussed in this article
can be a convenient tool for improving the computational
efficiency of performance-driven modelling methods, inverse
model construction, as well as implementation of fast dimen-
sion scaling frameworks.
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