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ABSTRACT As the society and technology are developing, people tend to spend more time online in daily
life frequently, such as shopping, reading novels, sharing files and so on. However, how to guarantee the
safety of their online behaviors has been a topic of public concern, and the trust of node behaviors in the
network has become one of the significant guarantees. A trust model based on fuzzy similarity is proposed
in this article in accordance with the features of node behaviors. Firstly, the evaluation message is given
to various nodes, and the theory of fuzzy similarity is applied to process the evaluation message. Through
integrating these evaluation message, the rules of node behaviors are obtained, Besides, for the malicious and
selfish nodes, the trust update algorithm is proposed. Simulation results show the effectiveness and scientific
of the mode proposed.

INDEX TERMS Trust model, fuzzy similarity theory, trust, node behavior.

I. INTRODUCTION
In recent years, people come to share message and resources
to the fullest and participate in various activities by taking
advantage of network, such as a downloading field, commu-
nication, shopping, watching voices. However, success relies
on the activities that every node cooperates with and trusts
each other in the network. Because every node is highly
autonomous and dynamic in an open network environment,
related security problems triggered by this have been increas-
ingly significant. Because network nodes are not managed
uniformly, a lot of nodes are able to enter or leave the network,
so that some illegal nodes may provide the resources with
errors or virus and even make fraudulent practices, making
people feel unsafe for online activities and fail to obtain
reliable and effective services [1]. In this way, every node
in the network can’t share message and normally interact
with every other, which greatly damage the normal network
environment and kill people’s enthusiasm for applying the
Internet [2], [3].
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The academic researchers have been focused on
completely eradicating the potential security hazards for
researching network security, including some frequently used
strategies about authentication, access control, and encryp-
tion and so on. However, more traditional security technology
is required. Wang et al. [4] proposed a traditional technology
which could only protect network security to a certain extent
instead of stopping malicious nodes from providing unsafe
and unreliable service and preventing malicious nodes from
exchanging message. Hence, it is urgent to find an effective
method which can protect network security and restrain the
behaviors of malicious nodes in the network, so as to ensure
people’s safe online behaviors [5].

Among the existing schemes of network security,
Marsh [6] introduced a significant approach that the trust
model of node stopped the malicious behaviors of online
nodes by setting up the trust of the node model. For this
scheme, the trust value of the node is calculated, and the
behaviors of the node are predicted in accordance with trust
value. Andersen et al. [7] proposed a method that good
behaviors of a node were promoted to stop and punish the
behaviors of malicious nodes very early, and the trust values
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is taken as the basis, so that people can exchange message
by choosing nodes. However, there are several deficiencies
in the existing trust models.
• There are biases in trust calculation: a lot of factors exert
an influence on trust evaluation, and the current trust
models do not consider the factors of trust evaluation
comprehensively, which will result in inaccurate eval-
uation of the trust values and affect the accurate access
of transaction risks by entity users [8]–[10].

• For the current trust models, the credibility of the node
can’t be compared, so as to dynamically and effectively
evaluate the message recommended. Jake et al. [11]
proved that in case of giving some message about nodes
evaluation for the competition with the node or for
malicious purposes, malicious nodes are likely to make
unfair and even negative evaluation, so that the trust
value can’t be evaluated precisely [12], [13].

• In the existing models, some dynamic malicious nodes
can’t bewithstood. For example, some nodes can operate
well at a specific time; however, after increasing their
trust, some malicious behaviors will be made.

Hence, this article will take advantage of the theory of
fuzzy similarity, which calculate the node trust value and the
node behavior evaluation given by other nodes.

To solve the above-mentioned problems, we propose a
trust evaluation based on node’s behavior scheme which
guarantees and calculates the node’s current trust value by
fuzzy similar processing of the node’s evaluation level, and
the Kalman principle is used to update the trust. Theoretical
analysis and simulations verified the performance shifting
than existing mechanisms. The main contributions of this
article are summarized as follows:

(1) Fuzzy similar processing is carried out on the informa-
tion of node evaluation, instead of only fuzzy processing or
similar processing.

(2) the trust value of the node is updated using the Kalman
principle, which eliminate the unmatched trust evaluation
caused by the existence of Gaussian nois.

The rest of the paper is organized as follows. Related
model schemes and trust evaluation algorithms are introduced
in Section II. The problem formulation and the model are
illustrated in Section III. Detailed design of the proposed trust
model scheme is presented in Section IV. The trust update is
illustrated in Section V. trust security algorithm is realized in
Section VI. We evaluate the performance of trust model in
Section VII. Finally, Section VIII concludes the paper.

II. RELATED WORK
This section investigates several trust models. Most of
the models are more updated and applied as the basis of
other models, for example, Poblano used the Abdul-Rahman
formulas to compute the trust on basis of recommenda-
tion, and defined the cooperative threshold in accordance
with [14]. Liang et al. [15] proposed a model where
SECURE set up a shared message mechanism under the
business background and demonstrated a scheme of trust

delegation by digital certificates on basis of the A.J8sang’s
model. In addition, a detailed risk model is set up to sup-
port trust decision. According to the introduction by Deepa
and Swamynathan [16], the trust decision is on basis of
cost-benefit analysis, and it includes the cost of combining
risk and the probabilities of every possible outcome of a
behavior. the trust decision is calculated the expected ben-
efits and standard deviations. Fachrunnisa et al. [17] pro-
posed Bayesian network-based trust model, which is based
on multi-dimensional trust, and nodes should evaluate trust
according to a node’s ability from different perspectives. This
model calculates trust by applying Bayesian network and
Bayesian probability.With regard to themain disadvantage of
this model, the authors assume that it is unrealistic that every
node is equipped with similar Bayesian network structure
because different nodes with different demands result in dif-
ferent network structures. While gathering recommendations
from other nodes, it is assumed that every node is true in
offering their feedback. Besides, this assumption is not prac-
tical because malicious nodes will often offer false feedback
to other nodes, so as to damage the system [18]. Therefore,
Mekouar et al. [19] planned to add a ‘‘dealer’’ of secrets
during the process of setting up trust to improve it. As a cen-
tralized and known entity, this dealer sends own list of secrets
to every node. This list includes k entries (i.e. identity and
public key) on basis of the group scale n. Then, k certificates
are issued by every node [20]. Pramod et al. [21] proposed
that a new node must obtain two certificates issued by current
members at least. Because a central authority is relied on, this
method is not suitable for the opportunistic network.

Bergamini et al. [22] proposed a double trust measurement
method which includes two trust metrics namely service trust
and feedback trust, and the method could isolate service
trust from feedback trust to fully use the service abilities
of all the nodes even in the face of changing feedbacks.
Recommendations are gathered through local broadcasting
(limited by the TTL field) in this model, which is really
time-consuming and in addition, recommendations shall orig-
inate from the nodes with first-hand experience of the respec-
tive target nodes [23], [24]. Wang et al. [25] proposed a
model namely SFTrust which calculated service trust as a
weighted average of local trust and recommendation trust.
However, because the weight is static, the experience gained
can’t be properly accommodated by evaluating nodes over
time. Maity and Ghosh [26] proposed TrustBAC, a model to
evaluate trust relationships for access control, which strength-
ened RBAC like DSmTTrust [27]. Kui et al. [28] introduced
that the model applies a trust vector with three elements:
experience, knowledge, and recommendation under a specific
background. A numeric value ranging from [−1, 1] is used to
express the value of elements. Meanwhile, these values will
change because of the past effects or trust decay. The calcu-
lation of every vector component is more complicated than
PTM. Based on Omnipresent Formal Trust Model (FTM),
malicious nodes are prevented from taking part in any inter-
action, which include several issues on basis of PTM such
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as formalizing properties of trust, classifying trust values
by applying fuzzy logic, and defining a recommendation
protocol. FCTrust defines the credibility of a recommen-
dation offering feedback by using transaction density and
similarity measurement instead of weighing the quality of
feedbacks by using global trust. FCTrust distinguishes the
effect of offering feedbacks from that of offering services.
Nevertheless, in terms of FCTrust’s major flaw, all the trans-
actions carried out within a time frame are retrieved during
the process of computing direct trust, which adds storage
overhead. In addition, the simple averaging function applied
to define local trust assigns all the transactions with equal
weight; however, recently, realistic transactions should be
more important than the past transactions. For another flaw
of FCTrust, reward and punishment during the computation
of similarity is assigned equally, but the punishment shall be
heavier than reward. Li et al. [29] proposed a model that
Objective Trust Management Framework (OTMF) evaluates
the trust taking part in nodes under a recommendation frame-
work. OTFM is on basis of a modified Bayesian method and
beta distribution function from direct and indirect message.
As old observations exponentially expire, the trust is applied
as the weight for indirect message. In OTFM, it is necessary
for nodes to supervise the behavior of its neighbors, which
can keep away from the simplicity demand further.

Other trust models are on basis of reputation. Li et al. [30]
proposed a decentralized middleware of trust management
on basis of reputation, so as to recognize reliable and unre-
liable peers. Every peer’s reputation message is kept in its
neighbors and piggy-backed on its replies to the requests for
data or services. Zhao et al. [31] proposed a data manage-
ment framework on basis of trust, so that mobile devices can
access to the distributed computation available, storage and
sensory resources, which also includes a reputation system
according to the past encounters. At the end, it is stated
that as an essential basis of security mechanisms (such as
core management and safe transmission) [32], the model of
nodes’ trustworthiness is set up on basis of the views of their
neighbors; therefore, trust is set up by a local voting scheme.

III. PROBLEM FORMULATION
For convenience, the definitions of the main symbols
involved in this article are shown in Table 1.

The message of every online node is evaluated by a lot
of nodes after the transaction, and it is considered to evalu-
ate node behavior involved in and compute the node’s trust
according to n pieces of message, and the definition of n
pieces of evaluation message is shown below:

Q = {Q1,Q2, · · ·Qn} (1)

Suppose that there is m evaluationmetrices for node behav-
ior, it is indicated as:

P = {P1,P2, · · ·Pn} (2)

where m evaluation metrics evaluate the above n pieces of
evaluation message, and because every metrics expresses

TABLE 1. Definition of Key Mathematical Notations.

the different attributes of the node behavior message eval-
uation, a complete system is formed by m evaluation met-
rics of nodes behavior evaluation. Every evaluation metrics
pz (z = 1, 2, 3 . . . . . . ,m) includes the metrics Pzi (I =
1, 2, 3 . . . . . . , offers) of the next layer. The significance
of indicators and relationship with the weight vector are
described below:

W = (W1,W2,W3, · · ·Wm)T (3)

node master the situation in accordance with their evaluation
and researches every evaluation message, which is more suit-
able for message analysis, and obtains the above evaluation
matrix:

Xk =


X11,X12, · · · ,X1m
X21,X22, · · · ,X2m
· · · , · · · , · · · , · · ·

Xn1,Xn2, · · · ,Xnm

 (k = 1, 2, . . . ..g) (4)

where Xk refers to the evaluation outcome which node g give
out in accordance with n evaluation message correlated with
m evaluation metrics and metrics weight.

Practically, everyone is accustomed to make evaluations
in words and intuitively show the satisfaction degree of the
evaluators. Therefore, it is considered that language is used to
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describe the evaluation attribute of value Xnm for every piece
of evaluation message, and the language is divided into nine
grades as defined below:
Definition 1: R(X ) denotes evaluation language set forXnm,

Tk ∈ R(X ) (−4< k< 4) is a subset of every evaluation level;
the meaning of Tl is as follows:

{T4,T3,T2,T1,T0,T -1,T -2,T -3,T -4}

T4 represents full trust, T3 represents a lot trust, T2 repre-
sents very trust, T1 represents more trust, T0 represents trust,
T-1 represents more distrust, T-2 represents very distrust, T-3
represents a lot distrust, T-4 represents full distrust.

FIGURE 1. Evaluation language description of fuzzy members.

We express the evaluation message of the below uncertain
fuzzy language R(X ) with fuzzy number respectively and
determine the membership form of fuzzy numbers in this
article [33]. According to Figure 1, trust T1 and more trust
T0 for fuzzy numbers are represented by F and f respectively,
and D is applied to express the intersection part of the figure
between F and f areas; it can be said that the membership
function belonging to R(X ) language means that T1 is for
(F-D) / (F-f ), and the T0 is for (D-f ) / (F-f ).
therefore, the membership matrix of the f R(X ) is shown

below:

U = (uij)m×n =


u11, u12, . . . , u1n
u21, u22, . . . , u2n
. . . , . . . , . . . , . . .

um1, um2, · · · , umn


(i = 1, 2, · · · ,m; j = 1, 2, · · · n) (5)

While starting the evaluation, node taking part in evaluation
makes an initial election evaluation of the message in trusted
computation; if the evaluation message value of every metrics
is greater than the rest of the Qn value, the Qn message
value will lose to take part in trusted computation. Through
the above method, the evaluation message in trusted com-
putation is obtained, namely Q = {Q1, Q2 . . . ,Qn}. With
different advantages respectively, every evaluation message
is non-substitutable by every other [28]. We want to deal
with the similarity comparison of the evaluated message and
consider every evaluation metrics in a comprehensive and
systematic way, otherwise the message value will not count.

IV. MODEL DESIGN
During the node behaviors value counted, after a transaction
is completed, every node will compare evaluation message of

FIGURE 2. Relationship and evaluation between nodes.

the attribute of every node behavior, so as to select the evalu-
ation language suitable for the evaluation of this transaction,
which indicates an association among nodes; the relationship
is shown in Fig. 2. If node A, node B and node C have
the same emotion, node A is friendly to node C, node B is
friendly to node C. The following after the transaction among
node A, node B and node C, the same language maybe used
to evaluate node C. Hence, this kind of emotion relationship
is described as similarity as a fuzzy language applied for
evaluation. Therefore, the similarity is also a fuzzy similarity
defined below:
Definition 2: after the transaction between node A, node

B and node C, node C is evaluated in consideration of the
metrics P ofmessage evaluation by applyingmessage fromQ,
the following formula gives the fuzzy similarity of evaluation
outcomes:

S(F, f ) = D(F ∩ f , 0)/
D(F ∩ f , 0)+M (6)

whereM = λ[D′(F, f )+D′′(F, f )+β[D′(f ,F)+D′′(f ,F)]
Fig. 1 D shows the above D(F, f ), and it is the same part

where node C is evaluated by node A and node B; where
0 <= λ, β < 1, the good impression for node A and node
B to the node C determines the coefficients value of the two
after the transaction. The attributes of S are shown below

(1) 0 <= S(F, f) <= 1
(2) S(F, f) = S(f,F)
(3) 1 = S(F, f) <=> F = f
Assume that g nodes in the network are tradingwith node C

all the time after trading with the node C, the node C is
evaluated in the language set R(X ) in consideration of the
same asset, and there are Q message in total. Assume that
node C has the following attributes set

S = {S1, S2, · · · , Sm} (7)

the weight vector for the attributes is shown below

W = (W1,W2, · · ·Wm)T (8)

where Wm refers to the weight vector of the first m metrics
and where

∑m
i=1Wi = 1 a lonely node evaluates the node

C with n pieces of evaluation message for the evaluation of
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integrated fuzzy similarity:

Sc(F, f ) =
Smn (F, f )

m∑
n=1

wnSmn (F, f )+ Tr0

(9)

If Sc(F, f ) = 1, it is denoted to that there is no difference
that the node uses n pieces of evaluation message to evaluate
the attributes of node C, and Tr0 stands for the primary
trust value. If Sc(F, f ) = 0, it is denoted that there is no
great difference that the node applies n pieces of evaluation
message to evaluate the attributes of node C.

Therefore, it is observed that n pieces of evaluation mes-
sage n pieces of evaluation messages will be more consistent
if the value of Sc(F, f ) is bigger, and it is better to evaluate
node C by reflecting the true situation. Hence, node trust is
indicated as below:

Tr =
∫ t2

t1

Sc(F,f )×Q×U/nt (10)

where t1 stands for the last evaluation, and t2 refers to the
current evaluation.

V. TRUST UPDATE
Due to the influence of various factors, node trust is dynamic;
this article manages the changes in the trust by applying the
Kalman principle. It is assumed that with a sensor, every node
in the feedback integrates the trust value. On basis of the past
transactions among the nodes, the trust value is got. Under
general circumstances, although the trust value will not be
changed a lot between two transactions, minor fluctuations
will be accompanied. The below equation defines the changes
in the trust:

TTab(t + 1) = TTa(t)+ Ga(t)
/
bTTa(t)+ Ga(t)c (11)

where TTa(t) represents the trust value at time t , and Ga(t)
refers to the changes in the trust value of node a in the
moments of t and t + 1. Suppose that it means a Gaussian
white noise for the change, the change variance is set as Qa,
at the time of t , and the unequal time intervals between t and
t + 1 only represent the transaction interval of nodes.

All the transactions between node b and node a are applied
as a pass-through tomeasure the trust of node a, and the above
equation shows the measurement function:

TCab(t) = TTa(t)+ ξab(t)
/
√
TTa(t)+ ξab(t),

a = 1, 2, 3 . . . . . . n (12)

where n represents the total number of transactions with node
a at time t; a = 1, 2, 3 . . . . . . n is applied to indicate the
number of nodes trading with node b. The number of nodes
transaction with each other is kin to the number of nodes in
the P2P network. TCab(t) means that the measured trust value
of node b relative to node a, namely, the trust of node a will
be calculated by node b after node b transaction with node
a. ξab(t) stands for the errors of measurement caused by the
situations of the network or other conditions randomly, and

the error is set as irrelevant white Gaussian noise sequence,
and the variance is assumed as ηab

Wa(t) =
[
TCab(t)

/
bt+ 1c, . . . . . . ,

TCna(t)
/
bt + 1c

]T
(13)

ξa(t) =
[
ξ1a(t)

/
bt + 1c, . . . . . . ,

ξna(t)
/
bt + 1c

]T
(14)

Fa(t) =
[
1/
bt + 1c, . . . ..,

1/
bt + 1c

]T
(15)

Afterwards, the total measurement equation is indicated as
below:

Wa(t) = Fa(t)TTa(t)+ ξa(t)
/
√
Fa(t)TTa(t)+ ξa(t) (16)

where Wa(t)εW n×1, ξa(t)εW n×1, Fa(t)εW n×1, ξab(t) is the
Gaussian white noise sequences unrelated, and the covariance
matrix stands for Ha = diag{η1a . . . . . . , ηna}. For the trust
value, in accordance with the changes in the trust Eq. (11)
and the total trust measurement Eq. (16), predicted equation
and variance equation on basis of Kalman filter are indicated
below respectively:

∧

TTa(t + 1/t) =
1

bt + 1c

∧

TTa(t + 1/t) (17)

Xa((t + 1)/t) =
1

bt + 1c
Xa(t/t)+ Qa (18)

In very moment, a feedback is given by the predicted
estimation and variance after integrating the system to every
passed of professional knowledge node. At any time t ,
the Kalman filter on basis of predicted estimation equation
and variance equation are indicated below respectively:

Xab((t+1)/t)=
dte
bt + 1c

Xa((t + 1)/t) a=1, 2, 3, . . . . . . n

(19)
∧

TTab(t + 1/t)=
dte
bt + 1c

∧

TTa(t+1/t) a=1, 2, 3, . . . . . . , n

(20)

The below updated trust equation of every node is obtained
in accordance with the change of Eq. (11) and measurement
of Eq. (12):

∧

TTab(t/t) =
1

bt + 1c

∧

TTa(t + 1/t)+ (t + 1)ab(t + 1)

× [
1
dte

TCab(t + 1)−
1

bt + 1c

∧

TTa(t + 1/t)]

=
1

bt + 1c
(1− (t + 1)ab(t + 1))

∧

TTa(t + 1/t)

+
1
dte

(t + 1)ab(t + 1)TCab(t + 1) (21)

(t + 1)ab(t + 1)

=
1

dt + 1e
Xav((t + 1)/(t + 1))/ηab (22)

X−1ab ((t + 1)/(t + 1))

=
dte
bt + 1c

X−1a ((t + 1)/t)+ 1/ηab (23)
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After the above conclusion, the total estimation function is
indicated below:

∧

TTab((t + 1)/(t + 1)) and
∧

TTa((t + 1)/t)

as follows:
∧

TT a((t + 1)/(t + 1))

=
1

bt+ 1c
Xa((t + 1)/(t + 1))[

n∑
i=1

X−1ab ((t + 1)/(t + 1))

− (n− 1)X−1a ((t + 1)/t)
∧

TTa((t + 1)/t)] (24)

where

X−1a ((t + 1)/(t + 1))

=
btc
dt + 1e

n∑
i=1

X−1ab ((t+1)/(t+1))−(n− 1)X−1a ((t+1)/t)]

(25)
∧

TT b((t + 1)/(t + 1))

=
1
btc

Xb((t + 1)/(t + 1))

×
1

dt + 1e
[
n∑
i=1

X−1Lb ((t + 1)/(t + 1)
∧

TTL((t + 1)/(t + 1)]

− (L − 1− θ )× X−1b ((t + 1)/t)
∧

TTb((t + 1)/t)] (26)

X−1b ((t + 1)/(t + 1))

= btc
/
dt + 1e

n∑
i=1

X−1Lb ((t + 1)/(t + 1))

− (L − 1− θ )X−1b ((t + 1)/t)] (27)

VI. TRUST SECURITY
Our model security is analyzed by setting taobao.com as
an example. On taobao.com, after the transactions among
nodes, the trust value of transaction nodes may be defamed or
exaggerated by malicious nodes, namely, the trust feedback
greatly deviates from the actual value of the transaction node.
Here, the above approach is designed to avoid malicious
nodes.

It is set that node a saves the trust of node b, and four-tuple
(TTb,Xb, Qb, b) is used to define the relationship message;
TTb stands for the recent trust value of node b, Xb refers to
estimated error variance; Qb means the changes variance in
the trust of equations. In accordance with equation(17)(18),
before node b takes part in transactions, the trust value of
node b is predicted as TTb, and the forecasting variancemeans
Xb + Qb at next time in case of h nodes trading with node b;
the nodes L(L = 1, 2, . . . . . . h) get the TTb and Xb + Qb by
first visiting the node a after the transaction with node b. Node
L obtains the evaluation TTLb of node b in accordance with
the transaction and gets TTLb and XLb by combining Eq. (21)
with Eq. (23), and node L reports the results to node a. Hence,
if node L reports the trust, node L is a simple malicious
inhibition node to compare TTLb with TTb. For the specific

threshold ρi, if TTLb satisfies |TTb − TTLb| ≺ ρi, node L is
not malicious, but oppositely, node L is a malicious node,
where
∧

TT b((t + 1)/(t + 1))

=
1
btc

Xb((t + 1)/(t + 1))

×
1

dt + 1e
[
n∑
i=1

X−1Lb ((t + 1)/(t + 1)
∧

TTL((t + 1)/(t + 1)]

− (L − 1− θ )× X−1b ((t + 1)/t)
∧

TTb((t + 1)/t)] (28)

X−1b ((t + 1)/(t + 1))

=
1

dt + 1e

n∑
i=1

X−1Lb ((t + 1)/(t + 1))

− (L − 1− θ )X−1b ((t + 1)/t)] (29)

According to the above, the below description of
Algorithm 1 description can be used.

Algorithm 1 The Inhibition for Malicious Nodes
1. Require: node L provide the message (TTLb,XLb) to
node b after trading and the total message h.
2. Ensure: evaluation rank is updated
3. Initialization parameters θ = 0,M = φ
4. Set the number of messages from L = 1 to h
5. If |TTb − TTLb| ≥ 3(Xb + Qb)
6. then θ = θ + 1
7. Node L is marked as malicious node
8. set M = M ∪ {L}
9. Let

UX = [
∑
L /∈M

X−1Lb − (h− 1− θ )(Xb + Qb)−1]

UTT = UX [
∑
L /∈M

X−1Lb TTLb − (h− 1− θ )(Xb + Qb)−1TTb]

10. update Xb = UX
11. update TTb = UTT
12. End If

The recourses and services in the P2P networks provided
by the node determine the trust evaluation of a node provided
by the trade partners. In the node, trust and reputation records
are kept. For the first one, the trust evaluation is recorded
on basis of the services that this node gives. Regarding the
second one, the reputation value provided by other nodes is
recorded. Two records denote the total trust values of other
nodes. A reliable node is selected to trade with the node.

The total trust value update for node is related to the trust
level after mutual trading. Meanwhile, the outcomes of the
trade rely on requestor pertinent. After that, the requestor
is going to Re-given a weight level for the evaluations and
compute the total value of node’s new trust in accordancewith
the outcomes, the packet losing, the delay and so on for other
trade conditions.
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The true situation of the nodes is showed by the total
trust value of TTab in case of successfully completing the
transaction. In addition, if TTia is near TTab among all the
intermediate nodes, node i is conducive to the transaction or
node i is analogous to this node to a certain degree. Ander
such circumstances, the weight of node i will be increased,
and vice versa. The below pseudo code is used to describe
the evaluation rank trust Algorithm 2.

Algorithm 2 Node’s Trust Update
1. Require: Be prepared to trust the parameters used in

the update including σ , λ, ξ , η
2. Ensure: TT, update trust.
3. if (TTa(t) 6= 0TTa(t) and Ga(t) 6= 0) then
4. Compute TTab(t + 1);
5. for t = 1 to n do
6. compute TCab(t));
7. TT[t + 1]←-TT[t + 1]/2 + TT[t];
8. Compute equation (17);
9. Compute equation (20);
10. end for
11. else
12. Compute (21);
13. for t = 1 to n do
14. Compute (24)(25)(26);
15. TTa[t + 1]←-TTa[t + 1]/2 + TTa[t]
16. TTb[t + 1]←-TTb[t + 1]/2 + TTb[t]
17. Compute (27);
18. output TT[];
19. end for
20. end if
21. Using Kalman filter theory to update trust;
22. Output new trust

The weight for every trade partner will be updated in a
timely in accordance with the evaluation rank trust algorithm.
Assuming that the weight of a node is less than the threshold
value, the trade is denied, so that the success rate of trades
is enhanced, and as a result, the network load has been
significantly reduced.

VII. EXPERIMENTAL EVALUATION
This section evaluates our recommender model experimen-
tally on a social platform with 1000 nodes which are fallen
into goodwill nodes, malicious nodes, and selfish nodes; the
number of goodwill nodes account for 0∼50%, the number of
malicious node account for 30%; the number of selfish nodes
account for 20%. While revering the trust value, the node can
answer service requests. Test scenarios are an arrangement
of resource sharing with 2000 kinds of resources distributed
randomly; the amount of benign resources accounts for 80%,
the amount of malicious resources accounts for 15%, and
the amount of selfish resources is randomly. Goodwill node
primarily refers to the provision of normal services, and
according to the evaluation, other nodes are authentic. Unre-
liable resources are provided by malicious nodes, and false

evaluation of nodes is given by the transactions with nodes.
Selfish node does not share node resources. The value of
Tr0 is 0.5. Under this experiment environment, trust model
is compared to measure and analyze the performance of our
model on basis of fuzzy theory, trust model and similarity
theory.

The experimental simulation parameters are shown
in Table 2.

TABLE 2. Simulation Parameters.

FIGURE 3. Trust value comparison.

A. TRUST VALUE COMPARISION
The value of node trust in different trust models is displayed
in Fig. 3. In this article, the same node makes the same num-
ber of transactions under the experimental environment, and
trust evaluation calculation is carried out for our trust models
of fuzzy theory and similarity theory and the model with no
mechanism, that is, common trust model. It is assumed that
trust value in line with actual conditions (named real value)
for the evaluated node is 0.8, and Fig. 3 shows the evaluation
outcomes obtained after the transactions. According to Fig. 3,
although the trust evaluation value of nodes obtained slightly
changes around the actual message under the framework of
the proposed model, the values given by common trust model
greatly fluctuate around the actual value. In addition, the trust
value of node in other two models fluctuate more greatly than
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that in our trust model but fluctuate more slightly, ore slightly
than the common trust model. To sum up, it is indicated that
our trust model comes near the actual situation, and the trust
value can be used as the judgment of node selection objects to
transaction with, and meanwhile, the effectiveness of model
proposed by us is shown. Our trust model is more optimal
than others because it considers the influence of the trust
value of combining factors with feedback mechanisms.

FIGURE 4. Comparison of package delivery ratios.

B. PACKAGE DELIVERY COMPARISION
The packet delivery ratio as time passes for the same transac-
tion of threemodels is shown in Fig. 4. It is considered that the
packet delivery ratio is the percentage of packets which are
transmitted successfully. Fig. 4 indicates the case: in our trust
model, the packet delivery ratio is efficiently and significantly
improved by comparing with other two models. Under this
circumstance, the trust value of nodes in our trust model is
obtained by considering the factors influencing the real value
calculated in other two models. Hence, the trust value of our
model comes near the true situation, and the success rate will
be higher, so that high trust value nodes will be selected in
case of a transaction, and it is clearly stated that the rate of
packet transfer in our model will be better than that in other
models. Moreover, our model calculates the effect of one-step
increase in the trust value by featuring a feedback algorithm.

C. REQUEST COMPARISION
The success request of every node for three different models
with different ratios of malicious nodes is shown in Fig. 5.
If three models have a smaller ratio of malicious nodes,
the rate of success requests will be almost the same. Nev-
ertheless, as malicious nodes increase, a greater advantage
is reflected by our model. Other two models have a similar
outcome, especially, the same outcome will be obtained when
the number of malicious nodes accounts for 50% in the
models.

D. ANTI-ATTACK CAPABILITY
The more reliable node trust, the stronger the node’s anti-
attack ability, here we construct the experiments to prove it.

FIGURE 5. Comparison of successful request ratios.

Suppose that there are 10%, 30%, and 50% malicious nodes
in the network. In our model, the trust value of the first
experiment node and the ratio of malicious nodes exert an
influence on the performance of our model. According to
the outcomes in Fig.6, different ratios of malicious nodes
exert an influence on the trust value of nodes. As shown
in Fig. 6(a), the trust value of nodes is greater by comparing
with those in Fig. 6(b) and Fig. 6(c), which indicates that our
model is equipped with poor anti-attack ability in case of the
rising ratios of malicious nodes in the system. Nevertheless,
by comparing Fig. 6(b) with Fig. 6(c), it is observed that our
model effectively restrains the activities of malicious nodes to
obtain higher trust value of nodes in case of 50% of malicious
nodes.

E. TRANSACTION SUCCESS RATE
Fig. 7 shows the comparison of the node transaction success
rate between our model and the fuzzy model and similarity
model trust model with the increasing of selfishness nodes in
a cycle. Based on Fig. 7, we can see that the node evaluation
in our model comes near the actual situation because the
success rate of choosing a node with a high degree of trust
for transactions is much higher than that of a trust model
with only a fuzzy model or a similarity model. The fuzzy
model and the similarity model only deal with the uncertainty
of the trust evaluation and the similarity of the evaluation
message, while our model deals with the uncertainty of the
trust evaluation and the uncertainty evaluation given by every
node. After evaluating similar processing, the trust value
obtained is more accurate, and the transaction success times
selected nodes is better than the trust model of fuzzy model
and similar model.

F. TRASACTION DELAY COMPARISON
Fig. 8 shows the comparison of the node transaction delay
time between our model and the fuzzy model and similarity
model trust model as malicious nodes increase. On the basis
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FIGURE 6. Anti-attack capability comparison.

FIGURE 7. Transaction success comparison.

of Fig. 8, we can see that the node transaction time of our
model is smaller than the other twomodels because ourmodel
with a high degree of trust for transactions nodes is much

FIGURE 8. Transaction delay time comparison.

higher than that of a trust model with only a fuzzy model
or a similarity model. After evaluating similar processing,
the trust value obtained is more accurate, and the transaction
delay times selected nodes is bad than the trust model of fuzzy
model and similar model.

G. SYSTEM OVERHEAD OF OUR MODEL
This experiment measures the system overhead during the
process that trust mechanism system is running by using
the network flow, including the total query message request,
response message and closing message. In the networks with
different scales, the network flow is shown in Fig. 9 if the
successful file service provided by goodwill node is more
than 95%. In case of small networks, it appears that networks
flow is a little bit different. However, as the scale of networks
increases, the flow of networks will rise quickly.

FIGURE 9. Transaction delay time comparison.

Our model is more optimal than the other two because
Kalman Filter mechanisms and evaluation rank are adopted to
calculate the trust value of nodes, so that trust value reflect the
actual situation of nodes in our model system, and the node
that has a higher trust value will be selected if nodes require
request service. Therefore, in our model, nodes possess a
higher successful transaction ratio and decreases the flow of
networks effectively.
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VIII. CONCLUSION
As the network environment changes quickly, issues related
to network security have been a problem of public concern.
Because the selection of a trust transaction node is one of
the factors people must consider, trust model is proposed on
basis of node trust evaluation. In case of evaluating the trust
of a node, evaluation message given by every node must be
got through processing the theory of fuzzy similar, so as to
obtain the trust value of the node. In the calculation of the trust
value, the paper pays attention to make a similar calculation
of the fuzzy domain of trust evaluation message, besides, for
the security of the model, a feedback algorithm is proposed to
withstand the actions of malicious nodes and prevent wrong,
fraudulent, slanderous and bad behaviors of online nodes,
so as to guarantee a safe network environment. At the end,
by applying simulation analysis, our trust model based on
fuzzy theory and similar theories is more scientific and safer
than common trust model. In the future, we will further study
the influence of node behavior on the trust model and the
evolution of the model.
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