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ABSTRACT To keep the Internet-of-things (IoT) environment secure, employing a cryptographic function
to various IoT devices has become vital. An important factor to consider is how to store a cryptographic key
(or passwords) securely. A popular method is to store the key in the storage protected by some hardware-
based security functions. This paper presents a novel concept to conceal cryptographic keys into deep neural
networks (DNNs), named DNNs-based key concealment scheme. In this scheme, a key can be concealed into
a proper deep neural network model which is trained with secret input data. We demonstrate the practical
applicability of our concept by presenting an instance and a use-case scenario of the DNNs-based key
concealment scheme and show its correctness. To prove its robustness, two fundamental security evaluation
methods are proposed for investigating the security of the instantiation. To the best of our knowledge, this is
the first attempt of its kind.

INDEX TERMS Key concealment, deep neural networks, key generation, noisy data.

I. INTRODUCTION
As the market for Internet-of-things (IoT) devices contin-
ues to grow, security issues have attracted much attention.
Cryptographic systems can be used to resolve such issues
within IoT environments. In a cryptographic system, a secure
cryptographic key storage is a critical issue. This is because,
according to Kerckhoffs’s principle, one of the most sig-
nificant principles in modern cryptography, a cryptographic
system should be secure regardless of whether everything
about the system except the key becomes public data. Many
methods can be used to store and use cryptographic keys
securely. One traditional method to store the key is to memo-
rize and recall it whenever required. However, a drawback
of this method is that it is difficult to recall various keys.
Accordingly, assuming that an identical key is employed in
numerous IoT devices, if any one key is compromised, then
all the systems using the key are at risk.

There are two popular ways to be secure cryptographic
keys without relying on the memory of people. One is using a
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secure storage, including trusted platform modules (TPM) or
hardware security modules (HSM), to store the cryptographic
keys. The disadvantage of using a hardware-based method
is that it is more expensive than software-based methods.
Therefore, implementing hardware-based modules in low-
cost devices within the IoT environment may be difficult.
Furthermore, there is a risk of losing the embedded secure
storage, which is the same as losing a key. The other method
uses secret information with noise, like biometric data, to reg-
ister and regenerate a keywhenever necessary. Representative
methods include fuzzy commitment schemes [1] and fuzzy
extractor [2], [3], which use an error correction code (ECC)
as their chief idea.

Numerous key generation techniques include an ECC as
the main factor and employ strategies analogous to the con-
cept of the fuzzy extractor. Some authors, however, have
proven that it is possible to generate a key dynamically
without an ECC. For example, [4] provides a key generation
technique without using an ECC to bind and release a key
using fingerprints. Because an ECC is not employed, there is
no trade-off in the security performance between the size of
the registered key and the speed at which the key is generate.
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The authors register a bit of the key to a convertible authentic
fingerprint template (using the cancelable biometric tech-
nique), if a bit of the key is 1. Otherwise, the key bits are
registered to a synthetic template. If the converted cancelable
template of the query fingerprint matches well with the reg-
istered template, then the key generating system generates a
key bit of 1.

In order to extend the proposed design without the use of
an ECC, we ask the following research questions:
• Is it possible to conceal a key within a deep neural
networks (DNNs) using noisy data?

In this paper, we provide a new concept to hide a (crypto-)key
within DNNs, which is called DNN-based key concealment
scheme.

A. OUR CONTRIBUTIONS
Our contribution in this work is threefold: First, we define
a conceptual mechanism of DNNs-based key concealment
scheme to conceal a key within DNNs without any error cor-
rection. The DNNs-based key concealment scheme includes
two main stages as follows:
• Key Concealment

– Feature generation block generates features of
noisy data.

– Key concealment block binds a cryptographic key
to features generated using the above block and
generates neural networks for training the key con-
cealed features.

– Training the above two blocks to conceal the key.
Noisy data collected from IoT devices are used for
positive training, and synthetic data are used for
negative training.

• Key Reproduction
– Reproducing a concealed key from the trained

DNNs with the noisy data collected when the key
is needed.

Second, we give a detailed example using this mecha-
nism to show its feasibility and propose a use-case scenario
applying our DNN-based key concealment scheme in the IoT
environment. In our example of Section III-B, images and
an International Mobile Equipment Identity (IMEI) number
which is a unique number for identifying a device on a mobile
network are employed as the secret input.

Finally, we give the experimental result to show that our
example of the DNNs-based key concealment scheme cor-
rectly reproduce the concealed key and two security evalu-
ation methods are provided for verifying the robustness of
the scheme. In the proposed scheme, the noisy data used in
the key concealment and reproduction stage are secret data
and trained DNNs that have optimized parameters are public
data. Therefore, it is an essential security evaluation that there
is no possibility of key exposure, even if the public data
are analyzed. This kind of leakage can be evaluated by our
security analysis methods. Furthermore, we show an evidence
that the partial key information can be leaked if inappropriate
data are used in the key concealment network for training.

Note that a preliminary version of this paper was pre-
sented at WISA2019 [5]. The main difference in this paper
is that we present a use-case scenario in IoT environments.
Also the results of correctness evaluation are improved by
initializing weight values of feature extraction in a normal
distribution.

B. ORGANIZATION OF THE PAPER
This paper is organized as follows. Section II discusses some
necessary preliminary concepts. Section III defines the novel
approach to conceal a key in DNNs. And, we propose an
example and a use-case scenario to prove the feasibility
of the scheme. Section IV, shows the correctness through
experiments and proposes two fundamental security evalu-
ation tools to confirm the robustness of the instantiation.
Section V describes various open issues regarding this novel
key concealment concept. Finally, Section VI concludes this
paper.

II. PRELIMINARIES
A. CONVOLUTIONAL NEURAL NETWORK
A convolutional neural network (CNN) [6], which is a type
of DNN, is typically used to process multiple layered images.
CNNs involve two stages: feature sampling and classifica-
tion. In the feature sampling stage, particular feature maps
of input data are extracted through convolutional and pool-
ing layers. The convolutional layer executes a convolutional
computation between images and a convolutional kernel set.
The computation generates feature maps of the image by
only activating the highlighted part of the kernel. The fea-
ture maps pass through a rectified linear unit (ReLU) [7].
The ReLU is a kind of activation functions which transform
the summed weighted input into the output defined by the
function. The feature maps from the ReLU are scaled down
in the pooling layer. The most common pooling method,
max pooling, calculates the maximum value from each chunk
of the feature map. Through the above process, the fea-
ture maps are extracted and used in the classification stage.
This stage includes a fully connected layer and a loss layer.
In the fully connected layer, all neurons are fully connected
to the feature maps. Therefore, the activation of the fully
connected layer is computed by matrix multiplication and
transmitted to the loss layer. In the loss layer, the differ-
ence between the label and the predicted value is com-
puted. The weights are modified so as to minimize the
deviation.

B. LOGISTIC REGRESSION WITH NEURAL NETWORK
Logistic regression [8] is a statisticalmodel inwhich binomial
dependent variables are modeled using logistic functions.
By using this model, we could measure the probability of
occurrence of a specific event. In machine learning, iterative
training produces an optimized linear equation between inde-
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pendent and dependent variables.

h =
(
x1 x2 · · · xi

)

w1
w2
...

wi


The sigmoid function yields a value y between 0 and 1

using the result of the linear equation h. The weight values,
wi, are optimized to reduce the difference between the binary
input label and y.

III. DNN-BASED KEY CONCEALMENT SCHEME
This section defines the new key concealment mechanism
called the DNNs-based key concealment scheme and vali-
dates its feasibility through a detailed example and a use-case
scenario.

A. PROPOSED METHODOLOGY
We consider noisy data, for example images and fingerprints
that can be used for training a key concealment network and
reproducing the key using the key reproduction network. Let
k be a cryptographic key, which is chosen randomly. The
DNNs-based key concealment scheme includes two stages:
key concealment and key reproduction. They are described
in detail in the following sections.

FIGURE 1. Conceptual diagram of key concealment.

1) KEY CONCEALMENT
In Figure 1, di is noisy data where 1 ≤ i ≤ n and n is the
number of noisy data types. We use two noisy data—image
data and the IMEI number—; therefore, n is 2. Although the
length of the IMEI number is 60 bits, it is used as noisy data by
adding 4 random bits to it. In Figure 1, the feature generation
block represents neural networks for generating features of
the noisy data d1, . . . , dn. In the key concealment block,
a key k is bound to the features generated in the previous
block and concealed in the neural networks by training. The
key concealment network is trained using noisy data di to
conceal k . Once the training phase is completed, the network
and its parameters are stored for use in the key reproduction
stage.

2) KEY REPRODUCTION
The key reproduction stage reproduces k concealed in the
trained DNNs if the noisy data di is proper where 1 ≤ i ≤ n
(Figure 2). The feature generation and key reproduction
blocks are the same as those of the trained key concealment
network, except for the step that binds k to features.

FIGURE 2. Conceptual diagram of key reproduction.

In Section III-B, an instantiation of our DNNs-based key
concealment scheme is presented to demonstrate the feasibil-
ity of this novel approach.

B. INSTANTIATION
Here, we present a detailed instance for the DNNs-based
key concealment scheme proposed in Section III-A. Our
instantiation is shown in Figure 3. First, we prepare images
of size 16 × 16 and 64-bit IMEI numbers as noisy data d1
and d2. Note that d1 and d2 are secret information; however,
the DNNs and its parameters are public information.

1) KEY CONCEALMENT
The feature generation block, the first block in the key con-
cealment stage, consists of the feature sampling part of the
CNN and an IMEI binding layer. The key concealment block
consists of a key binding layer and sk logistic regressions
where sk is the key bit size. Let img and imei represent the
image and the IMEI number used as input data in the layers,
respectively.

The feature generation block works as follows:

1) Convolutional layer Let wCNN be a kernel of size
7 × 7 × sk and a stride of 2. img passes through the
kernel and the ReLU function.

2) Max pooling layer Calculate the maximum value for
each 2 × 2 patch of the output from the convolutional
layer. Then, feature maps {mi}ski=1 are generated where
the size of mi is 8× 8.

3) IMEI binding Let mi = [f i1, . . . , f
i
64], imei = p1 p2

. . . p64, and pmi = [pf i1, . . . , pf
i
64] be an output of this

layer where 1 ≤ i ≤ sk . Determine pf ij = (−1)(1−pj) ·fj,
where the sign of fj is changed if the j-th bit of the IMEI
number is 0. Then, modified feature maps {pmi}ski=1
are generated. The IMEI number imei could be bound
in many different ways; we use simple sign changing,
which showed excellent outcomes in the experiments
described in Section IV-A.

The key concealment block works as follows:

1) Key binding Let {kmi}ski=1 be an output of this layer.
Compute kmi = [(−1)(1−ki) · pf i1, . . . , (−1)

(1−ki) · pf i64]
for each 1 ≤ i ≤ sk . This means that the sign of every
component pf ij in pmi is changed if ki is 0 for 1 ≤ i ≤ sk
and 1 ≤ j ≤ 64.

2) Logistic regression Logistic regressions {LRi}ski=1 are
generated. Each logistic regression has weight values
wiLR where 1 ≤ i ≤ sk , a sigmoid function, and cross-
entropy. The feature map kmi from the key binding
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FIGURE 3. Graphical description of our instantiation: (a) key concealment and (b) key reproduction.

layer is an input of the logistic regression LRi. Let
hi be an output of kmi × wiLR and yi be an output of
sigmoid(hi).

Now, we explain the two types of training used to conceal a
key in the DNNs.
• Positive training is the training step with the label 1.
The weight {wiLR}

sk
i=0 in the logistic regression are

changed to reduce the difference between yi and the
label. The data employed for positive training are as
follows:
– Authentic images: images d1 collected from IoT

devices (see (a) in Figure 4).
– Authentic IMEI numbers: IMEI numbers d2 with

4 random bits added.
– Authentic key: key k .

• negative training is the training step with the label
0 in sk logistic regressions, and it is very important in
the security of our example. If inappropriate data are

FIGURE 4. Images used in (a) positive training and (b) negative training.

employed in this process, a serious security problem
could occur (see Section IV). The data employed for
negative training are as follows:
– Synthetic images: images generated by converting

authentic images to binary representations and then
reversing each bit (see (b) in Figure 4).

– Synthetic IMEI numbers: modified values by
reversing all bits of the authentic IMEI numbers d2.

– Synthetic Key: modified value by reversing all bits
of the authentic key.

2) KEY REPRODUCTION
The key reproduction stage includes the feature generation
and key reproduction blocks. The sk logistic regression part
of the key reproduction block predicts a key using features
{pmi}ski=1 that are generated from the feature generation block
and optimized weight values wiLR in the logistic regression.
Let yi be the result of sigmoid(pmi × wiLR) for 1 ≤ i ≤ sk .
Then, yi has a value between 0 and 1. We apply a key deter-
mination rule whereby if yi > 0.5, the i-th bit of a key k ′ is 1;
otherwise, it is 0. Finally, a predicted iikey k ′ is reproduced.
If a proper image and an IMEI number are produced, k ′ and
k are the same (see Algorithm 1).
Here, we describe how the concealed key k could be repro-

duced for a proper image and an IMEI number. Note that,
we change the sign of every element pf ij of the feature pmi
when the i-th bit of k is 0. Additionally, all the features in
{kmi}ski=1 are trained using label 1 in positive training. Assum-
ing that wCNN and wiLR where 1 ≤ i ≤ sk are optimized,
let pmci and pmri denote the i-th feature from the feature
generation block that are generated in the key concealment
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Algorithm 1 Key Reproduction

input : img′, imei′ = p′1 p
′

2 . . . p′64
output: k ′

Restore wCNN , wiLR
/* feature generation block */

imgc = ConvolutionalLayer(img)
m = MaxPoolingLayer(imgc)
for i = 0 to sk do

for j = 0 to 64 do
if p′j = 0 then

pf ij = −f
i
j

else
pf ij = f ij

/* key reproduction block */
for i = 0 to sk do

hi = pmi × wiLR
yi = sigmoid(hi)
if yi > 0.5 then

k ′i = 1
else

k ′i = 0

return k ′

FIGURE 5. Outputs of sigmoid function for ki = 0.

and key reproduction stages, respectively, and ki be i-th bit of
the k where 1 ≤ i ≤ sk .
• ki = 0: the sign of every component of pmci is changed
so that kmi = −pmci and sigmoid(kmi×w

i
LR) ≈ 1. How-

ever, as the step for changing the sign of the feature map
pmri is not included, the absolute values of pmri × wiLR
and kmi×wiLR are approximately identical, but the signs
are opposite. Accordingly, sigmoid(pmri×w

i
LR) is near to

0. Following the key determination rule, the reproduced
bit of the key is 0 (see Figure 5).

• ki = 1: opposed to 0, the signs of every component
of pmci are not altered; accordingly, kmi = pmci and
sigmoid(kmi × wiLR) ≈ 1. In key reproduction, the

FIGURE 6. Outputs of sigmoid function for ki = 1.

absolute values of pmri × w
i
LR and kmi × wiLR are iden-

tical. Furthermore, their signs are also almost identical.
Therefore, sigmoid(pmri ×w

i
LR) is close to 1. Following

the key determination rule, the reproduced bit of the key
is 1 (see Figure 6).

C. USE-CASE SCENARIO
In this section, we show the manner in which the DNNs-
based key concealment scheme could be applied in an IoT
environment. The example IoT environment contains a server
and IoT devices. We assume that the IoT devices used in our
scenario were produced with the server’s public key in the
manufacturing process. The detailed use-case scenario is as
follows:

1) The IoT devices are installed at specific places.
2) The noisy data collected from the IoT devices are

encrypted with the server’s public key and transmitted
to the server.

3) The server decrypts the encrypted noisy data from each
of the IoT devices and trains a key with the two noisy
data. The training method follows the one detailed in
Section III-B1. After the training is complete, the archi-
tecture and parameters of the DNN are transmitted to
each IoT device.

4) The IoT devices can reproduce a concealed key using
the architecture and parameters of the DNN if valid
noisy data are produced. The reproduction method is
described in Section III-B2.

Although adversaries obtain the architecture and parame-
ters of the DNN in 3), they cannot reproduce the concealed
key with the data. Because we employ the steady training to
prevent an adversary reproduce the concealed key. A detail
explanation is in Sec IV-B.
Remark: In this scenario, the server generates the crypto-

graphic keys for the IoT devices. However, this means that
the server could be the single point of failure. If the server is
attacked, it would put the IoT environment at a serious risk,
because the server generates all the keys used for the IoT
devices. If the learning process does not need to be delegated

204218 VOLUME 8, 2020



T. Kim et al.: DNNs Based Key Concealment Scheme

to the server, the cryptographic keys are generated by the IoT
devices, and therefore the server is not the single point of
failure.

To show that the scenario can be applied to the real
world, we run the key concealment scheme on IoT envi-
ronment and measure the execution time. We only mea-
sure the key reproduction time which are performed on IoT
devices, not a server. Samsung Galaxy S20 is employed for
an IoT device. The execution time of the key reproduction is
0.003, 0.007 and 0.016 seconds for each key size—64, 128,
and 256—.

IV. ANALYSIS
A. CORRECTNESS
In this section, we show that the DNNs-based key conceal-
ment scheme can reliably reproduce a concealed key regard-
less of the key size and does not reproduce a concealed
key when improper data are entered. In this experiment,
we employ the following data:
• proper images: almost equal images as the images
employed for concealing the key k .

• improper images: images dissimilar to the images used
to conceal a key. They are collected randomly in
Pixabay [9].

• proper IMEI numbers: IMEI numbers employed to con-
ceal the key k .

• improper IMEI numbers: a set of arbitrary bit strings.
Each set contains 1,000 data. The DNNs-based key con-

cealment scheme is implemented using TensorFlow [10].
And 3000 images, 3000 IMEI numbers and one key are
used for training the key concealment network. The exper-
imental results are presented in Table 1. We use the false
negative ratio (FNR) and the false positive rate (FPR) for
measuring the correctness. In our experiments, the FNR rep-
resents the probability of not reproducing a concealed key for
proper data. Additionally, the FPR shows the probability of
reproducing a concealed key in the case of improper data.
In case 1 presented in Table 1, the FNR is 0%,, thereby
implying that concealed key is reproduced reliable when
proper images and IMEI numbers are used. Furthermore,
the FNR for each key size—64, 128, and 256—shows a
same value, thereby implying that our instantiation can sta-
bly reproduce the concealed key regardless of the key size.
In cases 2,3 and 4, the FPR is 0%. It shows that our instan-
tiation does not reproduce the concealed key with improper

TABLE 1. Correctness.

data. In the experiments of [5], the FNR of case 1 was 0.1%,
0.6%, and 0.2% for 64, 128 and 256 key, respectively. And the
FPR of case 3 was 4.1%, 2%, and 0.8%. For the other cases,
the FPR was all zero. However, we obtain better results by
initializing weight values of feature extraction in a normal
distribution; in [5], the weight values are initialized in a
uniform distribution.

B. ROBUSTNESS
In Section IV-A, we showed that the instantiation conceals
a key and stably reproduces it for appropriate data. Here,
we present two security evaluation methods for verifying
the robustness of the scheme and our experimental results.
As described earlier, the secret and public data of our scheme
are as follows:
• secret data: proper noisy data employed for reproducing
the concealed key during key reproduction.

• public data: key reproduction mechanism including
building blocks of DNNs and its optimized parameters.

The two potential attack mechanisms are proposed for
guessing the concealed key using the public data.

1) An adversary can examine the possibility of key expo-
sure from the parameters in the key reproduction stage.

2) An adversary can use random inputs to gather a con-
siderable amount of results from the key reproduction
stage, and then employ statistical methods to reveal the
information of the concealed key.

Based on the two above-mentioned attack mechanisms,
we present two security evaluation methods.

1) WEIGHTS AGGREGATE EVALUATION
In this analysis, an attacker investigates the optimized param-
eters in the key reproduction stage and tries to identify infor-
mation of the concealed key. In the instantiation described in
Section III-B, the public parameters arewCNN andwLR.wCNN
is not related to the key; however, the weight of the key con-
cealment block, wLR, is closely related to the concealed key.
Therefore, the adversary can exploit the weight values. Let
wiLR = (wi1,w

i
2, . . . ,w

i
64) be the weight value related to the i-

th key bit reproduction in (b) in Figure 3 for 1 ≤ i ≤ sk . Now,
we simply aggregate all the components (wi1,w

i
2, . . . ,w

i
64) in

each weight value in {wiLR}
sk
i=1, and obtain {weightAggi}

sk
i=1 as

the result.

weightAgg1 = (w1
1 + w

1
2 + . . .+ w1

64)

weightAgg2 = (w2
1 + w

2
2 + . . .+ w2

64)

. . .

weightAggsk = (wsk1 + w
sk
2 + . . .+ wsk64)

Finally, the adversary determines the key bits as follows
(also refer to Algorithm 2):
• the i-th bit of the guessed key is determined as 1 if
weightAggi > 0

• the otherwise, the i-th bit of the guessed key is deter-
mined as 0
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Algorithm 2 Weight Values Aggregate Evaluation

input : {wiLR}
sk
i=1

output: An guessed key k ′

for i = 0 to sk do
weightAgg = 0
for j = 0 to 64 do

weightAgg = weightAgg+ wij
end
if weightAgg > 0 then

k ′i = 1
else

k ′i = 0
end

end
return k ′

We evaluate our instantiation with the images and IMEI
numbers to validate its correctness. We compare two cases in
which steady negative training or unsteady negative training
is employed using the Pearson correlation. The factors of a
steady negative training are described in Section III-B. Addi-
tionally, we show that if someone does not use the factors of
steady negative training, the information of the concealed key
can be partially exposed from the analysis of Algorithms 2.
The unsteady negative training data are generated carelessly
as follows:
• Factors of an unsteady negative training

– Authentic images: images identical to the ones
employed for positive training.

– Synthetic IMEI numbers: values reversing each bit
of the authentic IMEI numbers employed for posi-
tive training.

– Authentic key: a key identical to the one employed
for positive training

The Appendix A details the results of the experiment for
the concealed key size 64. In the Table 2, the aggregate of
weights weightAggi, guessed key bit and Pearson correla-
tion coefficient are presented for both steady and unsteady
negative training. In the case of steady negative training,
the Pearson correlation coefficient is approximately 0.09
between the concealed key and guessed key. It implies that
the guessed key is analogous to the randomly generated bit
strings, and therefore, there is no exposure of information
regarding the concealed key. In the case of unsteady negative
training, however, the Pearson correlation coefficient is 0.84.
This means that the guessed key contains a significant amount
of information regarding the concealed key.

2) STATISTICAL EVALUATION
Fredrikson et al. [11] presented an inversion attack that infers
training data by analyzing the outputs of machine learning
algorithms. Furthermore, they succeeded in regenerating face

images using APIs of facial recognition service. In the instan-
tiation we presented, there is a potential risk that an adversary
can infer the training data including images, IMEI numbers
and a key using the inversion attack. There are two ways of
extracting the concealed key using the inferred data. First,
by inferring the concealed key directly from the key repro-
duction outputs. Second, by inferring the training images
and IMEI numbers using the inversion attack and extracting
the key with key reproduction. In this evaluation, we focus
on the first scenario and regard the second scenario as an
open issue.

Based on [11], in the second evaluation, we assume that
an adversary uses the outputs of the key reproduction stage
to statistically extract a concealed key. The adversary can
randomly select the input data and perform key reproduc-
tion to produce the bit strings. Assuming that they collect
numerous random input data and execute key reproduction
several times, they can construct a set of keys. From this
set, they can count the number of 0 and 1 values at the
i-th bit of the entire key, with zeroNum and oneNum as the
results. Then they can set a key determination rule whereby
if zeroNum > oneNum, the i-th key bit is conjectured to be 0;
otherwise, it is conjectured to be 1. This statistical analysis is
described in algorithm 3.

Algorithm 3 Statistical Evaluation
input : Random images and IMEI numbers
output: An inferred key k ′

{zeroNumi}ski=1 = 0

{oneNumi}ski=1 = 0

while i < iteration do
candKey = keyReproduction(imgi, imeii)
for i = 0 to sk do

if candKeyi = 0 then
zeroNumi = zeroNumi + 1

else
oneNumi = oneNumi + 1

end
end

end
for i = 0 to sk do

if zeroNumi > oneNumi then
k ′i = 0

else
k ′i = 1

end
end
return k ′

Once again, the instantiation from Section III-B is ana-
lyzed using the images and IMEI numbers to confirm its
correctness.We now compare the two cases using the Pearson
correlation and show a potential risk of key exposure. The
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unsteady negative training data are generated carelessly as
follows:
• Factors of an unsteady negative training

– Authentic images: images identical to the ones
employed for positive training.

– Synthetic IMEI numbers: bit strings generated ran-
domly

– Authentic key: a key same as the one employed for
positive training

The Appendix B details the results of the experiment for
the concealed key size 64. In the experiment, we assume that
the attacker has 1000 arbitrary images and IMEI numbers.
In the Table 3, the number of 0 zeroNum, number of 1
oneNum, guessed key bit and Pearson correlation coefficient
are presented for both steady and unsteady negative training.
In steady negative training, the Pearson correlation coeffi-
cient is 0.1 between the concealed key and guessed key. This
implies that the guessed key is analogous to the randomly
generated bit strings, such there is no potential risk of key
exposure. In unsteady negative training, however, the Pearson
correlation coefficient is 0.58. This implies that the guessed
key includes a significant amount of information of the con-
cealed key.

V. OPEN ISSUES
To the best of our knowledge, this is the first attempt
to conceal a cryptographic key within a DNN. The
following unsolved questions remain require further
research.
• Networks architecture issues

– In instantiation, we employ a feature extraction of
CNN for extracting feature maps from images, and
a logistic regression to conceal the key. Notably,
the neural network architecture can be varied
depending on the noisy data used.

– We employ themethod of sign flipping to bind a key
with the output. This results in the best performance
in terms of correctness and robustness. However,
other methods could bemore efficient in some cases
when instantiation is not used.

• Noisy data issues
– We use images and outputs for concealing a key.

In IoT environments, numerous types of noisy data
could be collected from IoT devices.

– In biometric cryptosystems, noisy data including
fingerprints, faces and irises are used to generate
cryptographic keys. The noisy data can also be
employed in our scheme.

• Security evaluation issues
– There are four attack methods that are gener-

ally used in machine learning (ML); an inversion
attack [11], a poisoning attack [12], an evasion
attack [13] and a model extraction attack [14]. The
inversion attack (the model extraction, respectively)
tries to reverse the input data (extract the model
parameters, respectively) of a machine learning

training model by analyzing a deployed ML model.
The poisoning attack attempts to make misclassifi-
cation on training phase by compromising the data
collection, and the evasion attacker tries to generate
input data of an ML system not to make a correct
decision.

– Firstly, the threat analysis for the model extraction
is not necessary for our key reproduction, since the
involved parameters are public information. Instead
of this attack model, we have introduced the weight
aggregate security analysis to evaluate the key leak-
age possibility in the weight parameters of the key
reproduction.

– In our concept, the input data for training of the
key concealment is the noisy data (image and value
in the example of Section III) and the key to be
concealed. Our statistical security evaluation of
Section IV only focuses on the key leakage possi-
bility by analyzing the output of key reproduction
for random input. Therefore, the threat analysis for
the inversion attack of the noisy data still remain an
open issue.

– Because the training of the key concealment is
securely performed in the given use-case scenario
of Section III, and so it is unclear that the poi-
soning attack model should be considered. There-
fore, the further study to find a poisoning attack
scenario for our key concealment can be an open
issue.

– Lastly, in our key reproduction phase, the evasion
attack means that an attacker attempts to obstruct
the correct key extraction from the key reproduction
by modifying the environment obtaining the noisy
data, even if they don’t know this noisy input data
(this attack is a kind of the denial of service attack).
In our example of Section III, an IoT device uses
the outside image as its noisy input data of our
key concealment and key reproduction. Therefore,
the attacker may obstruct the key reproduction of
the device by physically add small thing within
the place around the device. Concrete attack sce-
nario and experimental proof can be a good further
study.

VI. CONCLUSION
In this paper, we propose a new DNNs-based key con-
cealment scheme for concealing cryptographic keys within
DNNs. To prove the feasibility of this approach, we present an
instantiation and a use-case scenario of the proposed scheme
and validate its correctness. We also present two fundamen-
tal security evaluation tools to check its robustness. Finally,
we state several open issues that require further study. To the
best of our knowledge, this is the first attempt at such an
approach.
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APPENDIX A
WEIGHT VALUES AGGREGATE EVALUATION OF UNSTEADY AND STEADY NEGATIVE TRAINING

TABLE 2. A comparison of unsteady and steady negative training in weight aggregate evaluation.
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APPENDIX B
STATISTICAL EVALUATION OF UNSTEADY AND STEADY NEGATIVE TRAINING

TABLE 3. A comparison of unsteady and steady negative training in statistical evaluation.
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