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ABSTRACT Query expansion (QE) has been widely used in electronic medical record (EMR) retrieval
for assisted diagnosis and clinical research. However, existing QE algorithms haven’t achieved satisfactory
performance in Chinese EMR retrieval, and one noticeable problem is that the weights of expansion terms
and retrieval scores have unreasonable factors for lack of the solid consideration of clinical needs. Here we
propose an algorithm of QE for Chinese EMR retrieval by improving expansion term weights and retrieval
scores. First, the weights of expansion terms are assigned with semantic similarities, category weights and
co-occurrence frequencies between expansion terms and multiple query terms. Then the retrieval scores
calculated by expansion terms are limited to reduce the query drift caused by high-frequency expansion
terms. Experiment results show that our method gets a 33.3% increase in the precision at top 10, a 90.4%
increase in the recall, and a 13.2% increase in MAP compared with four baselines. It proves that our
improvement scheme can ensure the accuracy of expansion term weights and decrease the query drift caused
by QE, which substantially improves the performance of Chinese EMR retrieval.

INDEX TERMS Electronic medical record, query expansion, word2Vec, co-occurrence, BM25.

I. INTRODUCTION
Nowadays, the values of medical data have attracted the
attention of medical researchers. In order to find specific
information from a massive amount of EMR data in a short
time, information retrieval (IR) techniques are introduced to
EMR systems and improve the efficiency of clinical work [1].
The strategies of IR are divided into database retrieval and
full-text search based on the structures of EMRs. For struc-
tured data, Structured Query Language (SQL) is often used to
get specified information from relational databases based on
keywords (query expression) in specific fields. For unstruc-
tured data, the algorithms of full-text retrieval, such as query
likelihood model and BM25 [2], are used to match relevant
documents. In clinical applications, there are still plenty of
unstructured EMR documents in EMR systems, although
they are expected to be structured by the criterion of the
documentation of the medical record. Besides, the knowledge

The associate editor coordinating the review of this manuscript and
approving it for publication was Gina Tourassi.

of SQL is difficult for clinical staff to master, so the rational
EMR data often are converted to document structures for the
convenience of retrieval in many cases [3]. Therefore, full-
text retrieval has been widely used in EMR retrieval and how
to improve the effectiveness of full-text retrieval has become
a hot research issue.

Nevertheless, we can’t ignore the differences and chal-
lenges of EMR retrieval compared with general IR tasks.
Altogether, there are problems of complexity and ambigu-
ity in the medical query [4]. On the one hand, the con-
tents of EMRs are dominated by professional medical terms,
so it’s complicated for users to search EMR documents
with accurate query terms. On the other hand, some EMR
documents may contain non-standard medical terms, and
users may get incomplete results with submitted query terms.
Thus, query expansion (QE) is considered an effective way
to deal with the problems. QE algorithms expand original
queries with relevant terms, and more relevant documents
will be searched, thus increasing the comprehensiveness of
retrieval [5].
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FIGURE 1. The Framework of the improved QE algorithm.

However, improper expansions for Chinese EMR retrieval
may lead to the problem of query drift [6], and there are three
main problems:

(1) The quality of selected expansion terms and the corre-
sponding weights from existing algorithms haven’t been high
enough to achieve satisfactory performances. First, the rel-
evance between expansion terms and multiple query terms
haven’t been considered [7], which may affect the perfor-
mance of multi-term queries. Second, the selected expansion
terms belong to different categories and should have different
weights to distinguish them.

(2) The documents with query terms may get lower
retrieval scores because some documents with expansion
terms may get higher scores due to high term frequencies [8].
Therefore, the retrieval scores of expansion terms should be
adjusted to ensure that the EMR documents with query terms
and synonyms can be ranked on top.

(3) As the characteristics of Chinese text, there are two
main differences in Chinese EMR retrieval compared to other
languages [9], [10]. First, Chinese terms are not directly split
by separators in sentences, so word segmentation is a crucial
task in many tasks. Therefore, not all language models are
proper for semantic similarity calculation of Chinese terms

due to the characteristic, although they have achieved great
performances in other languages. Second, there is a lack of
national wide terminology standard in Chinese EMRs, which
brings more difficulties to QE. In conclusion, the algorithm’s
design should consider these unique characteristics to ensure
the effectiveness of QE.

To solve the issues, we propose an improved algorithm
of QE for Chinese EMR retrieval, and the framework of
the improved QE algorithm is shown in Fig. 1, which is
composed of four steps. First, the algorithm extracts expan-
sion terms of all query terms from a high-quality Chinese
medical knowledge graph in OpenKG1 inspiriting by the idea
in [11]. Then the improved weights of expansion terms are
calculated by semantic similarities, category weights and co-
occurrence frequencies, and at most 20 expansion terms are
reserved for QE. Third, the reserved expansion terms and the
corresponding weights are added to the original query, and
the reformulated query is retrieved by BM25 [12]. Finally,
the retrieval scores of EMR documents are adjusted by pro-
moting the score proportions of query terms and synonyms.
Compared to other QE algorithms, our algorithm achieves

1http://openkg.cn/dataset/symptom-in-chinese
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a balance between precision and recall, by which QE can
achieve better performance.

The rest of the paper is presented as follows: In Section II,
the related work and the corresponding analysis are
described. Then the details of improved weight assignment
and retrieval score adjustment are presented in Section III and
Section IV. The experiment results and the related analyses
are given in Section V. Finally, we conclude the work and
propose some future research directions in Section VI.

II. RELATED WORK
Many methods have been proposed to improve the perfor-
mance of QE in EMR retrieval. According to the survey,
the process of QE can be divided into three steps: expansion
term extraction, weight assignment and term selection, and
query reformulation [5].

In order to confirm the quality of expansion terms, sev-
eral sources have been used for expansion term extraction,
including EMR documents in the retrieval process, hand-built
knowledge bases, and query logs [13]. Nguyen and Cao [14]
extract candidate terms from the documents returned by the
initial search. Aronson and Rindflesch [15] extract expansion
terms from UMLS, which contains many health and biomed-
ical vocabularies. Zhu and Carterette [16] leverage PubMed
query logs and extract expansion terms from similar queries.
Other related works are all devoted to selecting more relevant
expansion terms that are helpful to QE. It is noticed that the
extracted expansion terms may still contain noisy data, so the
subsequent steps are needed to filter the expansion terms of
low quality.

Weight assignment and term selection ensure high-quality
expansion terms for QE, and several methods have been
proposed. Lee et al. [17] use regression models to capture
linguistic and statistical properties to assign weights. Park
and Croft [18] select expansion terms and assign weights by
syntactic features extracted from dependency parsing results
of verbose queries. Xu et al. [19] use supervised term ranking
models and assigned weights based on learned term fea-
tures. Summarizing the existing research, we can see that
these methods ignore some unique characteristics of Chinese
EMR retrieval, and the training datasets needed by supervised
learning models are difficult to construct due to the cost of
manual labeling. Most methods only consider retrieval with
a single query term, which also leads to incomplete con-
sideration for the terms and weights. Therefore, the quality
of expansion terms and the corresponding weights can be
improved further.

Query reformulation is the last step of QE. The query is
reformulated by expansion terms to achieve better results
than the original query. In EMR retrieval, researchers have
been proposed several methods based on features of medical
language and clinical needs. Zhu and Carterette [20] use
Jensen-Shanon divergence for measuring expansion collec-
tions from different sources. Qiu and Frei [21] propose a
probabilistic query expansion model and calculate the sim-
ilarities between vectors of the query concept and expansion

terms. Jain et al. [22] append expansion terms to the original
query using Boolean operators and re-weigh expansion terms
based on relationships in UMLS. It is observed that existing
methods mostly focus on constructing reasonable expanded
queries based on clinical needs. However, the existing meth-
ods of query reformulation mostly consider the improvement
of queries and ignore the process of retrieval. Such may lead
the problem that the documents with weak relevance or even
no relevance occur on the top of the retrieval results due to
expansion terms [23].

In conclusion, existing researches have noticed some prob-
lems in QE and take measures to deal with them. However,
most existing QE methods for EMR retrieval still ignore
some characteristics of Chinese EMR retrieval, and the per-
formance of QE can be improved further. Therefore, our
work aims to analyze the weaknesses of QE algorithms for
Chinese EMR retrieval and make up for them to promote the
effectiveness of retrieval.

III. IMPROVED WEIGHT ASSIGNMENT OF
EXPANSION TERMS
Different expansion terms have different relevance to the cor-
responding query terms, so the corresponding weights should
be added to retrieval formulas to distinguish the importance
of expansion terms. Now many methods have been proposed
for weight calculation, and the semantic similarity calcula-
tion can achieve a more satisfactory performance compared
to other related methods [4], [24]. However, the direct use
of semantic similarities has limitations in the QE for EMR
retrieval, and we propose an improved scheme of weight
calculation for expansion terms to solve the existing prob-
lems. First, a medical corpus with various types of medi-
cal documents is constructed for language model training.
Second, we test three popular language models and select
the most proper model for semantic similarity calculation.
Third, the category weights are assigned by expert consul-
tation. Fourth, the co-occurrence frequencies of expansion
terms are calculated. Finally, the weights of expansion terms
are calculated with the combination of semantic similarities,
category weights and co-occurrence frequencies, and at most
20 expansion terms are reserved based on the weights.

A. MEDICAL CORPUS CONSTRUCTION
To calculate the co-occurrence frequencies and train lan-
guage models, we construct a medical corpus that contains
966883 medical documents from different sources, and the
corpus sizes are shown in Table 1. The corpus contains var-
ious types of medical documents to ensure the comprehen-
siveness of medical information. The details of the medical
corpus are described as follows:
• Medical textbooks: 43 sets of medical textbooks for

clinical medicine are selected, such as Surgery Textbooks and
Textbooks of Internal Medicine.
• Medical science articles from the Internet: 534853 arti-

cles are collected from authoritative public health websites.
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TABLE 1. Details of Corpus sizes.

TABLE 2. Details of category weights.

• EMRs from hospitals: 16029 EMRs extracted from the
Chinese Stroke Data Center (CSDC) are used for training.
CSDC has collected stroke patients’ EMR since 2011 and
played a crucial part in the national stroke prevention program
and stroke clinical research. It is declared that the EMRs are
only used for model training and algorithm evaluation. The
patients’ privacy data are removed before use, and the benefits
of the hospital won’t be harmed.
• Clinical guidance and expert consensus: 155 documents

of clinical guidance and expert consensus of various diseases
are collected from public online document platforms.
• Chinese wiki articles2: the public Chinese wiki data

are added to the training corpus for the effectiveness of
Word2Vec model.

B. MODEL SELECTION OF SEMANTIC
SIMILARITY CALCULATION
In order to select a proper model, we test three language
models—Word2Vec, GloVe, and BERT [25]–[27], which
are all widely used in semantic similarity calculation, and
we further compare CBOW and Skip-Gram [28]. CBOW,
Skip-Gram, and Glove are trained with the medical corpus
above, and an existing Chinese BERTModel3 is selected due
to experimental conditions [29]. As for the test procedure,
10 medical terms are selected as the benchmarks, and then
10 proper terms for QE, 10 improper but relevant terms that
are improper but relevant, and 10 irrelevant terms are selected
for every benchmark term. Finally, the average similarities
of every category are calculated based on the four models,
respectively, and the results are shown in Table 2.

It is noticed that CBOW and Skip-Gram can signifi-
cantly reflect the difference of terms belonging to different

2http://download.wikipedia.com/zhwiki
3https://github.com/ymcui/Chinese-BERT-wwm

TABLE 3. Details of category weights.

kinds, and CBOW performs a little better than Skip-
Gram. The performance of Glove is worse than CBOW
and Skip-gram, especially the similarity values of proper
terms. Surprisingly, the similarity values calculated by BERT
are very close, which can’t distinguish the terms of dif-
ferent kinds. By further analysis, the train of Chinese
BERT is based on single characters rather than words,
so the model can achieve good results in the similarity
calculation of phrases or articles with supervised learning.
However, it can’t work well in the similarity calculation of
Chinese terms with unsupervised learning. Thus, CBOW is
selected as the final language model for semantic similarity
calculation.

C. CATEGORY WEIGHT ASSIGNMENT
Asmentioned above, the category weights should be assigned
to enhance the effectiveness of expansion term weights.
As the category weights are subjective and depend on clinical
needs for EMR retrieval, we introduce the idea of expert con-
sultation to determine the category weights. Medical experts
can quantificationally estimate the importance of categories,
and the categories with greater clinical importance can get
higher weights.

We use the method of Delphi for reference [30] and dis-
tribute questionnaires to investigate the opinions of medical
experts. We select the categories of synonyms, hyponyms,
hypernyms, related diseases, related symptoms, related exam-
inations, related operations, and related drugs, which are all
common categories of expansion terms. In questionnaires,
the scores are set as 3, 1, 0,−1,−3 for every category, which
represent the importance of categories from high to low. First,
three medical experts are invited to evaluate every category
based on clinical needs for actual applications. Then we
perform statistical analysis of the questionnaire results and
distribute the questionnaires with first-round score statistics
for reference. Finally, 20 valid questionnaires are collected,
and the final category weights are assigned with the propor-
tion of total scores given by experts to the full mark, which
are shown in Table 3.

It is noticed that the weights of related examinations and
related operations are not shown in Table 1 because the cor-
responding calculated weights are negative, which indicates
that the two categories are not proper and should not be
selected for QE.
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D. CO-OCCURRENCE FREQUENCY CALCULATION
The concept of word co-occurrence was created in 1959 [31]
and has been widely used for theme identification [32].
We assume that the expansion terms with high co-occurrence
frequencies are thematically similar to the query and likely
to appear together with the query terms in the same docu-
ment. These terms can be considered helpful in finding more
relevant EMR documents to the query. Thus, co-occurrence
frequencies with multiple query terms can be combined with
semantic similarities and category weights to improve the
quality of weights.

The calculation formula of co-occurrence frequencies is
shown as follow:

co (t,Q) =

∑
Q
nd (q∩t)
nd (q∪t)

comax(T )
(1)

where t represents the expansion term, Q represents the set
of query terms, T represents the set of expansion terms of
Q, q represents a single query term in Q, co_max(T ) is the
maximumvalue of co-occurrence frequencies. In the formula,∑

Q
nd (q∩t)
nd (q∪t)

is the sum of co-occurrence frequencies with all
query terms, and then it is divided by the maximum co-
occurrence value of all expansion terms, by which the final
value can avoid being too small.

Besides, the indexing technique is needed to ensure real-
time response in clinical applications. Due to the huge size
of the medical corpus, the retrieval system is designed to
extract common medical terms from EMRs and calculate
co-occurrence frequencies between every two terms during
free time. Then the frequencies are stored in databases, and
the system can calculate the adjusted weights of common
expansion terms in real-time. If the co-occurrence frequency
cannot be found in the database, the system calculates the co-
occurrence frequency in EMRdocuments for timesaver. After
the retrieval, the system re-calculates the corresponding fre-
quency in the corpus and adds it to the database in free time.

E. FINAL WEIGHT CALCULATION AND
EXPANSION TERM RESERVATION
Based on the above studies, a formula is designed to calculate
the final weights, which is shown as follow:

w (t) =

√
c (t) ∗

sim (qt , t)+ co (t,Q)
2

(2)

where sim (qt , t) is the semantic similarity between qt and
t , which is calculated by the CBOW model, and c (t) is the
category weight of t . In the formula, the average value is cal-
culated to synthesize the contribution of semantic similarity
and co-occurrence frequency to the weight, and the category
weight is multiplied to add the importance of the correspond-
ing category into theweight. Finally, themultiplication values
are adjusted by square-root to increase the numerical values.

After the calculation, at most 20 expansion terms are
reserved according to the previous study [33]. There is a
worth noticing point that synonyms are semantically closer

to the query than other expansion terms [34]. If the expan-
sion terms are filtered as a whole, some synonyms may be
removed, and the quality of expansion terms are decreased.
Thus, we divide the expansion terms into synonyms and other
expansion terms in the process of reservation. At most 20
synonyms are reserved according to the rank of weights. If the
number of synonyms is less than 20, the remaining terms are
extracted from other expansion terms based on the weights.

IV. RETRIEVAL SCORE ADJUSTMENT
After the weight assignment, the expansion terms and the
corresponding weights are added to the query. However, most
IR algorithms are based on the frequencies of query terms in
documents. If used for QE, such algorithms lead to a problem
that documents with high-frequency expansion terms may be
ranked on top or even ahead of the documents with query
terms. Therefore, the retrieval scores of expansion terms
should be adjusted for the performance of QE. In this section,
we first introduce the details of the adjustment scheme. Then
we propose an improved algorithm of EMR retrieval based
on the adjustment scheme.

A. DESIGN OF ADJUSTMENT SCHEME
Not all expansion terms cause query drift. As mentioned
above, synonyms have the same semantics as the corre-
sponding query terms. Especially if the query contains non-
standard medical terms, QE with corresponding standard
terms will significantly improve both precision and recall of
EMR retrieval. Thus, we should take different strategies for
different expansion terms.

The expansion terms are divided into synonyms and other
expansion terms, then the synonyms are combined with
the query terms. For a convenient description in the paper,
the synonyms and query terms are denoted as QS terms, and
other expansion terms are denoted as Oth terms. With the
analysis of users’ retrieval intents, the importance ofQS terms
should be higher than Oth terms, so the score proportions
of QS terms should also be adjusted higher. The adjustment
scheme contains three factors:

(1) If the documents contain no Oth terms, the retrieval
score is unadjusted.

(2) If the documents contain only Oth terms, the retrieval
scores should be adjusted lower than the scores of QS terms
in all retrieved documents.

(3) The retrieval scores of Oth terms should be lower than
the scores of QS terms.

B. DESIGN OF IMPROVED RETRIEVAL ALGORITHM
As mentioned in the description of the algorithm framework,
BM25 is selected as the baseline algorithm for our improve-
ment. The formulas are described as follows:

score (d,Q) =
n∑
i=1

IDF (qi) ∗ R(qi|d) (3)

IDF (qi) = log
N − n (qi)+0.5
n (qi)+0.5

(4)
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R (qi | d) =
fi (k1 + 1)
fi + K

=
fi (k1 + 1)

fi + k1
(
1− b+ b dl

avgdl

) (5)

where IDF (qi) isthe inverse frequency of qi, R(qi|d) is the
retrieval score of qi in d, N is the total number of documents
in the index, n (qi) is the number of documents that contain
qi, fi is the term frequency of qi in d, k1 and b are adjustment
factors, dl is the length of d, avgdl is the average length of
all documents in the index. k1 is set as 1.5, and b is set as
0.75 based on experience.

According to the demand of QE and the adjustment
scheme, the expansion terms and corresponding weights are
added to the calculation of retrieval scores. Then the idea of
sigmoid functions [35] is introduced for the score limitation
to Oth terms. The formulas of the improved algorithm are
shown as follows:

score (QS|d) =
∑
t∈QS

IDF (t) ∗ w (t) ∗ R (t | d) (6)

score (Oth|d) =
∑
t∈Oth

IDF (t) ∗ w (t) ∗ R (t | d) (7)

H (t) =

{
score (QS|d) t > 0
mind ′εD

(
score

(
QS|d ′

))
t = 0

(8)

S (x) =

{
1
/
1+ e−x x > 0

0 x = 0
(9)

score′(Oth|d) = H (score (QS|d)) ∗ S (score (Oth|d))

(10)

score (Q+ E|d) = score (QS|d)+ score′(Oth|d) (11)

where w (t) is the weight of t and w (t) = 1 for all
query terms, score (QS|d) is the retrieval score of QS
terms in d , score (Oth|d) is the original retrieval score
of Oth terms in d , H (t) is the upper bound value of
adjustment and mind ′εD

(
score

(
QS|d ′

))
is the minimum of

score
(
QS|d ′

)
inD, S (x) is the constraint function for adjust-

ment, score′(Oth|d) is the adjusted retrieval score of Oth
terms, score (Q+ E|d) is the final retrieval score of d .

In the above functions, S (x) is the modified sigmoid func-
tion, which is a type of squashing function and can limit the
output to a range between 0 and 1. The input is the original
retrieval score of Oth terms, and the output is the proportion
of score adjustment. As the original score is in [0,+∞)
and the output should be set 0 when the original score is 0,
the sigmoid function is transformed accordingly. It is noticed
that the output values are in (0.5, 1) when the original score is
not 0, which is shown in Fig. 2. Thus, the function ensures that
the adjusted scores are limited and not too small meanwhile.
H (t) defines the upper bound values according to the

adjustment scheme. The input is the retrieval score of QS
terms in a retrieved document, and the function is designed
as a piecewise function so that it can return the correspond-
ing upper bound value, which is cooperated with S (x) for
adjustment later.

The process of final score calculation is divided into three
steps. First, the original scores of QS terms and Oth terms

FIGURE 2. The graph of S (x). The function can limit arbitrary input values
without the change of relative sizes.

are calculated with the addition of the corresponding weights.
Second, the two scores are correspondingly input into H (t)
and S (x) for the calculation of adjusted retrieval score of Oth
terms. Finally, the adjusted score is added with the retrieval
score of QS terms, and the result is the final retrieval score of
the retrieved document.

V. EXPERIMENT AND RESULTS
In this section, our algorithm is compared with other popular
algorithms of QE. Then we report our evaluation and discuss
our findings.

A. DATASETS
First, the stroke patients’ EMR documents from CSDC
are used for evaluation. Second, a Chinese medical knowl-
edge graph in OpenKG is downloaded for the extraction
of expansion terms. The knowledge graph is composed
of 135485 entities and 617499 triples, from which various
types of expansion terms can be extracted for QE [36].
Finally, the CBOW model trained with the medical corpus is
used for semantic similarity calculation. Based on experience,
the vector dimension is set as 400, the window size is set as 5,
and the word number of negative sampling is set as 10.

B. BASELINES
Our algorithm is compared with four benchmark algorithms.
The details are described as follows:

1) CO-OCCURRENCE
The exclusive use of co-occurrence frequencies is widely
used in QE. Here we adopt the method of Jain et al. [22],
bywhich 20 expansion termswith top co-occurrence frequen-
cies are selected from the medical corpus, and the weights are
calculated based on the co-occurrence frequencies, which are
shown as follows.

co (e, q) =
∑
q,e∈C

f (q ∩ e)
f (q ∪ e)

(12)

w (e) =
co (e, q)

max (co (e, q))
(13)

where f (q ∩ e) is the number of documents that contain both
the expansion term and the query term, and f (q ∪ e) is the
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number of documents that contain the expansion term or the
query term.

2) SEMANTIC CORRELATION
Here we consider the semantic correlation in medical knowl-
edge graph and adopt the method of ALMasri et al. [37] to
extract 20 expansion terms with strong semantic correlations.
The basis of term selection and weight assignment is shown
as follow:

SIM (q, e) =
|I (q) ∩ I (e)| + |O (q) ∩ O (e)|
|I (q) ∪ O (q)| + |I (e) ∪ O (e)|

(14)

whereRq is the document set with the feedback of the original
query, df (t,Rq) is the number of documents where e occurs,
idf = N

df (e,C) , where N is the document number in the
collection and df (e,C) is the document frequency of the
expansion term in the collection.

3) SCORING FUNCTION
Here the scores of expansion terms are calculated based on the
term frequencies of the original retrieval results. The method
of Paik et al. [38] is used to select 20 expansion terms and
assign the correspondingweights, and the formulas are shown
as follows:

SC
(
e,Rq

)
= log2 (df

(
e,Rq

)
)× idf (e,C) (15)

w (e) =
SC (e,Rq)

max (SC (e,Rq))
(16)

whereRq is the document set with the feedback of the original
query, df (t,Rq) is the number of documents where e occurs,
idf = N

df (e,C) , where N is the document number in the
collection and df (e,C) is the document frequency of the
expansion term in the collection.

4) KULLBACK-LEIBLER DIVERGENCE
Kullback-Leibler Divergence (KLD) is a definition to mea-
sure the relative entropies and has been used in natural
language and speech processing applications. Here the idea
of Carpineto et al. [39] is used to calculate the weights of
expansion terms and select the top 20 expansion terms based
on the deformation formula of KLD, which is described as
follow:

ScoreKLD (t) =
∑
t∈V

p (t |DR) · log
p (t |DR)
p (t |DC )

(17)

where V represents the sets of expansion terms. p (t |DR)
is the probability of occurrence of t in the PRF documents.
p (t |DC ) is the probability of occurrence of t in the document
collection.

C. EVALUATION PROCESS
First, 10 queries with multiple terms are constructed for
experiments based on the needs of clinical diagnosis and
clinical scientific research for EMR retrieval. Due to the
cost of the manual evaluation, we haven’t constructed more
queries. As the EMR documents for evaluation are selected

TABLE 4. Details of queries.

from China Stroke Data Center, the 10 queries are carefully
designed based on the typical characteristics of stroke patients
and can be considered representative for retrieval evaluation.
The queries are composed of diseases and symptoms, which
clinicians use for assisted diagnosis and clinical research
frequently. Besides, some non-standard but frequently-used
terms are designed into queries to verify the validity of QE.
We confirm that the opinions of clinicians have been fully
considered in the design of queries, and all queries meet
actual clinical needs. The details are shown in Table 4.

Second, the corresponding expansion terms of every query
are extracted, and the expansion term weights are calculated
by every algorithm. Then the EMR documents are retrieved,
and the retrieval results of all the algorithms mentioned above
are acquired.

Third, we make questionnaires and invite three experts in
medical informatics to evaluate whether the document in the
results is relevant or not. In the questionnaires, we set options
for every retrieval result, and experts give opinions for results
based on clinical needs. Then the golden standards of EMR
retrieval are proposed based on the summarization of the
opinions of medical experts,

Finally, the precision at top 10 (P@10), recall (R), and
mean average precision (MAP) are selected for evaluation.
Thesemetrics are all widely tomeasure the performance of IR
algorithms[40]. P@10 measures the accuracy of algorithms,
R measures the comprehensiveness, and MAP evaluates the
accuracy based on the rank of retrieval results.

D. OVERALL RESULTS
The overall results are shown in Table 5.
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TABLE 5. Experimental results on our algorithm and baselines.

TABLE 6. Experimental results in performance analysis.

Our algorithm achieves the best performance in all metrics,
which confirms that the algorithm can significantly improve
the performance of EMR retrieval. Compared to the best
metrics among baselines, our algorithm gets a 33.3% increase
in the precision, a 90.4% increase in the recall, and a 13.2%
increase in MAP. The dramatic increases of metrics show
that the improved weights and adjusted retrieval scores can
satisfy the requirement of QE and promote the accuracy and
comprehensiveness of EMR retrieval, which is helpful in
promoting the effectiveness of clinical applications.

E. PERFORMANCE ANALYSIS OF WEIGHT ADJUSTMENT
AND RETRIEVAL SCORE ADJUSTMENT
Here the performances of improved weight assignment and
retrieval score adjustment are analyzed further. The basic
framework of our algorithm is reserved, and the strategies
are gradually added to the framework. Three algorithms are
designed for performance analysis, and the details of which
are described as follows:

1) THE ALGORITHM WITH NO STRATEGY
The algorithm is designedwith no strategy. That is, the expan-
sion terms are selected from the same medical KG, and the
corresponding weights are calculated by cosine similarities
based on the trained CBOW model with the medical corpus.

2) THE ALGORITHM WITH IMPROVED WEIGHT ASSIGNMENT
The algorithm is designed with improved expansion weights,
and the retrieval scores are not adjusted.

3) THE ALGORITHM WITH RETRIEVAL SCORE ADJUSTMENT
The algorithm only adjusts the retrieval scores, and the
weights are directly calculated by cosine similarities.

The results are shown in TABLE 6.
The algorithm with no strategy gets the highest recall

and the lowest P@10 and MAP compared with baselines,

which shows that the extracted expansion terms frommedical
knowledge graphs by cosine similarities can cover more rele-
vant terms, but the corresponding weights are not proper. The
results also show that the single improved weight assignment
and the retrieval score adjustment can both promote the per-
formances of QE, and the improved weight assignment gets
more superior metrics than retrieval score adjustment, which
confirms that the proper weights are important to the quality
of QE. Finally, the full algorithm gets better metrics than
the other algorithms, which indicates that the combination of
improved weight assignment and retrieval score adjustment
can improve the performance of QE more significantly with-
out any negative effect on each other.

F. RESULT DISCUSSION
It is first noticed that all baselines get similar values of
P@10 and R, and it shows that the selected expansion terms
have similar contributions to QE, although the expansion
terms are extracted from different sources. Besides, the values
of R and MAP of KLD are highest among the four baselines.
It shows that the expansion terms from the top retrieved
documents are more effective, and the weights calculated by
KLD are more proper compared with another three baselines.
It also reflects that the method of PRF is helpful for QE
of EMR retrieval, and the idea can be integrated into our
algorithm in future work.

Our algorithm gets the highest promotion in the recall,
which shows that our reservation strategy with the improved
expansion term weights is effective for selecting expansion
terms with high qualities. Also, the promotions of P@10 and
MAP show that the improved weight assignment and retrieval
score adjustment ensure the accuracy of EMR retrieval based
on the comprehensiveness of retrieval results. Thus, our algo-
rithm decreases the influences of complexity and ambiguity
in EMR retrieval, which can help clinical staff find accurate
and comprehensive information from EMRs in a short time
and has important significance in clinical applications.

By further analysis, the reason for the improved perfor-
mance can be concluded as follows:

First, the algorithm combines semantic similarities, topic
similarities and category weights into weight assignment so
that the weights of expansion terms are more comprehensive.
Specifically, semantic similarities can ensure that the selected
expansion terms are semantically close to the query terms so
that the expanded query and the original query have the same
meaning. Topic similarities enhance the correlation between
the expansion terms and the queries with multiple terms, and
the experiment results also show that the consideration of
topic similarities can significantly improve the performance
of multiple-term retrieval of EMRs. The category weights by
expert consultation introduce the medical knowledge into the
weight assignment, which increases the clinical significance
of weights and adds the rationalities of QE. Therefore, our
strategy of weight assignment takes full consideration of the
characteristics of EMR retrieval and achieves satisfactory
performance.
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Second, the algorithm adjusts the retrieval scores based on
the characteristics of expansion terms, which makes up for
the limitations of a single adjustment of queries. Experiment
results show that the single adjustment of retrieval scores can
slightly promote the performance of QE, and the combina-
tion of improved weights and adjusted retrieval scores can
further promote the performance significantly, especially R
and MAP, which can prove that our adjustment scheme can
help users get useful information in the top retrieval results.

In conclusion, the improvements for QE promote the accu-
racy and comprehensiveness of EMR retrieval, which has
important clinical significance. However, it can’t be ignored
that there are still weaknesses in our research. On the one
hand, some removed expansion terms have strong relevance
to the top documents and are helpful for QE. On the other
hand, there are plenty of negated, hypothetical, and historical
terms in EMRs, and the strategies of term match can’t ensure
high precision of retrieval. Therefore, the strategy of expan-
sion term classification should be optimized further, and the
different semantics in EMRs needs to be considered in the
future.

VI. CONCLUSION
In this paper, we propose a QE algorithm based on improved
expansion term weights and adjusted retrieval scores. Our
algorithm considers the characteristics of Chinese EMR doc-
uments and the clinical needs of EMR retrieval, so it has
significant improvement in accuracy and comprehensiveness.
In the future, our research will further focus on the structures
of Chinese EMRs and improve the QE algorithm to help
clinical staff to conduct clinical applications better.
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