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ABSTRACT As a new paradigm of network architecture, Software Defined Networking (SDN) has been
used in a large number of scenarios because it realizes flexible and efficient fine-grained flow control of the
network, and promotes the evolution of the network to a programmable and scalable direction. However,
the transition of the traditional networking model to SDN architectures poses scalability issues due to the
limitation of the flow-table in size. Facing the traffic explosion on future networks with resource-constrained
architectures, the storage space of the flow-table is not enough to bear so many flow-entries so that it not
only causes performance degradation in data delivery but also results in scalability and cost-efficiency issues.
To address this issue, in this article, we propose a solution to expedited evict the invalid flow-entries by
detecting the disconnect messages of connection-oriented protocols such as Transmission Control Protocol
(TCP) and Stream Control Transmission Protocol (SCTP) based on SDN controller and OpenFlow or
programming protocol-independent packet processors (P4) switches. The behavior of detection is achieved
by adding a specific SDN ruleset within the transport-layer in between the controller and switches. Different
from the original timeout solutions, our scheme can delete invalid flow-entries in time according to the
transmission layer disconnection instead of relying on the original timeout mechanism. Through a series of
simulation results. we also demonstrate the superiority of our proposed solution in reducing the flow-entries

occupancy and control overhead on controller, and improving the table-miss rate.

INDEX TERMS SDN, TCP, SCTP, P4, flow-table, eviction, scalability.

I. INTRODUCTION

At present, with the explosive growth of various networks
and applications, networks and services are becoming more
and more complex and diverse than ever before. In the
context of such network environments, how to quickly and
dynamically build networks, rapidly deploying services, and
efficiently establishing connections are still critical to the
future [1]. In order to solve the problems faced by the cur-
rent traditional network, around the world researches have
begun on the next generation of the Internet, such as GENI
(Global Environment for Network Innovations) [2] in the
United States, FIRE (Future Internet Research and Experi-
mentation) [3] in the European Union and so on. Based on
the preliminary works that have been carried out, ForCES
(Forwarding and control element separation) [4], 4D archi-
tecture [5], RCP (Routing Control Platform) [6], SANE
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(Secure Architecture for the Networked Enterprise) [7], and
Ethane [8] are the most notable examples that share the details
of implementation and measured performance of concrete
network designs.

As a new paradigm of network architecture, SDN (Soft-
ware Defined Networking) enhances the flexibility and open-
ness of the network. In 2008, OpenFlow [9] was proposed and
gradually extended it to the SDN. Its basic attributes include
the concept of control-data split, logically centralized control
of networks, and flexible open interface to program under-
lying network infrastructure, where the northbound interface
implements efficient bearer for services, and the southbound
interface controls the forwarding and packet processing of
network devices through the open standard protocols such as
OpenFlow.

One of the advantages of SDN being able to develop so
quickly is that SDN allows fine-tuned control of flows and
achieves managing every flow individually. New controller
applications usually take advantage of this and proactively
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install rules for new flows [9], [10]. However, this level of
granularity will cause the problem of SDN scalability due to
the large scales and high load network traffic. This is because
the SDN switches widely use ternary content addressable
memory (TCAM) to store their forwarding rules given by
an SDN controller currently. Practically, the size of TCAM-
based flow-table in an SDN switch is restricted to a few
hundred or at most thousand [11]-[13] of entries due to manu-
facturing cost and high-power consumption. The limited size
of the TCAM-based flow-table is not sufficient to manage the
massive data flows in a large-scale network, which may result
in the flow-table overflow problem [9], [11], and decreases
the feasibility to implement a large-scale SDN [14], [15].
But the SDN controller might need to install at least one
flow-entry per flow in each switch along the end-to-end path
used by the flow to realize per-flow based fine-grained traffic
control. This mechanism will consume the available TCAM
space on SDN switches quickly under heavy traffic load con-
ditions [15], [16]. Therefore, as the network scale increases,
the available TCAM space will be consumed quickly by
all the flow-entries generated during the operation of the
SDN network, which will further restrict the network scale
and application diversity. Generally, the invalid flow-entries
are removed from flow tables in two ways, either at the
request of the controller or via the flow expiry mechanism
of the switch. Practically, the flow expiry mechanisms (e.g.,
hard-timeout or idle-timeout) play a major role in the reg-
ulation of flow-table space, without major relying on the
controller. However, to choose a suitable timeout value is
a complicated work: long timeouts will increase the stor-
age burden for the TCAM space on SDN switches due to
flow-table occupancy. On the contrary, small timeouts might
result in unnecessary control signaling traffics [9], [17] just
like that removed by the controller approach.

In this article, we have abandoned the approach relying
on the timeout to delete expired flow-entries, and propose
an expedited invalid flow detection and eviction scheme that
focuses on connection-oriented protocols such as Transmis-
sion Control Protocol (TCP) and Stream Control Transmis-
sion Protocol (SCTP) in the typical IP-based SDN framework
today. Our solution is based on the following technique: we
expedite the eviction of invalid flow-entries by detecting the
termination from connection-oriented protocols. We rely on
detecting the transport-layer disconnect messages such as the
TCP-FIN and SCTP-SHUTDOWN-COMPLETE to instruct
that the TCP and SCTP flows are terminated respectively.
We compare our expedited eviction solution with current
OpenFlow ordinary operations (i.e., hard timeout and idle
timeout) on two different scenarios. The series of simulation
results show that this simple change has a major impact on
reducing the flow-table occupancy and significantly improves
the scalability of SDN for future requests.

The remainder of the paper is organized into the following
sections. In Section II, the background and the related works
are described. In Section III, we discuss the mechanism of our
proposed scheme. In Section IV, we present the simulation
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environment and evaluate the impact of our proposed scheme
and ordinary operations on the flow-table occupancy in dif-
ferent scenarios. Finally, Section V summarizes our work.

Il. BACKGROUND AND PREVIOUS WORKS

This section begins with a brief introduction to the mecha-
nism of OpenFlow timeout and then introduces the previous
works and researches which focus on addressing the scalabil-
ity of SDNs.

A. THE FLOW EXPIRY MECHANISMS AND THEIR
DISADVANTAGES

The flow-entries are usually removed from flow-tables in
two ways in Openflow-based SDNs, either at the request of
the controller (centralize approach) or via the switch flow
expiry mechanism (decentralized approach). The switch flow
expiry mechanism is running by the switch independently
of the controller and is based on the state and configura-
tion of flow-entries [9], which is mainly associated with the
hard_timeout and idle_timeout existing in each flow-entry.
For the hard_timeout, the non-zero hard_timeout field will
cause the specific flow-entry to be evicted after the flow-entry
has exceeded the pre-configured survival time, no matter
whether the flow-entry is needed to match the follow-up
traffic later on. Hence, the hard_timeout is the absolute
time that the flow-entry is removed from the switch. For
the idle_timeout, the switch must record the last matched
packet’s arrive time which is associated with the flow-entry
when the idle_timeout field is a non-zero value, because
the switch will actively remove the flow-entry from the
flow-table, if no packet matches the flow-entry exceed
the given idle_timeout period. That is, the idle_timeout is
the relative time that the flow-entry is removed from the
switch. If the two timeout fields are different, such as one
is a zero field and another is a non-zero field, then the
flow-entry will be removed depending on the timeout mode
of the non-zero field. And when the field of both timeout
fields are the non-zero values, the selection of the flow-
entry deletion mode mainly depends on the values of the
hard_timeout and the idle_timeout. If idle timeout is less
than hard_timeout, the switch deletes the flow-entry when
no packet matches the flow-entry during the idle_timeout
period; the switch still evicts the flow-entry when the flow-
entry exceeds the hard_timeout, even if a packet has matched
the flow-entry during the idle_timeout period. In contrast,
if idle_timeout is greater than hard_timeout, the switch evicts
the flow-entry from the flow table when the hard_timeout
period has arrived before the idle_timeout period, and option-
ally notifies the controller the flow was removed [18].

From the above description, we can clearly aware that the
hard_timeout is not flexible enough, which cannot be efficient
for dealing with dynamically changing traffic patterns. For
example, if a frequently matched flow-entry is removed due
to a hard_timeout, then the packet that should match this
flow-entry will trigger the Packet —In event, increasing the
burden on the controller. Therefore, the controller typically
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sets an idle_timeout for the flow-entry, not a hard_timeout.
However, there is a tradeoff between a long idle_timeout and
a short idle_timeout, and different SDN networks have dif-
ferent requirements for the value of idle_timeout, so it is not
optimal to rely on idle_timeout to delete invalid flow-entries.
Hitherto, various values of hard_timeout have been employed
in SDN switches, reasonable ranging from 5 seconds [19] to
60 seconds [20].

B. PREVIOUS WORKS

The research on flow expiry and eviction mechanisms for
SDN have been inspired by the limited size of the flow-table
and increased burden of the controller with incremental
stale flow-entries. Since there are several limitations for
flow expiry mechanisms to detect flow completion precisely,
the available flow-table space is occupied by a certain amount
of invalid flow-entries before they are evicted. As a conse-
quence, SDN decreases the level of scalability by providing
an ineffective way of maintaining the invalid flow-entries in
accordance with the SDN specification. The scalability of the
SDN switch thus has been recognized as the barrier of SDN
technology, currently, there is plenty of existing works have
been proposed to improve the effective management of the
flow-tables by increasing the flow-table space utilization.

In [21], the DIFANE architecture is proposed, which
divides the SDN switches into two categories: ordinary
switches and authority switches. All the SDN network flow-
entries are stored in authority switches uniformly, and the new
flow-entries are stored in ordinary switches. When the new
flow-entries fail to match in the ordinary switches, the ordi-
nary SDN switch sends a request to the authoritative SDN
switch obtaining the corresponding flow-entries to complete
the forwarding work.

Similar to DIFANE, the authors in [22] addressed the
scalability of SDN by adding SDN software switch. The SDN
software switch is used to process new flows that cannot be
processed by the ordinary switch and store most of the flow-
entries. However, during the operation of the SDN network,
network traffic is dynamically changed, so these two schemes
will bring great challenges to achieve storing all flow-entries
in switches.

A dynamic timeout control algorithm is proposed in [23],
which the controller collects various traffic parameters from
the switches and predicts the inter-arrival times of packets in a
flow, the idle_timeout value of each flow is thus dynamically
adjusted by the controller according to the traffic information
of the switches without modifying the switch configuration.

The authors in [24] proposed a scheme that uses a specula-
tive mechanism to predict whether a flow entry has expired,
and thus can remove the corresponding flow entry from the
switch in advance.

Based on a similar ideal, SmartTime was proposed in [25]
based-on an adaptive timeout heuristic algorithm to calculate
the most appropriate idle_timeout value individually for each
practical flow instead of setting the same timeout value to
each flow at the switch. This scheme sets and adjusts the
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value of idle timeout by observing the interval of the arrival
of the adjacent packet to the switch, resulting in reason-
able utilization of the TCAM. At the same time, when the
flow-table is about to overflow, the scheme randomly deletes
the flow-entries in the flow-table to increase flow-table space
usage. However, there is a great risk of causing the flow inter-
ruption to occur since the flow-entry is randomly removed,
increasing the load of the SDN controller and reducing the
performance of the SDN network.

A flow table management method is proposed in [26],
which the caching algorithm based on least-recently-used
approach is employed to keep flow entries in SDN switches
as long as possible. In the proposed scheme, an invalid flow
entry is evicted when its age reaches a certain threshold,
rather than when its idle_timeout expires. The switch adjusts
its cache size according to the vacancy of flow table and the
controller thus determines the packet forwarding path through
the switches by referring to the vacancies.

The author in [27] propose a SofTware-defined Adaptive
Routing (STAR), to mitigate switch flow table overloading
issue, which SDN controller collects the real-time flow-table
utilization from each switch, intelligently evicts invalid
flow-entries when needed to accommodate new flows, and
selects routing paths for new flows based on flow-table uti-
lizations of each switch across the network, thus maximizing
network scalability and throughput.

The author in [28] also propose a dynamic routing
approach named DIFF that differentiate flows based on their
impact on network resource and adaptively selects appro-
priate routing paths for them to balance the utilization of
flow tables globally, and to mitigate the problems of flow-
table overflow and inefficient bandwidth allocation, while
increasing network throughput.

In [29], the authors propose a dynamic way to allocate
an adaptive hard_timeout value for each flow entry which
reflects the distinct flow characteristics including predictable
and unpredictable flows. Compared to statically allotted hard
timeout, the dynamically allotted hard timeout approach
performs better performances.

The Tag-In-Tag [30] scheme is proposed by
S. Banerjee et al., which uses the path tag and the flow
tag to identify the flow forwarding path and flow-entry in
the network. Compared to flow-entries, Path Tag and Flow
Tag use fewer bit bytes, occupying less flow-table space.
However, there is a defect in this solution, which modifies
the internal physical structure of the SDN network switch,
and it is not conducive to promote in the actual networks.

In [31], the authors propose an SDN-based TCP congestion
control mechanism—SDTCP, which can accurately decel-
erate the rate of background flows by measuring the TCP
traffics through detecting the TCP flags such as SYN, ACK,
and FIN via SDN/Openflow technologies.

The concept in [32] is follow a similar approach for solving
the problem of SDN scalability, which presents a hybrid flow
rule placement approach, where the flow hit ratio and flow
table occupancy are used for flow classification. Based on
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the classification, two schemes focusing on TCP flows and
non-TCP flows are proposed, respectively. For TCP flows,
they consider FIN and RST flags to be the last packet and
remove the related flow-entries after that. For non-TCP flows,
this approach comes at the cost of missing the first few
non-TCP flows and installs the related flow-entries only when
it exceeds a predetermined number of packets. However,
the authors of the paper did not provide a detailed description
of how to implement this mechanism, just simply introduce
an idea. In contrast to it, in our proposed scheme, we not
only detail the implementation principle but also evaluates the
comprehensive performance of the proposed scheme such as
the maximum number of flows per network and table-miss
rate.

Following a similar approach again, the article [33]
proposes a flow entry removal scheme based on programming
protocol-independent packet processors (P4) technology.
After the P4 switch parses the TCP header and checks the
FIN or RST flags. The P4 switch thus can determine whether
a TCP connection has closed, and remove the corresponding
invalid flow entry and send a notify message to the controller.

lll. PROPOSED SCHEME

It is well known in the networking industry that the
connection-oriented transport-layer protocol needs to estab-
lish a connection when establishing a communication session
and needs to disconnect when communication is terminated.
Our proposed scheme here is to use a connection-oriented
transport-layer protocol (layer-4) features to detect these
events, and the framework should be used in conjunction with
the standard SDN environment. Flag fields are commonly
used in various transport-layer protocol headers to specify
certain actions, and can be used to detect the start and the end
of connections. In the proposed scheme, we rely on control
signaling of TCP (referred to as flag) and SCTP (referred
to as chunk type) to detect imminent flow completions,
the corresponding invalid flow-entries no longer depends on
a flow expiry mechanism but on each of flow-entry can
count an Active Connection Counter (ACC), hence evict
the flow-entry immediately once the countdown has been
reached zero. The proposed scheme is based on previous
works in [34] and [35] of the authors, which approaches have
also extended to take into account the integration of both the
TCP and SCTP connections are exist in an SDN. In addition,
more comprehensive and rigorous performance evaluations
for the proposed scheme will be conducted in the following
sections.

A. EXPEDITED INVALID TCP FLOW DETECTION AND
EVICTION SCHEME

In this subsection, we introduce the expedited invalid TCP
flow eviction scheme to achieve the goal of evicting the
invalid flow-entries upon the flow-table immediately, which
is by adding a specific SDN ruleset named “TCP flag detec-
tor”” upon switches for monitoring and counting all valid TCP
connections, and establishing and evicting the corresponding

208672

forwarding rules by the specific SDN application upon con-
troller. The key concept of the TCP flag detector is to discover
the TCP control messages such as the SYN (synchronization),
ACK (acknowledgment), RST(reset), and FIN (final) flags
between the client and server timely. Therefore, once the last
TCP connection has been terminated, it implies that the cor-
responding flow-entry is invalided, thus the SDN controller
can quickly notified to evict the practical invalid flow-entries
which store in the SDN switches.

As we all know, multiple TCP socket connections can be
established between both communication parties simultane-
ously. On the other hand, multiple flows with identical desti-
nation or prefix might match a wildcard rule in a practical
SDN environment. Hence, we setup an Active Connection
Counter (ACC) for each flow-entry in the proposed scheme
to record the active number of concurrent TCP sessions.
The detail match fields and related activities of Rule O and
Rule 2/3 are shown in Table 1 and Table 2. As Table 1 shows,
the main information of the match fields includes TCP-SYN,
TCP-FIN, TCP-RST, and TCP-ACK in Rule 0, and the cor-
responding triggering behavior will issue the information of
Packet—1In to the controller. As with the mechanism of
Rule 0, the corresponding match fields will trigger the action
of forwarding in Rule 2/3. And note that Rule 0 is for all TCP
control flows pass through the switch, while Rule 2/3 is for
specific TCP flows with the identical destinations or prefixes.

TABLE 1. The Match Fields and Related Actions of TCP Flag Detector
(Rule 0).

Match fields Action
(IP PROTO = TCPand
IPV4 SRC: IPV4 DST = *:*)and
(TCP FLAGS = TCP-SYN or
Packet-In

TCP FLAGS = TCP-ACKor
TCP FLAGS = TCP-RST or
TCP FLAGS = TCP-FIN)

TABLE 2. The Match Fields and Related Actions of Forwarding Rule 2/3.

Match field
IPV4 DST = 203.100.1.%*
IPV4 DST = 140.23.5.*

Action

Forward to Port X
Forward to Port Y

In order to better describe the mechanism, the example
of the proposed scheme is shown in Figure 1, where the
left-half of the figure is a Finite State Machine (FSM) in the
perspective of SDN controller, and the right-half of the fig-
ure is a message flow chart for proposed scheme respectively.
It can be seen that the SDN controller will first pre-issue
a Flow-Mod message toward all subordinate switches to
instruct them to add the Rule O of the specified TCP flag
detector before establishing any end-to-end TCP connec-
tion. In TCP standard, a well-known three-way handshake
is requiring both the TCP client and server to exchange
SYN and ACK messages before actual data delivery begins.
During the TCP connection establishment stage, once the

VOLUME 8, 2020



W.-K. Jia et al.: Deploying a Fast Detection and Eviction Mechanism of Invalid Connection-Oriented Flow-Entries in SDNs

IEEE Access

I SDN Controller |

SDN Switch I

INIT 140.23.5.69 203.100.1.1
Flow-Mod: add Rule 0 L Rule 0 TCP TCP
Client Sever
N .
START
Packet-In: TCP-SYN ~ TCP-SYN
c
aceH | e Flow-Mod: add Rule 2.3 (if need) Rule23 .g
atRule2,3 | ™. i 3
c
....... Packet-Out: TCP-SYN > TCP-SYN s
& o
<
MustSame TCP-SYN +ACK -8
Y Directigy TCP-SYN +ACK 5
Pre- %
ESTABLISH ==
>
Packet-In: TCP-ACK ~ TCP-ACK =
=T~ Timeout 5 . ;
—J'T Packet-Out: TCP-ACK ™~ TCP-ACK (3]
)
\ 4
-, g5
ESTABLISHED Sl ssnnsnnnnsnssnnnnnnnnnafunannasnnannnnnnnnnnnnnnnnnnnnnnnnsl » [=] 2
w
Packet-In: TCP-RST TCP-RST =5
" g
.. Packet-Out: TCP-RST ~__ TCP-RST . g «
7 g £
s E
<@
Packet-In: TCP-FIN TCP-FIN
) + Packet-Out: TCP-FIN s TCP-FIN
=t Timeout >
Packet-In: TCP-ACK TCP-ACK g
Packet-Out: TCP-ACK| TCP-ACK. ®
c
A :Must Same £
SE : Direction o
DISCO : -9
Packet-In: TCP-FIN TCP-FIN -f‘u
2 <
... Packet-Qut: TCP-FIN. s TCP-FIN °
=+ Timeout “ <
: z
TCP-ACK >
Acc1_| s @
atRule2,3] ™ > TCP-ACK ;‘
<
else if (ACC#0)
within Rule 2,3 vV
DISCONNECT
. — Flow-Mod: delete Rule 2,3
if (ACC=0) within | .
Flow-l_{_e_r_r_lﬂv_'_cg: Rule 2,3

x

FIGURE 1. Finite state machine and protocol sequence diagram of expedited invalid TCP flow detection and

eviction scheme.

TCP client sends a SYN message to the TCP server, it means
that a new TCP connection to be established between two
sides. In the proposed approach, the TCP-SYN message will
first be captured by Rule 0 and then formed a Packet—-In
message including the whole TCP control packet, which is
conveyed by matching Rule 0 and then transmitted back
to the controller. Subsequently, the controller generates the
corresponding forwarding Rule 2 and Rule 3, and deploys
they toward each switch along the forwarding path through
the Flow-Mod message, and forwards the pending SYN
message through Packet-Out messages to resume the
TCP association procedure. From the FSM’s perspective,
the automata would transition from state “START” enter to
state “‘Pre-ESTABLISH” now, whereas the ACC increased.
Afterward, when a ACK message on the TCP connection
parameters is captured in same direction as expected, through
Packet-In and Packet-Out procedures, indicating that
the connection establishment is successful and resources are
committed on both TCP sides. Additionally, with regard to
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related rules, named Rule O and Rule 2/3, the related infor-
mation of the incoming and outgoing bitstreams between
the client and the server will be uniquely hit according to
the match fields either Rule O (specified TCP commands
such as TCP-SYN) or Rule 2/3 (ordinary forwarding), and
perform corresponding operations according to the action of
Rule 0 and Rule 2/3. As for Rule 2 and 3, they are both
ordinary forwarding rules, where Rule 2 is a forward rule
from the client to the server, and Rule 3 is the backward rule
of Rule 2. Note that the Rule 0 does not attend to the TCP-
SYN-+ACK, which can be treated by the forwarding Rule 2/3
and will ordinary forwarded to the final destinations. From
the FSM’s perspective, the automata would transition from
state “‘Pre-ESTABLISH” enter to state “ESTABLISHED”’,
and entering the normal TCP data exchange phase now.
During the TCP data exchange stage, once an unexpected
TCP packet arrives at an end-host, that the end-host usually
responds by sending an RST message back on the other
side and closes such connection immediately. If an end-host
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receives a RST message in either side, it assumes an error has
occurred and also closes the connection immediately under
TCP regulation. In such abnormal condition, Rule 0 will
catch and Packet-In and Packet-Out such TCP-RST
message. From the FSM’s perspective, the automata would
transition from the “ESTABLISH” state enter into the
“DISCONNECT” state directly, whereas countdowns the
ACC. Due to the TCP connection is considered to be
half-closed when it’s closed in one direction and still open
in the other direction. Therefore, the TCP needs to fully
terminate the connection by a 4-way handshake and to allow
incomplete data transfer after receiving a first FIN message
from other side. As analyzed in [32]: there are more than 97%
of TCP flows arriving at most 2 packets after receiving FIN
message, and a FIN message is the last packet of TCP flows in
half of these cases. In order to support the half-closed mech-
anism, there are special provisions in determining whether
the TCP connection is really terminated. When one of TCP
party (such as a client) initiates a disconnect request, the FIN
flag of TCP message is captured by the Rule 0 and noti-
fied to the controller via a Packet—-In message, and uses
the Packet—-Out message to begin the disconnect process.
After receiving a TCP-FIN message from any communica-
tion party (such as a client side in the instance), TCP will
be entering into a half-closed state, during which the client
might continue to accept unfinished data stream from the
server. Until catching the TCP-FIN message from the other
direction (server side), the half-closed state will really termi-
nate. For terminating the TCP connection, we consider that
only detecting the TCP-ACK messages from the identical
direction (such as TCP-ACK messages from the client with
an identical socket of previous TCP-FIN) can be ensured the
TCP disconnected completely, and the TCP-ACK messages
from distinct sockets cannot be triggered. Therefore, when all
active TCP connections are terminated by identified through
ACC = 0, the flow-entries of Rule 2 and 3, that flow-entry
are assumed invalid and can be evicted as soon as possi-
ble. And the released flow-entries will be available for the
newly arrived flow, to achieve reducing the occupancy of the
flow-table and improving the scalability of the SDN.

From the FSM’s perspective on the SDN controller,
the controller should maintain an ACC and associated func-
tion for each valid flow-entry. The ACC function is a recur-
sive function that can repeat itself several times, outputting
the concurrent number of active TCP connections and the end
of each iteration. In the proposed scheme, the automata would
first transition from “START” state enter into the ‘‘Pre-
ESTABLISH” state correspond to opening a connection by a
TCP client issues a TCP-SYN message, and whereas the ACC
<«ACCH+1 is performed. Once a TCP-SYN is captured in the
same direction again, it enters into the “ESTABLISHED”
state. Otherwise, an abnormal incomplete TCP association
will cause the timeout and ACC<«—ACC-1, whereas it enters
back to the “START” state. Then the FSM will accomplish
the 3-way handshake process to enter the TCP data transmis-
sion stage. When the controller receives a TCP-FIN flag in
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this state it will enter the “SEMI-DISCONNECT” state, after
a TCP-SYN is captured in the same direction again, it enters
into the “DISCONNECT” state. This happens whenever
either TCP connection side starts a disconnect process that
is expected to wait for incoming TCP-FIN requests. At this
moment, the ACC<«-ACC-1 is also performed, and once an
ACC value that corresponding to specific flow-entry is count-
down to zero, it implies the flow-entry is no longer valid for
any active TCP connection flow, the controller should send
a Flow-Mod message with the delete the command to the
switch to remove the invalid flow-entry immediately. Then
the FSM will accomplish the 4-way discount process to move
back to the “START” state.

In order to avoid the TCP connection terminating abnor-
mally, for example, the FIN and ACK messages are eventu-
ally not appearing for captured, the proposed scheme should
be used in conjunction with the original idle timeout method
in SDN. Once the forwarding rules 2 and 3 fails to match
any TCP data packet as expected, the idle timeout mecha-
nism will start the flow-table eviction. Besides, considering
that an SDN wildcard forwarding rule could be designed to
provide multiple flows at the same time. Therefore, the SDN
controller must compare and confirm that the so-call invalid
flow-entry is indeed useless for any other active flows e.g.,
non-TCP flows before performing the flow-table eviction
action.

B. EXPEDITED INVALID SCTP FLOW DETECTION AND
EVICTION SCHEME

Similar to TCP, the SCTP is also a connection-oriented
IP transport protocol in nature, which can provide reliable
transmission and perfect congestion control, but the SCTP is
a broader concept than the TCP [36]. For example, SCTP
can protect the endpoints from a Denial-of-Service (DoS)
attack through the four-way handshake: INIT, INIT_ACK,
COOKIE_ECHO, and COOKIE_ACK and provides the
multi-streaming and multi-homing functionality to extend
the availability of the application. For disconnection, there is
3-way handshake: SHUTDOWN, SHUTDOWN_ACK and
SHUTDOWN_COMPLETE and according to [36], [37],
during the shutdown, the half-open state (like TCP) is not
be supported wherein any endpoint performs a shutdown,
the new data from its user will be rejected. SCTP also
supports the heartbeat mechanism for monitoring the state of
the system and coordinating the work of the master and slave
servers. It can detect faults in the server application-level
system, isolate and recover the error quickly, maintain system
availability, and ensure that critical services continue to be
highly available.

Because of the superiority of SCTP, an increasing num-
ber of recent applications have incorporated their own
applications on top of SCTP instead of TCP. Therefore,
we choose the SCTP to combine with our concept, using
the SCTP detection mechanism to achieve real-time mon-
itoring, to minimize occupancy in a flow-table and delete
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FIGURE 2. Finite state machine and protocol sequence diagram of expedited invalid SCTP flow detection and eviction

scheme.

expired flow-entries in an SDN switch as soon as possible.
We propose a flow-table management scheme—the expe-
dited invalid SCTP flow eviction scheme, which is by
adding a specific SDN rule set named “SCTP chunk-type
detector” upon switches for monitoring and counting all
valid SCTP connections, and establishing and evicting the
corresponding forwarding rules by the specific SDN applica-
tion upon controller. In order to achieve the goal of expe-
dited eviction the invalid flow-entries in the flow-tables,
the key concept of the SCTP chunk-type detector is to
discover the SCTP control messages such as the SCTP-
INIT, SCTP-COOKIE_ACK, SCTP-HEARTBEAT ACK,
and SCTP-SHUTDOWN_COMPLETE between SCTP end-
points, through real-time formulating related rules about
its match fields and action, thus quickly notifies the SDN
controller to delete the invalid flow-entries which store in
the SDN switches. In addition, in terms of related rules,
which mainly includes three rules, named Rule 1 and
Rule 2/3. By setting the specified match fields and the
action, we make the incoming and outgoing bitstreams can
only match the unique rule and execute the related action.
As for Rule 2 and 3, they are both ordinary forwarding
rules, where Rule 2 is a forward rule from the client to
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the server, and Rule 3 is the backward rule of Rule 2.
Additionally, note that the Rule 1 does not attend to the SCTP-
INIT_ACK, SCTP-COOKIE_ECHO, SCTP-HEARTBEAT,
SCTP-SHUTDOWN, and SCTP-SHUTDOWN_ACK which
can be treated by the forwarding Rule 2/3. An identical ACC
for each flow-entry in the proposed scheme to record the
active number of concurrent SCTP sessions. Any changes
made to the ACC will automatically available to both TCP
and SCTP connections, as well as to any other future traffic
flow are sharing the same entry with.

The example of the framework operation of our proposed
scheme is shown in Figure 2, where the left-half of the
figure is a FSM in the perspective of SDN controller, and the
right-half of the figure is a message flow chart for proposed
scheme respectively. The SCTP chunk-type detector will
placed on the SDN switches named Rule 1, where the match
field in rules ensure the relevant control-bit field between
the SCTP client and server match the corresponding rules
and only match and the action ensure the corresponding
operation is performed. Note that older OpenFlow such as
version 1.0 [38] does not directly support matching on SCTP
header flags, but it can be extended by extensible matching
supported in newer OpenFlow specification [9].
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Similar to the operations of expedited invalid TCP flow
eviction scheme. The SDN controller will first pre-issue
a Flow-Mod message toward all subordinate switches to
instruct them to add the Rule 1 before establishing any end-
to-end SCTP connection. Consider that SCTP uses a 4-way
handshake between client and server to enable secure connec-
tions. At the beginning of establishing an end-to-end SCTP
connection, the negotiation will take place in two rounds.
In the first-round, upon receipt of the Packet—-In mes-
sage with SCTP-INIT from SCTP client to server, which the
message is conveyed by matching the Rule 1, the controller
generates a forwarding rules (Rule 2/3) and deploys it toward
each switch along the forwarding path, and forwards the
SCTP-INIT through Packet-Out messages to realize the
SCTP association procedure. In the second round, an SCTP-
COOKIE_ACK message on the SCTP connection parameters
is returned, indicating that the connection establishment was
successful and resources committed on both sides.

During the SCTP association phase, the related infor-
mation between the endpoints will be uniquely hit accord-
ing to the match fields either Rule 1 (specified SCTP
commands such as SCTP-COOKIE_ACK) or Rule 2/3
(ordinary forwarding), and perform corresponding opera-
tions according to the action of Rule 1 and Rule 2/3.
Thus, the Rule 1 will catch and Packet—-In the SCTP-
COOKIE_ACK message and the Rule 2/3 will ordinary
forward the SCTP-INIT-ACK and SCTP-COOKIE-ECHO
messages to the final destinations. The detail match fields
and related activities of Rule 1 is shown in Table 3,
the main information of the match fields includes SCTP-
INIT, SCTP-COOKIE_ACK, SCTP-HEARTBEAT_ ACK,
and SCTP-SHUTDOWN_COMPLETE in Rule 1, and the
corresponding triggering behavior will issue the information
of Packet—1In to the controller. Same as the mechanism
of Rule 1, the corresponding match fields will trigger the
action of forwarding in Rule 2 as in Table 2. From the
FSM’s perspective, the automata would transition from state
“Pre-ESTABLISH” enter to state “ESTABLISHED”, and
entering the normal SCTP data exchange phase now. Before
the SCTP association is really established, if Rule 1 cannot
detect the SCTP-COOKIE-ACK within the prescribed time
limit, indicating that the actual SCTP connection between
client and server has not established successfully, which the
SCTP-INIT message considers being a DoS attack. In the

TABLE 3. The Match Fields and Related Actions of SCTP Flag Detector
(Rule 1).

Match fields Action
(IP_PROTO= SCTP and
IPV4 SRC: IPV4 DST =*:*)and
(SCTP FLAGS= SCTP-INIT or
- Packet-In

SCTP_FLAGS= SCTP-COOKIE-ACK or
SCTP_FLAGS= SCTP-HEARTBEAT-ACK or
SCTP FLAGS= SCTP-SHUTPDOWN-COMPLETE)
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meantime, in order to suppress such a potential DoS attack,
the controller could delete the corresponding flow-entries
(Rule 2/3) stored in switches according to the flow expiry
mechanism if ACC = 0.

During the SCTP data exchange stage, we consider that the
shutdown of the SCTP connection means that the flow-entries
stored in switches might also invalid. Therefore, when
the Rule 1 monitors the process of the shutdown, espe-
cially detects the SCTP-SHUTDOWN-COMPLETE mes-
sage, the SCTP chunk-type detector will inform the controller
to evict the corresponding invalid flow-entries in switches as
soon as possible once the last SCTP connection has been
terminated (ACC = 0), thus significantly improving the
scalability of SDN for future requests.

In contrast, in order to avoid erroneous eviction that may
cause control signaling overhead problems. Considering that
an active SCTP connection might keep silence for a con-
tain time until exceed the idle-timeout, the SCTP detector
(Rule 1) also monitors the process of heartbeat by detects
the message of SCTP-HEARBEAT-ACK, the SCTP detector
will inform the controller to renew the idle_timeout counter
of corresponding flow-entries, thus significantly reducing
the large signaling interaction between SDN controller and
switches once an erroneous eviction is occurring. In addition,
the idle_timeout mechanism is used as the last line of defense
to delete SCTP flow-entries that have not been terminated by
the normal SCTP handshake messages.

Obviously, the goal of SCTP is to provide a more rigorous
framework for the design and implementation of long-term
transport-layer IP data exchange manner, that inadvertently
minimizes the complexity for SDN control signaling interac-
tions for processing SCTP messages, compare to processing
TCP messages.

IV. PERFORMANCE EVALUATION

A. SIMULATION ENVIRONMENT

To build a proof of concept implementation of the pro-
posed scheme and demonstrate its performance, we con-
struct a series of simulations to compare the performance of
the proposed scheme against the SDN ordinary operations.
The network simulator is based on self-developed C codes.
According to previous researches, three approaches to SDN
deployment can be considered—1) PS: proposed scheme,
2) IT: idle timeout scheme; and 3) HT: hard timeout
scheme. We have designed several simulation conditions
and their combinations to understand the performance vari-
ation in different scenarios. The simulations are evaluated in
three distinct reference network topologies, i.e., 1) 52-node
Fat-Tree; 2) 28-node Cost-239 European network, and
3) 14-node NSFNet represented by a non-weighted directed
graph G(V, E). And the detail parameters in the simulation
are indicated Table 4: we set up reasonable system param-
eters to pattern the SDNs and evaluate scenarios of network
performances, where flow frequency A connection per second
(CPS) is used for representing the network traffic, and the
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TABLE 4. System Parameters for Simulations.

System Parameters Unit Values

1) 52-node Fat-Tree
Reference network topology G(V,E) 2) 28-node Cost-239

3) 14-node NSFNet
Flow arrival Rate (L) #/sec. 0.01~50

1) Mice-Flow (MF)
Traffic type (h) N/A

2) Elephant-Flow (EF)

o 1) MF: avg. 64 bytes

Packet length distribution byte

2) EF: avg. 1000 bytes.

. 1) MF: avg. 30s;

Flow duration sec.

2) EF: avg. 21600s.
Total flows (f) # 1~100,000
Link capacity bit/sec. 0
Flow-table size limitations (®) # 1~65,536

1) Idle Timeout=60s;
Flow-entry removal latency sec. .

2) Hard Timeout=60s.

1) PS: Proposed Scheme
Flow expiry mechanism N/A 2) IT: Idle Timeout

3) HT: Hard Timeout

values of network traffic are set 0.01~50, the total flows
f is set the maximum to no more than 100,000, as for the
flow-table limitation ® will not exceed 65,535. We define
the “mice-flow (MF)” as the flow with short holding time
and packet length distribution in the simulation (average
30 seconds holding times) and relatively low traffic during the
survival period, and the flow with relatively long survival time
and long holding time in the simulation (average 21,600 sec-
onds holding times) for ‘“‘elephant-flow (EF)”’. According to
the current reference, we set the timeout value to 60 seconds
in either OpenFlow expiry mechanisms [20].

B. AVERAGE AND MAXIMUM FLOW-TABLE
COMSUMPTIONS AT ENTIRE NETWORKS

As is known, the trend of the flow-table at the switch
being occupied by the flow-entry during the whole simula-
tion is first increased, then stabilized a period, and finally
decreased towards 0. In order to describe the flow-table of
all switches occupied by flow-entries during the whole simu-
lation, we express it by the average flow-table occupancy rate
and the maximum flow-table occupancy rate. In the simula-
tion of the TCP scenario, Fig. 3(a) and 3(b) demonstrate the
relationship between the number of flow-tables and different
network traffic A in constant flow-table limitations & under
h = MF and EF conditions respectively. The lower part of
the cylinder is expressed as the number of average flow-table
occupancy, and the upper part is the number of maximum
flow-table occupancy. We consider three distinct schemes:
1) PS represents the scheme we proposed (e.g., the first of
the three cylinders under the same network traffic), 2) IT
represents the method of idle_timeout (e.g., the second of the
three cylinders under the same network traffic), and 3) HT
represents the method of hard_timeout (e.g., the third of
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FIGURE 3. Number of flow-tables requirements vs. traffic intensities of
three competed schemes under three reference topologies in four
scenarios.

the three cylinders under the same network traffic). We can
clearly see that, regardless of the type of network topologies,
our method (especially under h = MF) not only performs
well in the average number of flow-table occupancy but also
has a significant optimization in the maximum number of
flow-tables occupancy. As our proposed scheme can evict
invalid flow-entries immediately during the entire simulation.
It means that our proposed scheme makes the flow-table at
all switches be occupied by fewer flow-entries averagely,
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while the other two ordinary methods make the flow-tables
occupancies relatively high during the whole simulation.

In the simulation of the SCTP scenario, Fig. 3(c) and 3(d)
demonstrate the relationship between the number of
flow-tables and different network traffic A in constant flow-
table limitations ® under h = MF and EF conditions respec-
tively. In order to represent certain malicious connections
that have existed in the real world. We manipulated the
situation that there are 90% of the SCTP connections have
successfully established, while the remaining 10% indicates
that the SCTP-INIT message has been sent but failed to
establish, which might due to the SYN flooding attack. From
the trend of Fig. 5 and 6, there are similar to Fig. 3 and 4.
The method of expedited invalid SCTP flow eviction also
performs excellently in reducing flow-table occupancy, not
only under h = MF but also under h = EF.

C. FLOW-TABLE COMSUMPTIONS AT INDIVIDUAL
SWITCHES

In the simulation of the TCP scenario, Fig. 4(a) and 4(b)
present the probability density function (PDF) of the average
flow-table consumptions for each individual switch with the
h = MF and EF conditions respectively during the simula-
tion for our proposed scheme and two ordinary flow expiry
mechanisms, where PDF indicates the statistical number
of switches which are occupied by the same scale of the
number of flow-entries during the simulation. The X-axis
and Y-axis represent the concurrent flow-table consumption
and PDF respectively, and a point (X, y) denotes that the
y% switches are occupied by how much flow-entries. For
example, in Fig. 7, there are about 90% switches taking less
than 20 concurrent entries in peak in all network topologies
case of PS. But for the ordinary operations, especially for the
NSFNet scenario, the difference is more significant. There are
more than 15% and 17% switches taking more than 80 and
90 concurrent entries in peak in the case of HT and IT,
respectively. But, under the h = EF scenario, the advantage
of the expedited invalid TCP flow eviction scheme is not very
obvious (slight advantage). This is because the EF case lasts a
too long time, hence the value of the timeout setting is much
smaller than the duration of the EF, causing a communica-
tion duration almost the same as the value of timeout, thus
resulting in such a situation.

Fig. 4(c) and 4(d) display similar results with
Fig. 4(a) and 4(b), where the simulation results are about
the expedited invalid SCTP flow eviction scheme and two
ordinary flow expiry mechanisms. Unlike the simulation of
flow-table consumptions at individual switches, in addition
to the situation S2: 90%-10% PS curve, we also simulate
that the situation S1: 80%-20% PS curve, where 80% of the
SCTP communication has successfully established a connec-
tion, while the remaining 20% indicates that the SCTP-INIT
message has been sent but failed to establish. As shown
in Fig. 4(c) and 4(d), the performance of the expedited invalid
SCTP flow eviction scheme is more excellent than the method
based on TCP, especially under the h = EF scenario. This
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FIGURE 4. The PDF of concurrent flow-table consumptions of three
competed schemes under three reference topologies in four scenarios.

is because the SCTP method adds the timeout mechanism
and the heartbeat mechanism, which makes it more flexible
to delete invalid flow-entries. As the Fig. 9 and 10 show,
regardless of network topologies, it is obvious that all the
curves of our scheme are mainly concentrated in the front
part of the table and the value of the peak is quite high,
which expresses a larger amount of switches occupied by a
small number of flow-entries. But the results of the ordinary
operations are not satisfying, which displays many switches
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are occupied by a large number of flow-entries. By means of
comparing the flow-table consumption at individual switches,
we can conclude that our scheme evicts the invalid flow-table
more timely and quickly than the other ordinary operations.

D. FLOW-TABLE MISS RATES

As we know, the next incoming flow-entry cannot match the
match fields in the switch in time due to the available entries
of the flow-table is fully occupied, which will result in table-
miss. Thus, evaluating the performance of the flow-table miss
rate is very necessary for SDN.

Fig. 5(a) and 5(b) demonstrate the relationship between
flow-table miss rate and different network traffic A based
on expedited invalid TCP flow eviction scheme and two
ordinary flow expiry mechanisms in the scenarios of constant
flow-table limitations @ under h = MF and h = EF separately.
As expected, the table-miss rate increases rapidly because
a large amount of network traffic occupies the switch. But
we can see that in the early stage of network traffic growth,
our scheme can suppress the rapid growth of table-miss rate
more than the other ordinary operations due to the mechanism
which evicts the invalid TCP flow-entries quickly and can
significantly slow the growth of table-miss rate under h = MF
scenario. It is worth noting that the effect of the EF simulation
[Fig. 5(b)] is not obvious due to the long EF simulation time
and the defects of the TCP mechanism, which we will further
discuss in the next subsection.

Fig. 5(c) and (d) also depict the flow-table-miss rates in the
given scenarios for different traffic intensities A and h = MF
and EF respectively, based on expedited invalid SCTP flow
eviction scheme and two ordinary flow expiry mechanisms in
the scenarios of constant flow-table limitations ®. From these
two figures, it can be seen that no matter what percentages
of SYN flooding attacks have, we can see that our method
can effectively reduce the table-miss rate in the early stage
and slow down the increase of the table-miss rate. In addi-
tion, the ordinary operations result in the rapidly exponential
increase of table-miss rate in the early stages, which means
that our method can evict invalid flow-tables faster, leaving
more space for future flows matching.

Fig. 6 depict the flow-table-miss rates in the given scenar-
ios for different flow-table limitations ® and h = MF and EF,
and in the scenarios of constant network traffic, based on TCP
and SCTP eviction schemes respectively. As shown in the fig-
ure, an increase in the number of flow-tables (flow-table lim-
itation @) at switches will cause the table-miss rate to drop as
expected. And it is obvious that our scheme can better achieve
the goal of reducing the flow-table miss rate with given lower
flow-table limitation (in addition to the expedited invalid TCP
flow eviction scheme in the h = EF scenario, the effect is
not obvious because of the same reason). In contrast, the
table-miss rates of ordinary operation decrease very slowly,
and the table-miss rate only can achieve better results when
the flow-table limitation is high enough. It is worth noting
that some of the table missing rate curves in the simulation
have obvious simulated inflection points. The reason is the
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FIGURE 5. Flow-table miss rate vs. traffic intensities of three competed
schemes under three reference topologies in four scenarios.

bottleneck effect—certain key nodes on the critical paths are
accompanied by insufficient available space of flow-table that
provides immediate performance degradations.

E. CONTROL OVERHEADS IN OPENFLOW-BASED SDNS

We also concerned the controller overhead costs between
controller and switches to be inevitably increased by the
proposed scheme, and performed a simulation experiment
to evaluate the number of control messages and their band-
width occupancies to be inevitably increased by the proposed
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FIGURE 6. Flow-table miss rate vs. flow-table size limitations of three
competed schemes under three reference topologies in four scenarios.

scheme. In the simulation of the traffic type h = MF and h
= EF scenarios, a single flow with a sending rate A = 2,
4,...,10and A = 0.1, 0.2,...,0.5 packets/second respectively
were injected in the reference networks and for every f =
4000 and f = 60,000 packets respectively the number of
control messages and their total datagram sizes were sam-
pled. The measured control message includes Packet—1In,
Packet-Out, Flow—-Mod, and Flow—Removed mes-
sages. All messages exclude the required control messages
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FIGURE 7. Control overhead vs. traffic intensities of three competed
schemes under three reference topologies in four scenarios.

in OpenFlow (e.g., LLDP, ARP, ICMP, and other link-state
advertisement packets) which appeared during the network
uptime due to the topology discovery in the SDN controller.
For standard OpenFlow protocol, the proposed scheme pro-
duces up to 15 and 11 control messages on each TCP and
SCTP session respectively between controller and switch. For
legacy flow expiry mechanisms, we suppose each initial
connect-oriented connection produces at least 4 and up to
innumerable control messages between controller and switch,
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and these are assumed to be the distinction as the average
result of that on the idle_timeout and hard_timeout situations,
when the session durations are long enough. Fig. 7 depicts a
comparison of accumulated number of control messages and
their bandwidth consumptions in bytes, which were measured
in the aforementioned reference network topologies with sim-
ilar conditions. The primary coordinate unit level is expressed
in K messages, which is used to represent the accumulated
number of control messages; the secondary coordinate unit
level is expressed in M bytes, which is used to display the
control bandwidth consumptions.

As seen in Fig. 7(b), in the TCP with the MF scenario, the
control overhead of the proposed scheme is significantly less
than that of the other two existing flow expiry mechanisms,
especially better than the inflexible HT method. In the TCP
with the EF scenario, the signaling overhead of the method
in this article is more than that of the IT method, and is
significantly less than that of the HT method. This is because
of the long duration connections; the half-closed state of
the fast invalid TCP flow eviction scheme causes massive
overheads. As aresult, it is not as good as the IT method. This
situation will be resolved by using the P4 switch technology,
but overall, the proposed scheme is acceptable in terms of
control overhead.

As shown in Fig. 7(c) and 7(d), in the two SCTP scenarios,
the control overhead of the proposed scheme is not high. The
IT method also does not cause too much signaling control
due to its more flexible characteristics. The feature of the HT
method causes very high signaling overhead, especially in EF
scenarios. That is because of the HT method deleting flow
entries at an always imperfect constant expiry time interval.
Thus the fast invalid SCTP eviction scheme is superior to
the legacy flow expiry mechanisms in terms of signaling
overheads, and does not cause excessive control overheads.

From these results, it is mainly noted that once the pro-
posed approach has implemented by P4 technology in switch-
side, by decentralizing the network’s intelligence toward the
edge in SDNGs, it will further succeed in reducing the number
of control messages such as Packet—-In, Packet-Out,
and Flow—Removed, etc.

V. CONCLUSION
In this article, we revisit the reasons for causing the scalability
issues of SDN, since the size of an SDN switch’s TCAM
is finite and the ordinary operations are not timely enough
to evict the invalid flow-entries. To improve the scalability,
we propose a scheme to achieve early detecting and evict-
ing the invalid flow-entries of connection-oriented protocols
immediately and minimize the concurrent flow-table occu-
pancies in SDN switches. The scheme can be divided into
two parts: the countermeasures for the TCP and SCTP, called
the expedited invalid TCP flow eviction scheme and the
expedited invalid SCTP flow eviction scheme, respectively.
A series of simulations based on practical SDN param-
eters are used to evaluate the performance of the proposed
scheme and the results prove that our scheme can achieve the
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purpose of quickly evicting invalid flow-entries and signif-
icantly improve the scalability of SDN, that corresponds to
intuition. However, the expedited invalid TCP flow eviction
scheme in the elephant traffic scenario does not achieve very
good results, which needs to be improved in our future work.
In addition, the lifetime of different port numbers under nor-
mal conditions will also depend on the traffic characteristics
of that particular application. In the follow-up study, we can
consider checking the port number with SDN rulesets, and
assigning different initial idle timeout values to different port
numbers or generating dynamic adaptive and dynamically
adjustable idle timeout initial values via machine learning.
It is expected that this method will be further optimized and
this part is for further study.

Undeniably, a certain of SDN control messages are gener-
ated each time a TCP/SCTP control message appears which is
very common in network traffics increasing the control over-
head and decreasing the feasibility of the proposed scheme in
the ordinary Openflow-based SDNs. Positively, the proposed
scheme in some cases, which may be embedded into the SDN
switches, takes over the responsibilities of the TCP/SCTP
control signaling detector and consolidate proposed func-
tions into a new feature set to be implemented on the newer
P4 switches. The improved P4 switch checks the concurrent
number of connections for both the transport-layer protocols
and evicts the invalid flow-entry right after the last data flow
is away by detecting the control messages of the famous
connection-oriented protocols. The above-mentioned action
to be accomplished within zero waiting time. Thus, scalability
in terms of the available flow-table of the SDNs increases
with quite little additional costs.
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