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ABSTRACT The recent success of graph neural networks (GNNs) in the area of pattern recognition (PR) has
increased the interest of researchers to use these frameworks in non-euclidean structures. This non-euclidean
structure includes graphs or manifolds that are called geometric deep learning (GDL). It has opened a new
direction for researchers to deal with graphs using deep learning in document processing, outperforming
conventional methods. We propose a Deep Graph Neural Network (DGNN) classifier-based on additive
angular margin loss for the classification task in document analysis. Another contribution of this work is to
investigate the performance of a DGNN as a classifier using different loss functions, which helps to minimize
the loss for the document analysis problem.We compare additive angular margin loss, Cosine angular margin
loss, and multiplicative angular margin loss. Furthermore, we give a comparison between the mentioned loss
functions and the Softmax loss function.We also present the comparisons of results using different graph edit
distance (GED)methods. Our quantitative results suggest, that by applying the additive angular marginal loss
function makes more compact intra-class ability and increases the inter-class discrepancy which enhances
the discriminating power of the DGNN. Enhancing the decision boundaries between the classes increase the
intra-class compactness and inter-class discrimination power of the model.

INDEX TERMS Graph neural networks (GNN), graph learning, graph edit distance (GED), geometric deep
learning (GDL), loss margin, loss function, neural networks.

I. INTRODUCTION
Graphs are used in wide application domains like protein
structures [1]–[3], social networks [4], [5], document analysis
[6], [7] etc. The handwritten character recognition problem
in the document analysis domain is solved using various
methods and techniques. Some researchers solve this problem
using Graph Edit Distance (GED) [8]–[11] some solve this
problem using Graph Embedding (GE) [7], [12]–[14] and
now a recent work shows that researchers are using [15],
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to solve this problem. In Convolutional Neural Networks,
an input vector is given to the network to learn a feature,
and then predictions are given to the loss function. Figure 1
shows a typical framework of a Convolutional Neural Net-
work (CNN).

Minimizing the loss function is the ultimate goal of any
Neural Network (NN) architecture. It is always a challenging
task to design a loss function that can efficiently be used in
NN architecture to solve a given task. The loss function is
used to calculate the loss by matching the labels predicted by
the Neural Network with the actual labels. Triplet loss [16]
based functions and the Softmax loss [17] based functions
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FIGURE 1. Framework of a typical convolutional Neural Network.

both have great performance and provide very good discrim-
inating ability but recently proposed loss functions like Addi-
tive AngularMarginal Loss (ArcFace) [18] which is proposed
to the face recognition problem also aimed to perform well in
symbol recognition and theHandwritten Recognition. A large
number of proposed work has been published as a variation of
Softmax [17]. Wen et al. [19] proposed a center loss function
that learns a center for each class and defines a distance for
the feature to the corresponding class and the deep feature.
Chen et. al. [20], Wan et al. [21], Qi et al. [22] and many
others present the variations of Softmax [17] loss functions to
improve the separability and discriminative power of amodel.

In document analysis like a handwritten character recog-
nition or symbol recognition, the learned feature not only
needs to be separable but should be discriminative as well. So,
the deep feature learned from a Densely Connected Neural
Network (DCNN) is required to be discriminative and gen-
eralized for the unseen classes without label predictions. The
Discriminative power of any loss function helps it to charac-
terize in a separable inter-class difference and the compact
intra-class variation as well [18]. It is non-trivial to construct
an efficient loss function for a discriminative feature in a CNN
because CNN is normally based on the mini-batch training by
the Stochastic Gradient Descent optimizer which performs
well in reflecting the global distribution of deep features
[19]. As the training examples are normally huge in size,
it is impractical to pass all the training examples as input
in every iteration. To overcome this, the triplet loss [16] and
the Softmax loss [23], [24] calculate the loss by constructing
the loss functions for triplets or image pairs [18]. However,
it dramatically grows the triplets or number of training pairs
by comparing the image samples, and hence it results in insta-
bility of the model and slow convergence [21]. This can be
handled by carefully selecting the triplets or image pairs but
it also results in an increase in the computational complexity
which can result in inconvenient training procedures [18].

In this paper, we present a Deep Graph Neural Net-
work (DGNN) Classifier for learning graph distances and
present the results with various famous loss functions and
their effect in the document analysis domain. We also present
a comparison of graph matching performance of GED.
We apply this DGNN approach on the topic of graphical
elements recognition in documents. While many approaches
tends to recognize them using some statistical approaches,
we assume that representing them with a graph will help
in retrieving similar structures. We would also like to say
that using structural approaches helps in understand how

the system has proceed and then reduce the semantic gap
between the machine and the end-user. The rest of the paper
is organized as follows. In section II we give an overview
of the related work. We compare traditional Graph Edit Dis-
tance methods with Graph Neural Networks. We discuss the
importance of loss functions in training neural networks and
give an overview of the loss functions used in the experi-
ments. We conclude section II with a problem statement and
short details of our contribution. In section III we propose
a framework to robustly train Deep Graph Neural Network
for the document analysis problem. In section IV we give
information about the experimental setup and the dataset used
in our experiments. We provide an extensive analysis of the
benefits of the proposed framework on the letters dataset in
section V.We also discuss the results and provide quantitative
insights. We conclude our work with a conclusion where we
suggest future directions for our work.

II. RELATED WORK
In this section, we present the state of the art work
about Graph Edit Distance (GED), Graph Neural Networks
(GNNs), and loss functions. It follows the research gap
in the literature review, the problem statement, and our
contribution.

A. GRAPH EDIT DISTANCE (GED)
Graphs have a wide variety of application domains. Due
to very extensive use in various applications large efforts
have been done to improve the graph-based methods and
techniques and to make the use of graphs more effective and
efficient in every application domain such as graph learning,
graph matching, graph mining, graph similarity, etc. Compu-
tation graph similarity is a major and core field of research.
Graph similarity is computed with GED [25]. GED calculates
the minimum cost of an edit path between two graphs [25].
An edit path can be defined as a sequence of edit operations
like deleting, inserting, and relabelling of edges. An example
of possible edit paths is shown in figure 2 to transform one
graph into another. GED computation problem is an NP-hard
problem, especially it is hard when graphs have a large num-
ber of vertices and/or edges [26].

The computational complexity of the nodes increases
exponentially deep in the graph involved [15], which also
leads to higher FLOPs for the model. Many approxima-
tions to GED have been suggested because of the statistical
complexity. The computation of GED is normally solved
with tree-based search algorithms [27]. In this method, all
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FIGURE 2. An edit path P between Graph G and Q Chen et al. [25].

possible mappings of edges and vertices of compared graphs
are explored [9]. Based on how the method is generating the
node’s successors we can divide these graph edit distance
methods into two categories: the edge basedmethods and the
vertex based methods [25]. A* graph edit distance method
proposed by Riesen and Bunke [28] and DF graph edit dis-
tance proposed by Abu-Aisheh et.al. [27] are the examples
of vertex-based graph edit distance methods. Method pro-
posed by Gouda and Hassaan [29] is an edge-based graph
edit distance method. It is based on common substructure
isomorphism which performs well for sparse graphs. Due to
the high computational complexity of GED, several approx-
imate methods also proposed by researchers. Riesen et.al.
[9] proposed a Bipartite graph matching algorithm to solve
the assignment problem using edit operations like insertion,
deletion, etc. Fischer et.al. [11] proposed another approxi-
mate Graph Edit Distance method. It provides lower bound of
the original GED. Another method proposed in [30] provides
variant solutions for the efficient and accurate approximation
of GED, but obtaining better information about the edges and
nodes within the graph is still an open issue [15].

In this work, we propose a method to learn a graph distance
between graphs based on Graph Neural Network and local
descriptions of a graph. The proposed method is based on
calculating Euclidean distance by collecting the information
of nodes and edges of graphs and can directly discriminate
between two classes rather than computing an exact graph
edit distance.

B. GRAPH NEURAL NETWORKS (GNN)
Graphs have less mathematical structure and high compu-
tational complexity in their domain comparing with feature
vectors [31]. Due to high computational complexity in many
cases, the graph-based techniques are less famous in different
applications of pattern recognition [32]. Issues of recognition
can be formulated as an assigned graph matching issue. The
extraction of signatures in [15] node is combined with an
optimal assignmentmethod formatching the assigned graphs.
In particular, they show how local descriptions used to define
the node cost of an assignment issue using the Hungarian
method; Also, they have proposed a distance formula to cal-
culate the distance between assigned graphs. However, with

the new enhancements made in parallel and deep learning
fronts, the graph-based techniques are more likely to be
applicable in many fields of pattern recognition [33]. The
deep learning-based methods when applied to graphs are
known as graph neural networks. [34]. The graph neural
networks are widely used in different domains due to its
convincing performance and interpretability [35]. Convolu-
tional neural networks (CNNs) can be considered as the first
motivation for the GNNs, as CNNs have the ability to extract
multi-scale localized spatial features and compose them to
construct highly expressive representation [34]. CNN has
been extended to graphs via Graph Convolutional Networks
(GCN), but these models will most likely underperform on
highly regular graphs, which is often the case when graphs
represent real-life content (like maps, textual documents, nat-
ural scene images) as graphs are the results of pre-processing
systems which tend to denoise the original content. Solving
problems with GNNs in different domains are interesting
because of the key points:
• Graphs are locally connected structures.
• In GNNs shared weights are used to reduce the com-
putational costs as compared to the traditional spectral
graphs [36].

• Various feature sizes can be captured with multi-layer
structures to deal with the hierarchical patterns.

AlthoughGNNs have great success in various applications,
GNN fails to provide good performance in the following
conditions [43].
• Unlike CNN and RNNs, due to the shallow structure
of GNN it has an issue of over-smoothing. However,
some study proposes to design deep GNN to tackle this
problem which is a challenging issue,

• GNN suffers from poor additivity in dynamic graphs,
but dynamic GNN is a possible solution which is under
active research,

• In GNN, still there is no optimal methods to generate
graphs from raw data,

• GNN has limited scalability in web-scale applications
like social networks and recommendation systems, and
it computational expensive during its scaling up.

GNNs are able to model the relationship between the nodes in
a graph and to produce a numeric representation of it. GNNs
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are getting more and more significant as so many real-world
data that can be represented as a graph (social networks,
chemical compounds, maps, natural scene images, and the
textual documents). [15] presents a Message Passing Neural
Network (MPNN) to learn enriched graph representations.
The work provides significant results in hand written charac-
ter recognition and keyword spotting application of document
analysis.

Our major focus, in this paper, is to present a classifier
based on GED to measure the similarity between two graphs.
It can capture the structural information of nodes and edges
of different graphs and can learn a metric among two graphs
to discriminate two classes.

C. LOSS FUNCTIONS
Loss function plays a vital role in any Neural Network.
The Loss function is used to minimize the loss in a Neural
Network. The loss function is used to calculate the loss by
matching the labels predicted by the Neural Network with the
actual labels [16]. Triplet Loss proposed by Schroff et al. [16]
and the Softmax Loss proposed by Bridle [17] are widely
used loss functions in Neural Network frameworks. Many
loss functions are proposed by the researchers in recent years
based on the Triplet loss and Softmax loss to increase the
discriminating power of a model.

SphereFace loss [37] used the idea of angular margin for
improving the decision margin between the classes. CosFace
Loss [38], [39] use cosine margin to the target logit to get
the good performance as compared to the SphereFace loss.
Recently proposed ArcFace loss by Deng et al. [18] used
Additive Angular Margin Loss to improve the performance
in terms of discrimination between the classes. These loss
functions are efficient and havemore advantages of engaging,
effectiveness, and easiness. Comparing to the Triplet loss and
Softmax loss, these loss functions add less computational
complexity during the training phase. These loss functions
are proposed specifically for the domain of Face recognition.
Keeping in mind the advantages of these loss functions over
the traditional loss functions, we implement these in the
domain of document analysis. In this work, we applied them
in hand written character recognition domain and compared
the results of the proposed Deep Graph Neural Network.
We provide comparisons of all these loss functions with
Softmax loss in this article.

D. PROBLEM STATEMENT AND OUR CONTRIBUTION
In the work of Riba et al. [15], the authors proposed a Mes-
sage Passing Neural Network (MPNN). More specifically,
they proposed a simple but effective metric based on the
Hausdorff distance [11] in which the edges are not taken into
account because of the local structure used by HED has been
embedded during the passing phase of the message. We pro-
posed a DGNN that learns a feature vector by collecting the
information from nodes as well as from edges. we give the
feature vector, containing information about the edges and
nodes, to the Neural Network. This information on the edges

of a graph is useful as it helps to improve the discriminatory
power of the feature vector. By proposing a mechanism to
take this information into account (and demonstrating its
effectiveness by experimental results), our proposed work
contributes to the body of knowledge on GNNs.

As graphs are sensitive to noise, they can misclassify the
samples which are very close to the decision boundary of
the classifier. So, to enhance the discriminating power of the
model we use the Additive Angular Margin loss in our model.
We also use the multiplicative angular margin loss and cosine
margin loss to see the difference among these three angular
margin losses. Moreover, in the work of [15] calculating
the graph distances edges are not taken into account. So,
by taking the information of edges alongside the nodes we
can train our model more robustly.

III. PROPOSED FRAMEWORK
We propose a Deep Graph Neural Network (DGNN) archi-
tecture based on Riba et al. [15] work where a Neural Net-
work architecture was proposed to learn a graph distance
based on Hausdorff Edit Distance (HED) [11]. The Hausdorff
matching provides a lower bound of order O(n1 · n2) of the
original graph edit distance [15]. The main drawback of their
approach is that it relies on the fact that the Edges are not
taken into account as the HED embeds local structure during
the message passing phase of the Neural Network, where a
neural network architecture was proposed to learn Hausdorff
Edit Distance (HED) proposed by Fischer et al. [15]. We then
propose to gather local descriptions of edges alongside nodes.
To this end, we propose to use the Heterogeneous Euclidean
Overlap Metric Distance (HEOMD) originally proposed by
Jouili et al. [10]. The extracted node signatures provide the
local structural description of the graph. The node signa-
ture can be a spectrum of different attribute types, including
numeric and symbolic data, requiring more complex metrics.
Therefore, they use the Heterogeneous Euclidean Overlap
Metric (HEOM) to compute the distance between two node
signatures. They proved that the proposed method performs
for node-to-node correspondences between two graphs, and
provides excellent results to retrieve a different kind of
images represented by attributed graphs when compared
with the Umeyama method for incorrect graph matching and
the Zass probabilistic method [10]. We gather the symbolic
and numeric attributes of edges and nodes of the graphs to
calculate the distance between two graphs with formula in
equation 1:

Dist(gi, gj) =
M̂
|M |
+
∣∣|gi| − ∣∣gj∣∣∣∣ (1)

where |M | is the number of matching operations, and M̂ is the
matching cost. This matching cost is calculated by taking the
sum of all matching operations costs. So, while calculating
the distance, we compute the information about numeric and
symbolic attributes of local nodes and edges. The distance
represents the matching cost which is normalized by the
matching size and is increased by the different sizes of graphs.
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FIGURE 3. Decision boundaries for binary classification of loss functions using Multiplicative margin, Cosine margin and additive margin [18].

We also propose to use the Additive Angular Margin
(ArcFace) [18] loss function in the model. This ArcFace loss
uses the cosine distance to calculate the angle among the
target weight and the current feature. An additive angular
margin is added to the target angle and then cosine function
is applied again to get the target logit back. All logits are
re-scaled again by a fixed feature norm. We also use standard
Softmax loss Function shown in Equation 2 and compare the
results with the ArcFace loss [18].

LSM = −
1
N

N∑
i=1

log
eW

T
yi xi + byi∑n

j=1 e
W T
j xi + bj

(2)

Our proposed approach adds the Additive Angular Margin
m between xi andWyi to make a more compact intraclass abil-
ity and increase the inter-class discrepancy. So, we applied
this Additive Angular Margin loss by the Equation 3 as
proposed by Deng et al. [18]: which uses Additive Angular
Margin loss to directly optimize the geometric distance for the
correspondence among the arc and the angle in a hypersphere.

LAAM = −
1
N

N∑
i=1

log
es(cos(θyi+m))

es(cos(θyi+m))+
∑n

j=1,j6=yi
es(cosθj)

(3)

We applied the additive cosine margin loss function of our
Deep Graph Neural Network model as proposed by Wang et
al. [38]. The cosine angular margin loss function has more
intrinsic consistency with a standard softmax loss function.
With the formulation of cosine angular margin, it matches the
similarity measurement which is frequently used by recogni-
tion of patterns. It is very effective in improving the inter-class
cosine angular margin discriminative information. The equa-
tion 4 is used to calculate the cosine margin loss function.

LCM =
1
N

N∑
i=1

−log
es(cos(θy,i)−m)

es(cos(θy,i)−m)+
∑n

j=1,j6=yi
es(cosθj,i)

(4)

We also implement the multiplicative angular margin loss
function as proposed by Liu et al. [37] and compare the results
with the standard Softmax loss [17]. Sphere face loss is cal-
culated by equation 5. This loss function uses a multiplicative

angular margin loss.

Lsphere = −
1
N

N∑
i=1

log
e||xi|| ψ(θyi,i)

e||xi||
ψ(θyi,i)

+
∑

j6=yi
e||xi||

cos(θ j,i) (5)

Numerically, the marginal loss functions when added to
the angle or added to the cosine space enforce the inter-class
discrepancy and it also ensures more intra-class compactness.

Loss function which uses the Additive Angular Margin
enforce more gap between the classes. It has more discrimi-
nating power than the multiplicative and cosine margin loss
functions. Figure 3 shows the geometric distance between
the loss functions consists of Additive angular margin, Mul-
tiplicative angular margin, and cosine margin. The additive
angular margin has a better geometric attribute as the angular
margin corresponds precisely to the geodesic distance [18].
The proposed ArcFace has a constant linear, angular margin
throughout the entire interval. On the other hand, SphereFace
and CosFace have a nonlinear angular margin only. The slight
difference in margin designs can have a ‘‘butterfly effect’’ on
model training [18].

IV. EXPERIMENTAL DETAILS
In this section, we will describe the dataset used in our
implementations following the experimental setup to train the
model.

A. DATASET
We used the Letters Dataset [8] from IAm Graph repository.
This dataset is proposed by Riesen et al. [8] in 2008,
This becomes a defacto standard for almost every Graph

Based technique since then, particularly the graph based
methods for hand written character recognition. The dataset
consists of three categories as LOW, MED, and HIGH based
on the distortion. The LOW category has less distortion in the
graphs of letters as compared to the MED and HIGH. Simi-
larly, the HIGH category has more distorted graphs such that
some characters are even not readable by humans, as shown
in Figure 4. The dataset is further divided into train, test,
and validation sets. Each set is consists of 750 graphs. So,
2250 graphs are in each category and in total 6750 graphs.
As shown in Table 1 it consists of 15 classes A, E, F, H, I, K,
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TABLE 1. Letters Dataset Details for each category LOW, MED, HIGH [8].

FIGURE 4. Some examples of letters with different level of
distortions(low/medium/high from left to right) from Letters Dataset [8].

L, M, N, T, V, W, X, Y, Z in each subset of LOW, MED, and
HIGH.

B. EXPERIMENTAL SETUP
We trained our Neural Network classifier based on K-NN.
The training process ran for 1000 epochs. Stochastic Gradient
Descent is used as an iterative method for optimizing the acti-
vation function. Weight Decay is used to update the Neural
Network’s weights after every epoch. This Decay optimizer
is multiplied by a value slightly less than 1. This helps the
weight to prevent growing too large. 0.9 value of momentum
is used to give momentum in the convergence of the model.
We used the Gamma hyper-parameter and multiplied it with
the learning rate after every 150 epochs. The value of gamma
is set to 0.1. The main focus of our experiments is to train a
Deep Graph Neural Network classifier based on the Additive
Angular Margin Loss. We train our classifier using four
loss functions. We compare our results with six different
states of the art methods i.e. HED (2015), SoftHd MPNN
(2018), MPNN (2017), FMGEwith SVM (2013), GRALGv1
(2014), and Learning cost Function for GraphMatching using
HEOMD (2018) The fairness of our results is ensured by
applying four different loss functions to the proposed meth-
ods and compare the results with three subsets of Letters
dataset: LOW, MED, HIGH. Experiments were performed
in the same conditions for all methods which guarantee the

fairness of the results. None of the methods were optimized to
have an explicit advantage over other methods. Algorithm 1
shows the complete pseudo code of our proposed model.

Algorithm 1 The Pseudo-Code of Proposed Method
PROGRAM trainModel
INPUT graphs gi, gj and L(0, 1) is a label indicating
positive or negative pairs of graphs
Initialization: Gw, A Deep graph neural network(DGNN)
1: Obtain the attributed graphs g′ for the input graphs:
2: g′i = Gw(gi)
3: g′j = Gw(gj)
4: For the two attributed graphs, calculate the matching
cost, M̂ which is the sum of all matching operation costs
FOR t in T time steps for each DGNN
call: update
call: message

END FOR
5: Calculate Proposed distance between gi, gj’using sym-
bolic and numeric attributes of edges and nodes D =
M̂
|M | + ||g

′

1| − |g
′

2||

6: Calculating objective function by LAAM =

−
1
N

∑N
i=1 log

es(cos(θyi+m))

e
s(cos(θyi+m))+

∑n
j=1,j6=yi

e
s(cosθj)

OUTPUT: Positive or negative pairs
END

V. RESULTS AND DISCUSSION
The main focus of our experiment is to train a Deep Graph
Neural Network Classifier Based on Additive Angular Mar-
gin Loss. We train our classifier with the four margin loss
functions.

Our approach contributes towards the document analysis
problem; we used a deep neural network on the letters dataset,
which is categorized into three categories (LOW, MED, and
HIGH) and evaluated the performance of the model on the
bases of four different loss functions. SphereFace Loss Func-
tion used the idea of angular margin in loss function. CosFace
loss uses cosine margin in the Loss Function. ArcFace loss
by Deng et al. [18] used Additive Angular Margin in Loss
function to improve the performance in terms of discrimi-
nation between the classes. We provide comparisons of all
these Loss Functions with SoftMax Loss in our proposed
approach using DGNN. Results described in Table 2 show
that if marginal loss function is applied then it will pro-
vide better results as compared to the standard Softmax loss
function. Figure 5 shows the results of LOW subset from
Letter dataset [8]. The proposed approach using the Additive
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TABLE 2. Distance computation (percentage) of different methods using different Loss functions on Letters Dataset with standard deviation for 6 runs.

FIGURE 5. Graph Distance computation HD, Soft and HEOMD for Letters
LOW Dataset using different loss Functions.

AngularMargin loss function in Deep Graph Neural Network
outperforms many recent states of the art methods that show
the importance of symbolic and numeric information of edges
along with the significance of the Additive angular margin
loss function. Using the cosine margin loss function also
performs well as compared to the multiplicative loss function
and the standard Softmax loss function.

Figures 6 and 7 show the results comparisons of MED
and a HIGH subset of the letter dataset respectively. This
shows that how the discriminating power of a model can
be increased by applying the additive angular marginal loss
function. It helps to increase the decision boundary between
the classes. Although there is numerical similarity. We test
the proposed model and compare the results of the four-loss

FIGURE 6. Graph Distance computation HD, Soft and HEOMD for Letters
MED Dataset using different loss Functions.

functions on the Letters dataset using different (GED) Graph
edit methods. From the results of Table 2, the Hausdorff
Edit Distance (HED) method of computing graph distance
performs better when the ArcFace is used in the DGNN.
The loss function is applied to all three categories (LOW,
MED, HIGH) of the Letters dataset, and we can say that
Standard SoftMax Loss Function performs least effectively
on three categories of data usingHED distancemetrics. Using
the HEOMD distance metric ArcFace Loss Function outper-
forms all three categories of data compared to all other loss
Function. While comparing the results of these recent state
of the art methods, we proposed that the HEOMD distance
metric provides significant results using the ArcFace Loss
Function. Compared to the Hausdorff Edit Distance (HED)
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FIGURE 7. Graph Distance computation HD, Soft and HEOMD for Letters
HIGH Dataset using different loss Functions.

method as the method suffers a drawback i.e., the Edges are
not considered as the HED embeds local structure during
the message passing phase of the Neural Network[10,15].
So, this drawback can be overcome by the proposed method.
This method considers the local structure of graphs edges
alongside nodes. Table 2 presents that calculating distance
with HEOMD without using additive angular margin loss
provides a very poor recognition rate [41]. Using the sym-
bolic and numeric attributes of edges and nodes of the graphs
along with the Additive angular margin loss function. Results
show the significance of our proposed method. Among the
three marginal loss functions, the Additive Angular marginal
loss function has a better geometric attribute. Results show
that the Additive angular margin loss optimizes the geodesic
margin directly with the correspondence among the angle
and arc in the hypersphere. This additive angular loss has
little effect on the computational complexity during training.
Results show that by considering the edges information along
with nodes in a DGNN and then using the Additive Angular
Marginal loss function, we can improve the decision margins
in different classes. This improves the inter-class margin and
also increases the intra-class compactness which helps the
model in performing better and improves the recognition rate.

GNNs handle complex structures and preserving global
information more efficiently compared to other algorithms.
Our method allows us to calculate the discriminative features
of two classes without explicitly calculating graph edit dis-
tance which has high computational complexity. Therefore,
GNN is a suitable choice for our task. Compared to tradi-
tional graph methods we can benefit from shared weights
in GNNs to reduce the computational complexity. Represen-
tations learned by GNNs allow us to capture the structural
invariance among different writer styles and the inherent

stroke variability of handwriting which is computationally
costly to achievewith traditional GEDmethods. Computation
complexity is a matter of concern in deep learning. However,
the computational complexity of our method during training
is negligible. Current GPUs can easily support millions of
identities for training and the model parallel strategy can
easily support many more identities. Furthermore, here we
have outlined our current work in improving the performance
of classification and suggesting a more suitable loss function
in the domain of hand written character recognition. During
training, our total batch number is 1000 and the average
time per batch is 0.122. so total execution/training time is
1000*0.122= 122. The test time of our model for calculating
distance average execution time during the test using k-NN
is 0.327.

In this work, We compare our results with six different
states of the art methods, and the fairness of our results
is ensured by applying four different loss functions to the
proposed methods and compare the results with three subsets
of the Letters dataset: LOW, MED, HIGH. Experiments were
performed in the same conditions for all methods which guar-
antee the fairness of the results. None of the methods were
optimized to have an explicit advantage over other methods.

VI. CONCLUSION
In this work, we proposed a deep graph neural network-based
on Additive marginal loss which outperforms the recent
state of the art methods in the document analysis problem.
We showed that collecting information from nodes and edges,
and then using that information in DGNN with the marginal
loss function instead of standard Softmax loss results in
better recognition rate. Our experimental results show that
the cosine margin loss function also performs well as com-
pared to the other loss functions. Empirical results suggest
that enhancing the decision boundary between the classes
increase the intra-class compactness and inter-class discrim-
ination power of the model.

In this work, we focus on collecting local information of
edges and nodes and use the additive angular loss functions
on document analysis problem, and our results suggest that
fine-tuning the loss function can dramatically increase the
performance of the neural network architectures. Our further
work is to test the proposed model and compare the results on
the other domains using different (GED) graph edit methods
and to validate our method with more application. Therefore,
this finding could be useful to investigate the results obtained
with Additive Margin loss to other domains such as chemical
molecules, medical imaging, RNA sequence prediction tasks.
In the future, we will apply our method in diffusion-weighted
images (i.e. MR imaging for tumor characterization) to inves-
tigate the preservation of rotational-invariant features of the
image.
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