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ABSTRACT Context: Self-adaptive systems have been studied in software engineering over the past
few decades attempting to address challenges within the field. There is a continuous significant need to
fully understand the behavior and characteristics of the systems that operate in dynamic environments.
By learning the behavior pattern of the environment, we can avoid unnecessary adaptations imbalance efforts
for adaptation. As such, there exist research in the area of machine learning aimed at understanding dynamic
environments regarding self-adaptive systems. Objective: This study aims to help software practitioners to
address adaptation concerns by performing a systematic literature review that provides a comprehensive
overview of using machine learning (ML) in self-adaptive systems. We summarize state-of-the-art Of
the ML approaches used to handle self-adaptation to help software engineers in the proper selection of
ML techniques based on the adaptation concern.Method: This review examines research published between
2001 and 2019 on ML implementation in self-adaptive systems, focusing on the adaptation aspects and
purposes. The review was conducted by analyzing major scientific databases that resulted in 78 primary
studies from 315 papers from an automatic search. Result: Finally, this study recommends three future
research directions to enhance the application of machine learning in self-adaptive systems.

INDEX TERMS Systematic literature review, self-adaptive systems, machine learning, adaptation.

I. INTRODUCTION
Advancing technology and increasing user expectations lead
to changing environments in software system development.
Moreover, due to the increasing of the complexity software
system should become more flexible, dependable, energy-
efficient, recoverable, customizable, configurable, and self-
optimizing by adapting to the changes. These changing
environments in the software system development require
human supervision to consistently maintain operations in
all conditions. This maintenance can be both costly and
time-consuming during operation. Therefore, Self-Adaptive
Systems (SAS), systems that can adjust operations based
on environmental conditions, are needed to achieve system
goals. These goals should be able to address existing chal-
lenges in operations, including managing complexities and
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handling changing conditions. SAS are able to change or
modify its configuration based on the changes in its environ-
ments through autonomous adaptation. Krupitzer et.al. [55]
proposed a taxonomy of self-adaptation in the dimen-
sion of reason, time, technique, adaptation control, and
level. This taxonomy is supported by more recent studies.
Yuan et.al. [105] proposed a taxonomy of SAS especially
focusing on self-protection properties including lifecycle
focus, decision-making level, and response timing. Another
work that provides a taxonomy for SAS is proposed by
Claudia Raibulet [106]. This study includes some dimensions
which are provided by Krupitzer et.al. such as reactivity and
time.

The key idea of self-adaptation in SAS is to adjust arti-
facts or attributes in response to any changes within the
context [76]. SAS is obligated to deal with run-time changes.
There is a significant need to fully understand the behavior
and characteristics of the system that operate in a dynamic
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environment. In order to develop an appropriate self-adaptive
system, understanding the nature of the system will aid in
determining the process change and factors affecting the
change [23]. The SAS behavior implies that a certain develop-
ment and change activities are shifted from development-time
to run-time, while reassigning the responsibility for these
activities from software engineer to the system itself [104].
The existing SAS frameworks require the engineer to con-
struct and utilize a complex analytical model in which
requires much effort [26]. Moreover, the analysis for optimal
SAS configuration is computationally expensive, which can
hurt the efficiency of SAS requiring prompt reaction to the
situation at run-time. One of the main challenges in SAS is
uncertainty. Weyns in [88] stated SAS should increase its
trustworthiness by constructing a system that can operate
under uncertain conditions. The work in [28] argues that one
of the causes of uncertainty is due to a lack of knowledge
surrounding the adaptation decision.

Various past research addresses the uncertainty in SAS.
However, most of the works focused on acquiring direct
values from the environments. This could result in an unnec-
essary adaptation with imbalance efforts for adaptation.
Therefore, further analysis to understand behavior patterns is
needed. This could support reactive adaptations by learning
the pattern of the environments. The need beyond reactive
adaptation requires SAS to support the analysis that addresses
the environment’s uncertainty.

Machine Learning (ML), one of the sub-fields of artifi-
cial intelligence, can overcome those difficulties by building
computer programs that improve their performance by learn-
ing from some experience. ML can improve the adaptation
process by understanding the environment pattern, so that
the adaptation mechanism does not behave like a control
mode. The study conducted by Ding et. al. in [24] shows
a learning component can collaborate to make adaptation
decisions while the system is running.

Various studies have been published in the area of
ML regarding SAS [21], [35], [36]. However, these studies
are scattered in different journals, conference proceedings,
and research communities.While there are several experience
reports on ML in SAS, the growing body of research is still
missing. There are no systematic studies that have been per-
formed in analyzing the ML application in SAS. As a result,
there is no clear outlook on how ML contributes to helping
in addressing the challenge in SAS. With this knowledge,
we can get a comprehensive understanding of applying ML
in a SAS setting.

We perform a Systematic Literature Review (SLR) of ML
for SAS focusing on the topic of adaptation concerns, pur-
pose, and model selections. It is important to understand
the characteristics and adaptation problem before applying
a ML technique. Therefore, we aim to identify the trends
of applying ML in current engineering for SAS, assess the
method for choosing specific ML techniques to address the
problem of SAS, determine the limitations and success fac-
tors in the current approaches, and identify potential research

directions for future work. The main objective of this study is
to summarize the state-of-the-art of the ML implementation
approaches in handling self-adaptation to allow for proper
ML technique selection based on the adaptation concern.

The paper is organized as follows. Section 2 discusses
existing works related to ML and SAS. The research method,
including the research questions and research protocol, is pre-
sented in Section 3. Section 4 presents the result of the
survey, while Section 5 discusses the main research findings
and future research directions of ML in SAS. The threats
of validity are explained in Section 6. Section 7 provides
concluding remarks on this study.

II. RELATED WORKS
Since there is an increasing number of conducted studies
in regard to SAS, there are various systematic literature
reviews in this area. Kruptizer et.al. in [54] conducted a
literature comparison by demonstrating different aspects of
each approach including their types, support, and applicabil-
ity. Even though the authors mentioned the comparison of
the selected approaches cannot explicitly draw a conclusion
about the software development process, we still can see the
strengths and weaknesses of each approach.

Yang et al. in [96] investigate studies of requirements
modeling and analysis for SAS. One of the challenges
mentioned in this study is retroactive control mechanisms
in existing SAS. Retroactive control mechanisms measure
error and maintain the output so for the desired condi-
tion. Therefore, this literature review suggests the use of a
feedforward-feedback control mechanism can tune the sys-
tems’ behavior based on a measured disturbance at run-time.

Kruptizer et al. in [55] present a taxonomy of self-
adaptation and surveys in engineering SAS. The proposed
taxonomy focuses on time, reason, technique, level, and adap-
tation control. By analyzing these categories, they found the
challenges in SAS involving the integration of the context
and the proactivity adaption should be addressed to opti-
mize the potential of context adaptation. One of the ways to
address these challenges is to implement a multi-agent sys-
tem. A multi-agent system is autonomous, reactive, and pro-
activity, which enhance the adaptation mechanism [45], [47].

Ye et al. in [97] provide a survey on the self-organization
mechanism in a multi-agent system. One of the key findings
in this study is reinforcement learning. This illustrates that
the system has better scalability and is more suitable for
real applications when the agents are able to predict other’s
policies. By learning about environment patterns, ML is able
to help the decision-making process. ML, as such, has been
used in different SE processes, including software vulnera-
bility detection [38], cost estimation [41], and requirements
analysis [57]. In SE-specific processes for SAS, ML has been
utilized for improving environment understanding to adjust
control of run-time behavior.

From the findings of various literature reviews in SAS,
we can see that ML plays a significant role in enhancing
SAS performance. There are various ways of evaluating the
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performance of a SAS. For example, an SAS can be eval-
uated based on its failure density, cost, or time to adapt.
Raibulet et al. proposed a taxonomy for evaluating SAS [107]
which includes evaluation scope, evaluation time, evaluation
mechanism, evaluation perspective, and evaluation type. The
study proposed by Chen et al. [17] shows that using a genetic
algorithm for predicting Quality of Service (QoS) provided
higher accuracy results. The aforementioned works focus on
the general development of SAS. There is no evidence of
studies that focus on analyzing the application of ML for
enhancing the ability of SAS. The studies on ML for SAS
are scattered between different journals and conferences.

Therefore, in this article, we present a systematic liter-
ature review to evaluate the implementation of proposed
ML techniques in various adaptation concerns of SAS. Our
study is focused on providing the engineer with a guide to
select appropriate ML techniques based on the required adap-
tation needs, including modeling, reasoning, and validation.
This selection could lead to improvements in giving proactive
adaptations, rather than retroactive adaptation. Moreover, it is
important to understand the application of machine learning
in control loop due to the characteristic self-adaptive soft-
ware system. SAS should handle the increasing complexity
of managing software systems. Therefore, it should be deal
with internal dynamic and dynamic environments. In order to
meet with these requirements, self-adaptive should have an
adaptation logic to manage the system.

III. RESEARCH METHOD
This study followed the principles of SLR proposed by
Brereton et al. in [10].

A. RESEARCH QUESTIONS
The main objective of this study was to study and summa-
rize the state-of-the-art implementation of machine learning
approaches to address adaptation concern by identifying rele-
vant mature study in SAS. Therefore, to address the research
gap, we conducted a systematic literature review to address
the following research questions:

• RQ1. What are the trends in ML research concerning
SAS over the last 19 years?
Rationale: This question examined ML approaches to
address adaptation challenges in SAS and compares it
with other modeling techniques.

• RQ2. What ML techniques are researchers and prac-
titioners mostly working on and in what manner are
ML techniques utilized to address adaptation concerns
in SAS?
Rationale: This question was intended to classify
machine learning techniques that have been used. From
this question, we also aimed to identify how the tech-
nique is used, and whether it is for modeling, rea-
soning, or modeling checking. This question was also
used to analyze the implementation of machine learning
techniques in adaptation processes including its time

aspect. The process was classified into five concerns,
including verification, model, framework, behavior, and
architecture.

• RQ3. What approaches are used to select ML tech-
niques and how appropriate are these techniques in
addressing the adaptation concerns in a specific domain
application?
Rationale: This question was intended to identify rea-
sons for selecting a particular machine learning tech-
nique. The reason was classified into no justification,
explanatory analysis, and direct comparison (with other
approaches).

• RQ4. What are the challenges and success factors to
apply ML in SAS?
Rationale: This question was used to understand limita-
tions of using ML for adaptation and identify potential
research directions in the use of ML in SAS.

RQ1 was used to understand trends in using machine learn-
ing approaches to address adaptation challenges in SAS
and how often the self-∗ property has been addressed.
The term ‘‘how often’’ refers to the number of papers
which use machine learning to address self-∗ properties
such as self-adaptation, self-configuration, self-healing, self-
learning, self-management, and self-optimization. RQ2 was
intended to classify themachine learning techniques that have
been used. We also aimed to analyze the implementation of
machine learning techniques in the adaptation process. The
process was classified into five concerns include verifica-
tion, model, framework, behavior, and architecture. RQ3 was
intended to find the reason for choosing a machine learning
technique. From this question, we aimed to identify how
the technique is used, whether it is for modeling, reasoning,
or modeling checking. From this question, we also aimed
for identifying the existing approach for selecting machine
learning approach. The answer was classified into no justi-
fication, explanatory analysis, and direct comparison (with
other approaches). RQ4 was used to get the insight in the
limitation and success factor of using machine learning for
adaptation. This result was used to identify potential research
direction in the use of machine learning is SAS.

B. RESEARCH PROCESS
The procedure for this systematic literature review consisted
of five main steps as seen in Figure 1. The scope of the
search was within widely known science directories, journal,
and conferences in the related field. The data search was

FIGURE 1. Research Method for Conducting SLR.
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performed by searching the data automatically from elec-
tronic data sources (DS). The gathered papers were filtered
based on their abstract and full text using the defined inclu-
sion and exclusion criteria. The data from selected primary
studies were extracted and synthesis to answer the research
questions. Then, the data items were defined as the evidence
to answer the research questions. In order to address the
threats of validation, we performed the cross-check analysis
between researchers to review the developed research proto-
cols. Those researchers were asked to check the search scope,
data item, and evaluation criteria.

1) SEARCH STRATEGY
The search strategy was important in a systematic litera-
ture review to ensure the completeness of the conducted
study. The automatic search was used to retrieve the paper
in a number of selected electronic databases. The automatic
searches were performed in five scientific databases as listed
in Table 1. The study conducted by Chen et al. in [13]
analyzed the ten most-used DS by SE researchers. We select
top five data sources to reduce the amount of redundant data.

TABLE 1. The scope of automatic searching.

To collect the data with an automatic search function,
we used specific keywords from three categories related to
machine learning, self-adaptiveness, and software identified
in the papers’ metadata, including the title and abstract.
Table 2 list the categories and the keywords on matching
topics. The machine learning category was used to search any
paper which use machine learning approaches in their study.

TABLE 2. Category and related search terms used.

The purpose for including specific machine learning tech-
niques in the keywords was to gather studies that do not
specifically mention ’machine learning’ but use machine

learning technique in their approach. Since there were various
manuscripts about machine learning in the listed DS, we
also used specific keywords in self-adaptive software. The
primary study should provide insight on the machine learning
application in SAS. The purpose of using ’only software
related’ keywords was to avoid any paper from non-SE fields
such as mobile communication, network, and specific algo-
rithm optimization.

In order to avoid any potential missing of relevant studies,
we also extended our automatic search in Google Scholars.
We checked against top 1000 result search string ‘‘machine
learning in self-adaptive’’ with the publication range
from 2001 to 2019.

2) STUDY SELECTION
In order to select the primary study, we conducted two
rounds of study selection against the results from auto-
matic searching. In the first round, the researchers should
filter the papers based on the title and abstract manu-
ally. In this round, the researchers should remove dupli-
cate data from selected data sources and Google Scholar.
In the second round, we applied the following well-defined
inclusion and exclusion criteria to filter the primary
studies.

• Inclusion Criteria 1: The date of publication is between
January 2001 - December 2019.
Rationale: The research uses 2001 as the starting year
because SAS studies were actively researched around
that time.

• Inclusion criterion 2: The study proposes a machine
learning technique for the system as well as the property.
However, any studies which combine learning algorithm
with the formal method such as Markov chain model or
Fuzzy logic will be included.
Rationale: This study includes every study that proposed
a methodology or at least a model using machine learn-
ing.

• Inclusion criterion 3: The study focuses on adaptation
logic concerns.
Rationale: Since the study focuses on SAS, we only
include studies that use machine learning for adaptation
purpose.

• Exclusion criterion 1: The study should not be an edito-
rial or abstract.
Rationale: These types of studies are excluded since they
usually provide limited information about the proposed
approach. Also, editorial papers do not provide any
approach formal method.

• Exclusion criterion 2: The study should not use a formal
method alone (e.g.: state machine, automata, Markov
model, or Petri net) rather than a machine learning
technique.
Rationale: This study does not answer the study ques-
tion since we focus our review on machine learning
algorithm.
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TABLE 3. Data item collection form.

TABLE 4. Summary of conducted literature review.

• Exclusion criterion 3: The study that focus on the level of
communication such as network infrastructure and com-
munication structure rather than application and system
software.
Rationale: This study does not answer the study question
since we focus our review in machine learning applica-
tion for self-adaption software systems.

3) DATA EXTRACTION
The scope of the search process was limited to the indicated
scientific databases, journals and conferences. Each paper
was evaluated based on the extracted data item (IF) listed
in Table 3. The data items were defined as evidence that will
provide answers to the research questions. The data items
were extracted manually from the papers collected, using
both manual search and automatic search functions.

The data item title (IF01) was used for documentation
purposes. Year (IF02) is used for answering RQ1. By using
this data item, we also intended to find the trend of using
machine learning approaches. We also identified the self-∗

property (IF03) in SAS. The self-∗ property referred to the
capability of a software system in term of its ability to meet
with the environment changes. The publication source (IF04)
was used to obtain a better understanding in the trends of
using machine learning techniques in SAS.

Machine learning technique (IF05) was used to answer
RQ2. This question was intended to determine the application

of machine learning technique. Adaptation concern (IF06)
data field referred to the general subject of SAS study. The
category of the concern of adaptation was adopted from a
survey conducted byWeyns et al. in [89]. Meanwhile time for
adaptation (IF07) data field referred to the question when the
system should perform adaptation. We adopted the taxonomy
related to time from Kruptizer et al. in [55] divided into
proactive and reactive.

Next, purpose of use (IF08), machine learning selected
method (IF09) and assessment method (IF10) were defined
to answer for RQ3. Those data items were used to analyze
how the machine learning is chosen and evaluated.

Finally, the strength (IF11) and limitation (IF12) were used
to answer RQ4. Those data items were collected to identify
the contribution and limitation in applying machine learning
for adaptation. Identifying those data items is important to
understand the future research direction.

4) DATA VALIDATION
In order to address threats of validity related to the data,
we performed two validation methods for the filtered stud-
ies, validation 1 (cross-checking agreement) and validation 2
(independent expert checking). The result of each step was
summarized in Table 4.

Validation 1 evaluated the consistency of extracted data
item from the 112 filtered studies. This validation was done
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TABLE 5. Evaluation criteria form.

individually by the main researcher by checking whether the
selected studies were able to answer the research questions.
Once the main researchers finished the validation process,
they exchanged results and analyze the result of their partners.
By combining the final result for validation 1, the main
researcher agreed to reject 32 studies due to their lack of
ability for answering the research questions. The second
validation was conducted by independent researchers which
are a PhD candidate in computer engineering and a Postdoc
researcher working in Smart Grid System.

In order to avoid bias, two independent experts were
asked to conduct the second validation. This validation was
performed on the 112 filtered studies. From this activity,
37 studies were rejected by experts.

A discussion session is conducted to match the result
of validation 1 and validation 2. We found that there is a
high percentage of agreement (91% agreed primary studies)
between the main researchers and independent experts. There
were some disagreements on the selected primary studies.
Therefore, those papers were carefully analyzed against the
research questions. Finally, two papers were removed from
the list of primary study. As a result of the validation process,
78 papers were selected as the primary studies in this work
as seen in Appendix Table 14. Those 78 primary studies were
selected from various journals and conferences in 54 different
publication venues seen in Appendix Table 15. Most of the
primary studies (60 out of 78) are published in self-adaptive
related conferences.

5) ASSESSMENT OF PRESENTATION QUALITY
The quality criteria (QC) were identified to determine the
quality of the primary studies. Checking the quality of the
data was important for the further analysis specially to iden-
tify the limitation and challenges of the studies. In order
to assess the quality, we collected a set of quality criteria
by adopting the criteria proposed by Dyba and Dingsoyr
in [25]. Each of the primary studies was evaluated based

on the quality assessment score (maximum 8) calculated by
summing up the scores for the entire questions for a study.
The scores were varied based on the option seen in Table 5.

Figure 2 shows the distribution of the primary studies over
the quality criteria. More than 50% of the primary studies
described those quality criteria explicitly. It indicated that
most of the primary studies are high quality sources of data
in terms of defining the research problem, describing the
research design and the proposed approach, and determining
the validation method.

FIGURE 2. Primary studies quality checking.

However, the score for describing the limitations was
very low. 35 out of 78 papers do not provide descriptions
of the limitations. Only 14 primary studies gave explicit
descriptions in regard to the limitations of the study. The rest
of the papers only provided limited descriptions about the
limitations.

The study shows that the average of the total score is
5.09 out of 8. This means that most of the primary studies in
terms of quality are mediocre, neither perfect nor completely
lacked. In order to improve the quality, the researchers should
put more attention when reporting about the limitation of
the self-adaptation. Finding the limitation of the work is
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FIGURE 3. Trend of using machine learning technique in SAS based on its self-∗ properties.

important to ameliorate the proposed approach completely
insufficient for future research.

IV. RESULT AND ANALYSIS
We performed this systematic literature review according to
the procedure described in Section 3. We present the results
by answering each research question using the extracted data
item collection.

A. RQ1. WHAT ARE THE TRENDS IN ML RESEARCH
CONCERNING SAS OVER THE LAST 19 YEARS?
Various studies argue that the use of formal methods in devel-
oping self-adaptive systems provides mechanisms to avoid
undesirable behavior [90]. This study shows that most of
the proposed models use a hard-coded method for adaptation
logic, which can lead to the inflexibility. Machine learning
can address this problem by determining the pattern and
predicting the behavior. However, little attention is given to a
machine learning approach.

Figure 3 shows distribution of the primary studies based
on the trends derived from the year data field (IF02). The
data are gathered after applying the second exclusion criteria.
Even though the numbers are small, there is a remarkable
progression in the number of studies that use machine learn-
ing. Particularly, since 2014, there are at least six studies
conducted per year—a sharp increasing trend in comparison
to previous years.

Many SAS are described with various terms, such as
‘‘self-healing’’, ‘‘self-configuration ’’ and ‘‘self-organizing’’,
to maintain its complexity. Those terms are usually labeled
‘‘self-∗’’ properties.We extracted the ‘‘self-∗’’ property based
on the category discussed by Bern and Ghosh in [8]. If the
‘‘self-∗’’ is not described explicitly, we categorized it as
‘‘self-adaptation’’.

Based on the extracted data field in terms of the ‘‘self-
∗’’ property, we can see that machine learning mostly fell
in self-adaptation (52 out of 78), and self-configuration
or self-organization (ten out of 78). The machine learn-
ing application in other properties such as self-healing,
self-management, and self-optimization are introduced later
in 2003. Meanwhile, the concept of self-learning is intro-
duced in 2019 with the ability to support continuous learning.
By having this ability, a SAS is able to perform runtimemodel
verification.

B. RQ2. WHAT ML TECHNIQUES ARE RESEARCHERS AND
PRACTITIONERS MOSTLY WORKING ON AND IN WHAT
MANNER ARE ML TECHNIQUES UTILIZED TO ADDRESS
ADAPTATION CONCERNS IN SAS?
The answers to RQ2 are derived from the data item
ML approach (IF05), Adaptation Concern (IF06), and Time
for Adaptation (IF07). This question is intended to determine
the application of ML technique.

The first data item is used to identify what kind of
ML technique usually used for handling adaptation. Each of
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the techniques has unique characteristics based on the task
and their needs of knowledge. These machine learning types
are chosen based on the common taxonomy in machine
learning algorithm such as supervised learning, unsupervised
learning, and reinforcement learning. During our study selec-
tion we found that there were some studies which apply deep
learning algorithm, one of machine learning algorithms, for
supporting adaptation process. However, this algorithm was
not included in this study due to its domain application. All
of the studies for SAS using deep learning published between
2000 and 20019 focused on network communication. There-
fore, these studies were filtered out by the third exclusion
criteria in our study.

Table 6 shows distribution of primary studies over the
variousML techniques used in SAS.We found there are eight
types ofML techniques used to address adaptation. The result
shows that reinforcement learning is a topML technique used
in adaptation [43], [58], [65], [93]. Reinforcement learning
is a semi machine learning algorithm which use the concept
of Markov Decision Program to understand the uncertainty
in the environment. Therefore, Reinforcement learning use
information of the state in the environment to decide the
action so that it can meet with the requirements environment
condition. It combines the Markov chain model with reward-
policy mechanism. This is one of the reasons why Markov
model alone is not included in this study because it is not
a machine learning algorithm. Reinforcement learning tech-
nique is used due to its ability to provide multi-objective
decision making using the reward-punishment mechanism.
The reinforcement learning handle uncertainty in the environ-
ment by having a set of solutions through dynamic feedback
interaction with the environment. This ability is important in
SAS because we can address the uncertainty situations by
adjusting the policies based on the new conditions. Another
advantage of reinforcement learning is the possibility to

TABLE 6. Machine learning technique used in SAS.

extend the algorithm based on its existing domain knowledge
and requirements.

The second most-used ML technique is fuzzy learning.
We categorized a study in fuzzy learning when it combined
any machine learning algorithm with fuzzy logic. The fuzzy
logic is very beneficial for SAS studies that are vague and
or uncertain. Fuzzy logic is not an algorithm [64] but a
value logic. Therefore, in this work, the term ‘fuzzy learning’
means a learning algorithm that uses fuzzy logic. Various
studies also used a neural network in SAS [67], [86].

Other studies use Bayesian Theory, Decision Tree and
Clustering. The work proposed by Chen et al. in [12]
used decision tree to address adaptive architectural design
decisions to find the best design for the desired require-
ments within the contextualized solution space. Meanwhile,
the work proposed by Lu and Cukic in [62] used naïve bayes
as a base learner to support adaptive software failure adapta-
tion. This study shows that naïve bayes can efficiently adapts
fault prediction to the dynamics of software development in
which modules are developed over time.

We investigated the trends further by looking for the distri-
bution for over the years. We can see in Figure 4 that there is
a consistent use of reinforcement learning and fuzzy learning
from the beginning until currently. There was an increasing
use of neural network in the recent years. We argue this
phenomenon occurred due to the increasing advance research
on neural network such as deep learning.

FIGURE 4. Trend of selecting machine learning techniques over the years.

It is worth noticing that combining different ML can
significantly improve performance. This align with the
high number of primary studies which apply fuzzy learn-
ing for adaptation in SAS. A well-known combination
is the Fuzzy-Neural network with self-learning abilities
that can adapt to meaningful change. The studies in [36]
and [22] argue the method can handle dynamic uncertainties
by sensing the environments. It has the ability to update
self-adaptation logic with the interference of software engi-
neers with limited knowledge of fuzzy control.

The next data item, concern of the subject data field,
refers to the general subject of the study. The category of
the concern of subject is adopted from a survey proposed
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by Weyns et al. in [89]. Table 7 shows a summary of the
concerns in the adaptation addressed using ML approaches.
For this data item, behavior concerns that focused on the
behavior adaptation of a software system identified 27 stud-
ies. We also found that 26 primary studies usedML for model
concerns. The model varies from the environment model to
the software model. This concern is related to modeling tasks
for SAS. This concern is followed by the architectural con-
cern, with16 studies. In those studies, ML techniques are used
for managing the artifacts in software system. The behavior
concern focuses on any aspect of behavior for adaptation.

TABLE 7. Concern objects for adaptation in SAS.

We found that reinforcement learning is usually used for
model and behavior adaptation. Meanwhile for architecture
and framework adaptations, most of these studies prefer to
use fuzzy learning. Four papers usedML for verification con-
cerns. These studies focused on verification tasks, including
runtime verification and model verification. Most of these
works used ML for model checking. The work in [31] uses
Genetic Algorithm to verify the model at runtime in response
to changing system and environmental condition.

The work in [18] discusses two common character-
istics in SAS. The first characteristic is that a deci-
sion should be made in the runtime. The second
characteristic is the system should reason their state in the
environments in the runtime. Continuous monitoring envi-
ronment in SAS is important to provide required adaptation
so that the system can meet with required behavior based on
environment condition. Therefore, a mechanism to control
dynamic behaviors in SAS is needed. The control mechanism
plays an important role because SAS should continuously
observe the non-controllable environment using adaptation
logic. The adaptation process implements a control loop
in line with the monitor-analyze-execute-execute-knowledge
(MAPE-K) [48] loop. It is important to understand the appli-
cation of ML in a MAPE-K loop due to the characteristics of
SAS. It should be able to handle the increasing complexity

of managing software systems. Therefore, SAS should deal
with internal dynamic and dynamic environments. In order to
meet with these requirements, SAS should have an adaptation
logic to manage the system.

To improve the self-adaptation, understanding the process
inside the control loop, the core process of SAS, is necessary.
The control loop starts with monitor activity. This activity is
done to collect relevant data in the environment that reflects
the current state of the system. Next, the system should ana-
lyze the result of monitor activity. There are many approaches
that can be used to structure and reason that information. One
of the approaches taken to improve the self-adaptation pro-
cess is implementingML technique in analyzing activity. One
of the goals of ML is making the system actively learn about
the existing knowledge by getting complete understanding
of the current state of the system. Therefore, implementing
ML is important to fully comprehend the current state of the
system.

Without ML techniques, the adaptation processes in SAS
behave like a control mode. Instead of the system learning
to adapt, the system changes into different configuration that
have been constructed before. There are various control loops
used in SAS including the control loop in the area of control
engineering and autonomous feedback control loop [108].
Table 8 shows the distribution of primary studies regarding
control loop methods.

TABLE 8. Machine learning in control loop method for SAS.

We investigated whether primary studies consider the
implementation of MAPE-K loop [20] for addressing adap-
tation mechanism. Most of the primary studies (55 out of 78)
used a traditional control loop. The traditional control loop
refers to the autonomous feedback control loop which include
collect, analyze, decide, and act [110]. More than 20% of the
primary studies use MAPE concept for the adaptation pro-
cess. Among the primary studies, 22 of them implement the
full MAPE-K concepts. Only one (1) primary study uses ML
in theMAPE adaptation. The work in [30] proposed a method
called AutoRELAX,which uses genetic algorithms and fuzzy
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logic functions in their adaptation process. The author argues
that implementing ML techniques affects the abilities of an
adaptive system to satisfy not only the requirements in the
presence of system but also the environmental uncertainty.
The work in [7] shows how dynamic Bayesian networks can
be used to enhance the decision-making process. It shows
how the decision can correspond with changes in the environ-
ments, such as network link failure and unreliable monitoring
data.

Kruptizer et.al. in [55] argued that it is important to
understand the time level for adaptation. Table 9 shows the
summary of supported time for adaptation in SAS. Ide-
ally, having a proactive adaptation is preferable compare to
reactive adaptation so that there is no interruption in the
performance. However, proactive adaptation requires more
accurate prediction ability to support continues monitoring
and learning. A SAS is categorized as reactive system when
the adaptation start after there is a need for change. Mean-
while, a SAS is categorized as proactive system when the
adaptation happened before the performance dropped due to
the change in the environments.

TABLE 9. Time for adaptation in SAS.

We found that more than 50% of the primary studies sup-
port reactive adaptation (42 out of 78). In reactive system,
the adaptation process focuses on finding the unregular pat-
tern from the environment so that the system can react based
on the change [9], [30]. In proactive system, the adaptation
process focuses on predicting the possible change in the
environments [4], [75]. Interestingly, even though proactive
and reactive systems have different approach in terms of time
level, many of the study apply similar control loop.

C. RQ3. WHAT APPROACHES ARE USED TO SELECT ML
TECHNIQUES AND HOW APPROPRIATE ARE THESE
TECHNIQUES IN ADDRESSING THE ADAPTATION
CONCERNS IN A SPECIFIC DOMAIN APPLICATION?
The answer to RQ3 is derived from the data items pur-
pose of use (IF08), selection method (IF09), and assessment
method (IF10).

We further investigated the purpose of implementing
ML techniques in SAS. Table 10 shows the type of purpose

TABLE 10. Purpose of using machine learning in SAS.

that is used in the study (IF08). The majority of the primary
studies (41 out of 78) shows that ML techniques were mostly
utilized for a reasoning purpose [17], [49], [61], [93]. For
a reasoning purpose, various ML techniques are used from
Bayesian theory to genetic algorithms. Similar with the result
presented in Table 6, most of the works (20 out of 41) applied
reinforcement learning or fuzzy learning for a reasoning
purpose. Most of the research used ML to reason regarding
the design of SAS from the architecture design to software
design.

At run-time, SAS is obligated to react based upon the
situation. By using a ML approach, the system can determine
the appropriate behavior based on the change environments.
The work proposed by Gouin-Vallerand et. al in [34] argued
the use of ML technique for reasoning supports the situation
when there is no precise evaluation and knowledge. The algo-
rithm provides reasoning rules, which do not need accurate
knowledge of the model that can be difficult to obtain.

We further investigate the verification type of model verifi-
cation approach. Table 11 summarize the model verification
for adaptation in SAS. Most of the studies (49 out of 78)
use static verification method in which done offline model
building and verification. Meanwhile the rest of study applied
dynamic verification method where the model built online.
Rodrigues et al. in [72] proposed a system which apply
online continues learning for adaptation. Having a dynamic
model verification approach is more beneficial compare to
static model verification due to its ability to provide more
understanding in environment condition and behavior.

One of the key insights derived from the data item selection
method (IF09) is that there is a lack of reason for choosing
ML techniques. Table 12 shows that 24 out of 78 studies
implement a particular ML technique in SAS without pro-
viding a specific justification. Only 17 out of 78 studies
use experimental method to choose machine learning algo-
rithm. By performing this procedure, they aim to understand
the domain knowledge and find the algorithm with the best
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TABLE 11. Model verification types for adaptation in SAS.

TABLE 12. Justification procedure to choose machine learning in SAS.

performance to learn from the data. Meanwhile, 37 out of 78
use theoretical analysis to choose the algorithm.

We also looked at the validation process used to evaluate
the proposed method (IF10). This data item is used to deter-
mine whether the primary study provides adequate evaluation
for the proposed method. Table 13 shows the summary of
evaluation method on ML in SAS. The results indicate that
there are two types of evaluation methods, experimental and
case studies. The case study refers to a study in which the
validation was performed in the application of proposed study
in a single case. In this study, the evaluation is discussed with
depth analysis. Meanwhile, the experimental study refers to
a study which use more than one case to evaluate proposed
approach.

Table 13 shows three categories because 7 studies only
give a general description of the evaluation without providing
further supportive evidence of the claim.

Further investigation is done in the domain application
field. Figure 5 shows the distribution of primary studies over
the application domain. The result shows that 79% of the
studies use explicit domain application. However, the rest of

TABLE 13. Assessment method to validate the proposed machine
learning technique.

FIGURE 5. Application domain that use machine learning technique.

the studies only provided a general domain in which could be
considered as independent domain application.

The majority of the studies use financial and multimedia as
their domain application (17 out of 78). These domain appli-
cations include cloud computing and social network domain
applications. In the area of financial and multimedia, there
are various ML techniques such as reinforcement learning,
fuzzy logic, and genetic algorithm. Those algorithms are
used for reasoning and modeling purpose. The second rank
in the domain application healthcare domain in which the
ML techniques are used for modeling, reasoning, and model
checking. It is interesting to note that all the studies within the
healthcare domain application used fuzzy logic to reason and
model the architecture. We noted that some domain applica-
tions such as IOT and cloud have a limited number of studies
which appliedmachine learning for adaptation.We found that
the application of machine learning in these domains started
in the recent years.

DifferentML can be implemented in different stages due to
varying characteristics of ML techniques. The authors rarely
consider their own domain knowledge and the sufficiency of
the data. In some cases, some researchers preferred usage
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of the fuzzy learning technique because of its ability to
handle complex data, despite not having sufficient domain
knowledge. The other factor that should be considered in
selection of a ML technique are its characteristic. Naive
Bayes technique has strong assumptions independently of the
data. Without regard to the data dependency, the developer
may select the Naive Bayes over other technique due to its
simplicity. Many developers usually err in this regard because
they lack an analysis of the relationship between the features.
Therefore, one of the important factors to be considered is an
understanding of the domain problem, including the domain
knowledge.

D. RQ4. WHAT ARE THE CHALLENGES AND SUCCESS
FACTORS TO APPLY ML IN SAS?
To answer RQ4, we derived the answer from data field
strength (IF11) and limitation (IF12). We found that most
of the studies (79%) explicitly described the strength of the
proposed approach with little or without explanation of the
limitations.

The strengths of the studies are frequently reported. For
the strength of ML approaches, most of the researchers
claimed that ML had the ability to improve the performance
and interoperability by predicting the environment or behav-
ior [17], [94]. Other studies argued that using ML approach
could allow for flexible enhancement. The researchers with
energy domain applications show that ML gives advantages
in optimization by providing dynamic configuration.

ML is also proven to have ability to reduce the cost of self-
adaptation. Reducing the cost is important in SAS because
process of changing artifacts or behaviors in the runtime
can be costly. The application of ML could also advanta-
geously reduce adaptation costs by decreasing the number of
reconfigurations [70]. The work proposed by Lu and Cukic
in [62] shows that the ML approach works better when used
to track the system’s quality. Most of the works mentioned
thatML allows for better performance in handling uncertainty
by understanding the context variability. With the ability to
learn from past behavior patterns, ML can avoid unnecessary
adaptations so tomake the adaptationmechanism cheaper and
faster.

Another way of machine learning for handling
uncertainty is providing probabilistic method and decision
theory to assess the consequences of uncertainty that cov-
ers design time and runtime and also different sources of
uncertainty.

Even though various reported strengths, there is very insuf-
ficient information on the limitations of ML in SAS. One of
the reported limitations is the greater delays in comparison to
other approaches [2]. Another work mentioned there is still
a need to define the knowledge manually, which could be
difficult to understand and manage in the larger system [12].
Another limitation of using an ML technique include the
characteristics of ML itself. Therefore, it is important to
understand the needs of specific attributes and required data
for the learning purpose.

V. DISCUSSION
The discussion section starts with discussing the findings
of the review. Next, it provides recommendations for future
research directions of machine learning in SAS.

A. FINDINGS
The main finding for the research includes the following:

1) THE CONTRIBUTION OF MACHINE LEARNING
APPLICATION TRENDS IN SAS
While analyzing the trends (IF02 and IF03), we found that
the application of machine learning techniques in SAS has
increased in the last 19 years. One of the contributing factors
may be the increasing trend in using machine learning tech-
niques in the software engineering domain. Machine learning
is typically used to discover software patterns and to detect
software defects. Furthermore, the increasing complexity of
software systems also contributes to the trend. The size and
costs triggered studies of a better algorithm efficient methods
to optimize the system. Therefore, machine learning is a
potentially remarkable solution to address these issues.

Based on the results ofmachine learning implementation in
the primary studies, we found machine learning highly reac-
tive, which allows the system to change behavior according
to the current situation. Moreover, machine learning supports
a better decision-making process by actively analyzing and
learning the gathered context information, historical data,
and policies. Machine learning is able to address the uncer-
tainty in SAS by learning new adaptation rules dynamically
and modifying the existing rules. The work proposed by
Chen et. al. in [90] shows that machine learning can reduce
adaptation costs while maintaining remarkable performance.

2) INADEQUATE JUSTIFICATION METHOD
One of the key insights derived from this survey is that
there is a lack of justification for choosing machine learn-
ing techniques in the adaptation process. The extracted data
results for IF10 show that the majority of the papers rely
on the case study without proper justification for choosing
a technique. Most of the primary studies ignore their domain
characteristics and available knowledge. The techniques were
chosen based on a limited understanding of machine learning
characteristics and training data requirements. However, it is
unwise to select the technique solely by evaluating the ability
of the selected technique. Without proper justification and
validation, the performance of the adaptation mechanism
could suffer at run-time, due to an over-fitting issue, and the
lack of the model’s availability in the representation of the
pattern behavior.

3) THE LACK OF PRACTICAL RUN-TIME VERIFICATION AND
VALIDATION
We performed two validation methods for the filtered stud-
ies which are validation 1 (cross-checking agreement) and
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validation 2 (independent expert checking). The result of each
step is summarized in Table 4.

Another finding of the research is the lack of practicality
in run-time verification and validation. Improving the self-
adaptation process only via adaptation logic is not adequate.
This finding aligns with the limited studies which provide
dynamic model verification for their adaptation process.
There is a limitation of using machine learning in SAS is the
risk of hurting the run-time performance due to the needs of
practicality in runtime verification and validation. Therefore,
current studies mostly use the combination of off-line model
verification and on-line behavior adjustment through trans-
fer learning. The implementation of the machine learning
technique ensures the quality assessment of software systems
throughout their entire life cycles.

B. FUTURE RESEARCH DIRECTIONS
Based on findings derived from the analysis, we identified
research directions to optimize the use of machine learning
approach in SAS.

1) TAXONOMY OF MACHINE LEARNING IN SAS
Machine learning techniques can complement the control
loop and the engineering process in SAS. However, each
machine learning technique has its own characteristic based
on the need for domain knowledge and its advantages. Each
technique can be used differently based on its characteristics.
Unfortunately, the machine learning technique is usually cho-
sen due to its ability. For example, the support vector machine
becomes themost used technique because of its high accuracy
results using its kernel functions. It usually provides the
best prediction in comparison to the other machine learning
classifier. Guidelines are needed for adopting the machine
learning technique to improve the adaptation process in SAS.
Therefore, our first recommendation for research direction is
the need for a taxonomy that should provide a mechanism to
choose the technique based on domain problem and machine
learning characteristics. Based on the analyzed data items,
we proposed an initial taxonomy for choosing ML technique
in SAS as seen in Figure 6.

Understanding the adaptation concern and purpose of
adaptation is important to select the machine learning method
due to different characteristics the aspects. The adaptation
concern is divided into five levels based on the survey pro-
posed by Weyns et al.in [89] such as architecture, behavior,
framework, model, and verification. Meanwhile, the purpose
of adaptation is divided into model checking, modeling, and
reasoning. This aspect is related to the adaptation time that is
categorized as proactive adaptation and reactive adaptation.
The next aspect that should be considered is the decision cri-
teria. This aspect categorized the machine learning technique
based on its learning processes such as model-based method,
goal-based method, and rule-based method.

The domain problem includes data collection, goal identi-
fication, and requiredmonitored data for the learning process.
The identifying domain problem is significant because of the

FIGURE 6. The proposed initial taxonomy for choosing machine learning
technique in SAS.

characteristic of the machine learning task, which is usu-
ally problem-specific and formalism-dependent. Therefore,
the attributes and features should be clearly identified. The
next consideration is understanding the characteristics of the
technique. The characteristics should include the need for
domain knowledge, the size of training data, advantages, and
disadvantages. Based on the characteristic, we know the need
of a specific number of data and the objective of the machine
learning technique can be different.

This factor is important for considering the adoption of
a machine learning technique. Based on the proposed tax-
onomy, the choice of machine learning technique can be
made. For example, if the monitored data is small and has a
limited number of features, and the system has ’AS FAST AS
POSSIBLE’, then the support vector machine can be used.
It is because SVM does not require domain knowledge and
can work quickly with the least number of features.

2) AUTOMATIC MACHINE LEARNING TECHNIQUE
SELECTION
From survey findings, we can see how the machine learning
technique can be used in a software system to make them
adaptive and self-configuring. The adaptation process of the
self-adaptive support system can be achieved effectively by
configuring the system to learn to adapt rather than make it
behave like a control mode. However, choosing the machine
learning technique is not a trivial task. This issue can raise
a problem when the engineer does not have an adequate
understanding of machine learning techniques.

Therefore, the second recommendation is to have an auto-
matic process to choose a machine learning technique for
adaptation in the runtime process. The aim is to minimize
the potential disadvantages of choosing the wrong tech-
nique. The most important factor is to avoid conflict between
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characteristics of the software system’s domain problem and
the selected machine learning technique.

One of the keys of SAS is that the system should be able
to adjust its behavior automatically in response to changes in
its environments. The work in [18] argues that uncertainty
is one of the main challenges in understanding the nature
of the system such as behavior pattern and size of domain
knowledge. It is hard to predict how the system may change
over time. By automating machine learning selection, we can
avoid these issues. That method will enhance the adaptation
process by adjusting the adaptation model or rule.

3) DEEP LEARNING APPROACH
By analyzing the limitations of the primary studies, we found
that machine learning requires more computational time than
the other techniques. It is because machine learning is a
proactive approach to learn and predict the environments.
This practice can result in the delay of the adaptation process.
This could pose a significant problem when dealing with
complex systems with broad ranges of data.

This issue can be addressed by utilizing deep learning
approaches. It is one of the branches of machine learning that
has the ability to learn based on high-level data abstraction.
Deep learning in software engineering has been heavily stud-
ied during the past years.

The work proposed by Yang et al. in [93] argued that deep
learning has made significant improvements in speech recog-
nition, visual object recognition, object detection, and many
other domains, including drug discovery and genomics. The
authors mention deep learning showed remarkable results in
various tasks in natural language understanding, particularly
topic classification, sentiment analysis, question answering,
and language translation.

Deep learning architecture consists of multi-layered stacks
of simple modules, including learning knowledge. These
modules can be composed with the nonlinear input-output
mapping. This characteristic gives deep learning the abil-
ity to support various knowledge representations. The usual
approach for handling uncertainty in SAS is to utilize
the knowledge representation and complex reasoning. Deep
learning can be a new paradigm that replaces rule-based
reasoning to address adaptation challenges in SAS.

Some studies of self-adaptation using deep learning have
been studied in the area of network communication. One of
application of deep learning in adaptive system is proposed by
Papamartzivanos et al. in [103]. This study shows that deep
learning is able to understand the nature of attacks based on
reconstruction of environment data.

VI. LIMITATIONS OF THE STUDY
We conducted a systematic literature review about the appli-
cation of ML technique in SAS on 78 primary studies pub-
lished between 2001 until 2019. The results of this survey
may have been affected with the coverage of search strategy,
researcher’s bias, imbalance publication venues, and inaccu-
racy of data extraction. These have been addressed as below.

A. INCOMPLETENESS OF SEARCH RESULTS
The search processes were organized both automatically and
manually. The automatic searching resulted in hundreds of
data points. The manual search process was done based on
the title, keyword and abstract, and introduction. A single
researcher selected the possible studies. There may be a case
where relevant studies were not included in the search result.
As a result, this literature review may not cover the entire
literature. Therefore, this survey is only valid based on the
78 primary studies used in this systematic literature review.
In order to reduce the possibility of missing primary studies
not indexed in the selected data source, we also utilized
Google Scholar to get the relevant studies.

B. RESEARCHERS’ BIASES
Another threat to validity is related to the possibility of
bias among the researchers. To reduce bias, we performed a
cross-check analysis between main researchers which consist
of one Professor and one PhD researcher. The researchers
were asked to give feedback and supporting analyses for the
other researchers. The results were compared and discussed
to solve the conflict that may arise during the cross-check
analysis.

C. IMBALANCES OF PRIMARY STUDIES DISTRIBUTION
OVER PUBLICATION VENUE
As seen in Appendix Table 15, the publication venues of
referenced works vary in journal to conference to work-
shop. Instead of choosing a specific venue, we gathered
any paper that satisfied the inclusion and exclusion criteria.
As the result, the publication venues of our primary studies
reflect areas of artificial intelligence, software engineering,
and cyber-physical systems. The primary studies were gath-
ered from the significant part of the literature on ML in
self-adaptive. Therefore, we can argue that the result of the
literature review is valid.

D. INACCURACY OF DATA ITEM EXTRACTION
To address this issue, we adopt some categories from the
existing SAS taxonomy. We also asked an independent
researcher to validate the extracted data item. From the vali-
dation process, the independent researcher agreed with 91%
of our extracted data item. We can ensure the accuracy of the
study by providing the detail searching scope, data item and
criteria for answering the research questions.

VII. CONCLUSION
The objective of this literature review was to assess the
state-of-the-art implementation of ML approaches in han-
dling self-adaptation. This work provided a detailed system-
atic literature review ML approaches proposed by 78 papers
in the literature. In the existing literature, some numbers of
SAS have been implemented based onMLmethodology. The
quantitative results were analyzed and presented, providing
insight into trends of ML application in SAS.
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TABLE 14. List of primary studies published from 2001 – 2019.
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TABLE 14. (Continued.) List of primary studies published from 2001 – 2019.
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TABLE 15. Distribution of primary studies over publication venues.
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The existing work in the area of SAS shows the implemen-
tation of ML approach can improve the performance of the
system. We can see how the ML technique used in a soft-
ware system canmake systems adaptive and self-configuring.
The adaptation process in SAS can be achieved effectively
by making the system learn to adapt rather than make it
behave like a control mode. This review illustrates that ML
can significantly contribute to SAS by providing a method
to understand the system’s behavior and environments. The
primary studies cited with various domain applications show
that ML provides advantages in optimization through provid-
ing dynamic configuration.

The limited literature on ML in SAS indicates there is
much room for improvement and future work in this area.
Furthermore, only a few studies were identified that
used a systematic justification for choosing the ML
approach. Therefore, we provide recommendations that could
be useful in the software engineering community in the next
steps to improve research in the SAS field.

APPENDIX
See Table 14 and 15 here.
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