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ABSTRACT Esophagus segmentation in computed tomography images is challenging due to the complex
shape and low contrast of the esophagus. Fully automated segmentation is feasible with recent convolutional
neural network approaches, such as U-Net, which reduce variability and increase reproducibility. However,
these supervised deep learning methods require radiologists to laboriously interpret and label images, which
is time-consuming, at the expense of patient care. We propose an esophagus segmentation method using a
U-Net neural network combined with several variations of backbones. We also propose a semiautomatic
labeling method with detection and execution components to solve the labeling problem. The detection
component identifies the category to which each slice belongs using the bag-of-features method. The
edges in each category are clustered using contour moments and their topological levels as features. In the
execution component, the assumed esophageal contours are predicted by the clustered model. A convex hull
approach and level set algorithm yield the final esophageal contours, which are employed to train the neural
network. Several backbones are implemented as the encoder of the U-Net network to extract features. The
predictions are then compared with those obtained via manual labeling by a radiologist and the segmentation
results generated by the proposed semiautomatic method. The experimental evaluations demonstrate that the
utilization of ResneXt50 and InceptionV3 as backbones with U-Net is more effective than that with other
backbones. A three-dimensional rendering of the segmented model is performed to exhibit the prediction.
The results demonstrate that the proposed method outperforms previously published methods.

INDEX TERMS Computed tomography, deep learning, esophagus, segmentation, U-Net.

I. INTRODUCTION complex structure of the esophagus, the randomness of the

In the examination of thoracic tumors, the discovery of
esophageal carcinoma has gradually increased in recent
years [1], [2]. Determining the location and size of the esoph-
agus in computed tomography (CT) images is important for
radiologists in target volume delineation [3], [4]. However,
this task is often difficult and time-consuming due to the
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position in each slice, and the low contrast against the sur-
rounding organs and tissues [5], [6]. Automatic segmenta-
tion techniques have been proposed for various application
domains in medical imaging [7]-[12], and a similar approach
for esophagus segmentation could help radiologists complete
this task more accurately and efficiently. In addition, a precise
segmentation technique could assist medical physicists in
enclosing a lesion more easily so that the radiation dose
to organs at risk can be reduced in radiotherapy treatment
planning.
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There have been few reported studies on esophagus seg-
mentation, and the methods presented in most published arti-
cles require a large amount of prior knowledge. In addition,
the utilized methods and models are sensitive to the data
supplied by the user and the parameters involved. In a study
by Rousson et al. in 2006 [13], a probabilistic spatial model
was employed to extract the centerline of the esophagus,
and the outer wall of the esophagus was approximated by
elliptical shape on each slice using a region-based criterion.
This method requires pre-provisioning of the locations of
two pixels in the esophagus and pre-segmentation of the left
atrium and aorta. In the same year, Huang et al. published a
semiautomatic esophagus segmentation method [14]. Based
on a segmented slice, the method propagated the contour to
other slices that are registered using optical flow. In an article
published by Fieselmann et al. [15] in 2008, the esophageal
contours of each axial slice drawn in advance were trans-
formed to the frequency domain for segmentation. In a study
by Feulner et al. [16], a detection and connection method was
applied to estimate the approximate shape of the esophagus,
and a classifier was utilized to obtain fine-grained segments.
The work of Kurugol et al. [17] used tissues surrounding the
esophagus, that were segmented manually in a specific slice,
to determine the location of the esophageal centerline, which
served as the initialization for level set segmentation. Yang
et al. [18] proposed an automatic method by selecting a subset
of optimal atlases for multi-atlas segmentation. This method
relies on cloud data and the existence of an esophageal
atlas.

In recent years, deep convolutional neural network meth-
ods have been applied to esophagus segmentation. In 2017,
Hao et al. [19] used a fully convolutional network (FCN)
to develop an esophageal tumor classifier with expert-
labeled tumor regions during training. In the same year,
Trullo et al. [20] modified the FCN architecture to improve
the accuracy of esophageal location and segmentation perfor-
mance. In 2019, Chen et al. [21] compared the performance of
esophagus segmentation using several types of evolutionary
FCNs, which predicted the images in an esophageal CT scan
slice by slice.

In this article, an esophagus segmentation method, which
is based on the U-Net neural network [22] that utilizes train-
ing data generated with a semiautomatic labeling method,
is proposed. Several studies have demonstrated that U-Net
is highly effective for semantic medical image segmenta-
tion [23]-[26]. The proposed deep learning approach
provides an option for accurate and automated esophagus seg-
mentation. However, the ground truth of a dataset is obtained
by manual labeling, which is time-consuming and a limiting
factor in neural network training due to the amount of avail-
able data. A typical scan of the entire esophagus consists of
more than 80 slices, and a radiologist must manually label
a large number of slices in each scan to completely utilize
the data set. Obtaining a high-performance neural network
with big data that solely relies on manual labeling is impracti-
cal. To address this challenge, a semiautomatic segmentation
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method is proposed in this study to accelerate the generation
of the ground truth.

The proposed semiautomatic segmentation method relies
primarily on contour moments and the topological level of
the contour to cluster the edges. In the proposed method,
esophageal contours can be predicted by a clustered model.
After a morphological operation and other postprocessing,
the convex hull and level set algorithms are employed to
generate the final confirmed esophageal contours. These con-
tours are then employed to train the U-Net neural network.
Further details on the semiautomatic method are provided in
Section II. Several backbones, e.g., ResNet, ResneXt, Incep-
tionNet, and EfficientNet are utilized as the encoder of the
U-Net network’s downsampling step to convert the input into
a certain feature representation. The entire test set is appended
by manual labeling and is applied to estimate the accuracy of
the prediction.

Il. METHOD

The main architecture of the proposed method is presented
in this section, and a flow chart of the method is provided
in Fig. 1. First, a semiautomatic segmentation method is
created to generate the ground truth of the esophagus in the
CT images. Second, the size of the training and validation
sets is augmented by horizontal and vertical shifts, shearing,
rotation, scaling, and horizontal flipping with a normalization
operation. Third, the expanded dataset is processed by various
types of backbones, and the data produced by the different
backbones are employed in the experiment. Last, U-Net is
used to train the processed training and validation sets. The
model after training is utilized to predict the esophageal
region of the test set.

A. SEMIAUTOMATIC SEGMENTATION LABELING METHOD
Conventional supervised deep learning methods utilize man-
ual labeling to generate the ground truth for training, which is
relatively inefficient. For esophageal CT images, a complete
scan usually consists of more than 80 tomographic images
depending on the slice thickness and length of the esopha-
gus. Producing the entire training and validation dataset by
manual labeling would thus be very time consuming and
laborious. Therefore, a semiautomatic segmentation method
is proposed, and its results are applied as the ground truth for
training.

The semiautomatic segmentation method consists of two
stages: detection and execution. A flow diagram of the
method is provided in Fig. 2. In the training stage, all tho-
racic CT images that are involved in the experiment are first
classified by the bag-of-features method [27], [28]. Based
on its clinical definition, the esophagus is divided into four
main parts: the cervical part, upper thoracic part, middle tho-
racic part, and lower thoracic part. The esophagus categories
after classification in this study are much more fine-grained
than those in general clinical applications. The purpose of
this classification step is to define a certain point where
every slice is located vertically. As a result, the features
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FIGURE 1. Flow chart of the proposed method for segmenting the esophagus in CT images.
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FIGURE 2. Main steps of the semiautomatic segmentation method. The detection and execution processes are shown at the top and bottom of the

figure respectively.

of images in the same category of the esophagus are suf-
ficiently similar, which benefits the subsequent clustering
process for the contours. Second, the edges in all images are
extracted by the Canny operator after a series of preprocess-
ing operations (e.g., contrast stretching). Interpolation and
morphological operations are employed on the edges in every
image to make them smoother and more consecutive. Third,
the Canny operator is employed again while the contours of
the processed edges are estimated and their moments (first-
to third-order geometric moments and central moments) are
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calculated. Additionally, the topological levels of the con-
tours are determined by the preorder traversal method in
a topological tree [29], and the level of every contour is
recorded. Fourth, the moments and topological levels of the
contours are regarded as features of the edges. Last, the con-
tours are clustered by the K-means algorithm [30], and the
cluster of the esophageal contours can be selected visually
from the image.

The position of the esophagus in different slices is pre-
dicted by the bag-of-features method employed in the training
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FIGURE 3. (a) Architecture of the U-Net neural network. (b) Schematic chart of the data flow via the network combined with the backbone unit.
ResNet, SE-ResNet, ResNeXt, InceptionNet, etc. are employed as backbones in this work.

stage. Thus, in the execution stage, the initial steps are strictly
identical to those in the detection stage. Preprocessing and
feature extraction by means of the speeded up robust features
(SUREF) algorithm [31], [32] are performed . The SURF fea-
tures in every slice are matched with the vocabularies created
in the bag-of-features method. The categories of the slices
are determined, and the edges can be extracted according
to the categories. The moments and topological levels can
also be calculated. With the model trained as shown in the
last step of Fig. 2, the assumed contours that belong to the
esophagus are predicted. Thereafter, postprocessing, such as
morphological operations and node removal, is performed.
The convex hull method is used to depict the external bound-
ary of the contours, which eliminates some of the isolated
islands and confusions of the internal edges that are enclosed
by esophageal contours. The external boundaries serve as the
initialization of the level set algorithm [33], [34].

B. ARCHITECTURE OF THE U-NET NEURAL NETWORK
Since 2015, the development of the FCNs has led to a wave
of research in the field of image segmentation [35]. In the
same year, the U-Net neural network was developed. This
network is characterized by using a small amount of data as
the training and validation sets, and having a concise network
structure and a high training speed.

The architecture of the U-Net network is shown
in Fig. 3(a). The U-Net network is composed of an encoder
section and a decoder section. The left part is the encoder
section, which corresponds to the downsampling phase of
a traditional classification network. The right part is the
decoder section, which corresponds to the upsampling phase.
The gray arrows in the middle are skip connections, which
stitch shallow features to deep features. The shallow layers
can usually capture the simple features of an image, such
as borders and colors, whereas deeper convolution oper-
ations capture more abstract features. This network uses
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both shallow features and deep features, which enables the
decoder to learn relevant features that are lost in the encoder
phase. The general schematic of the U-Net based neural net-
works with different backbones, such as ResNet, SE-ResNet,
ResNeXt, and InceptionNet, is given in Fig. 3(b). Although
these neural networks consist of encoder and decoder com-
ponents and skip connections similar to the original U-Net,
the structure and sequence of layers vary for each backbone
at different levels of the encoder and decoder components.

Ill. EXPERIMENT

In this experiment, all CT images were provided by the
Department of Radiation Oncology at Shandong Cancer Hos-
pital. There were 17 scans in this experiment, with a total
of 1,397 slices. Each scan involved the entire esophagus from
the cervical part to the lower thoracic part. The original size
of the image in each slice was 512 x 512 pixels, which
corresponds to a spatial area of 404 mm x 404 mm. The
thickness of a slice ranged from 3 mm to 5 mm.

The entire dataset was divided into a training set, validation
set, and test set, in a ratio 13:2:2, and the specific number
of images in each set were 1066, 170, and 161, respectively.
Due to the random location of the esophagus in the thorax,
differences in body size, and unintentional shifting of patients
when lying inside the CT gantry, the dataset was adjusted
in accordance with the variations in the esophageal location.
Therefore, the training set was augmented with horizontal
and vertical shifting, shearing, rotation, scaling, and horizon-
tal flipping, which were performed automatically using the
ImageDataGenerator function of the Keras module at each
epoch.

A. COMPUTATIONAL FACILITY

The experiment was based on a supercomputer with four
NVIDIA GeForce GTX 2080 Ti graphics processing units
affiliated with the University of Alberta. The process for
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FIGURE 4. An example of the main training processes of the semiautomatic segmentation method using CT images: (a) an image after
interpolation and smoothness; (b) the first Canny operator and morphology operation on (a); (c) the second Canny operator on (b); (d) the
K-means clustering after feature extraction on (c); (e) enlargement of the esophageal area in (d).

training the neural network was configured in the Python
3.7 environment based on Keras and TensorFlow modules.
The semiautomatic segmentation method was implemented
in Visual Studio C++ 2019 with the OpenCV library.

B. EVALUATION CRITERIA
Although the semiautomatic segmentation method was cre-
ated to serve as the ground truth, manual labeling was also
employed in the test set to evaluate the performance of the
proposed method. The mean surface distance (MSD), Haus-
dorff distance (HD), and Dice coefficient (DC) were calcu-
lated in pairs of contours to compare the differences in the
ground truth generated by the semiautomatic segmentation
method, prediction of the test set, and manual labeling.

Let us assume that there are two contours in an image that

can be depicted as discrete point sets A = (a1, az, ..., ap)
and B = (b1, by, . .., by). The MSD can be defined as
M(A, B) = max[m(A, B), m(B, A)], (1)
where
p
A,B) = (1 ] i — b, 2
m(A, B) = (1/p) ;% lla; — bl ©)
q
m(B,A) = (1/q) ;Zleig D; — all, 3

minpep ||a; — bl and mingea ||b; — al| represent the mini-
mum distances between point @; and A and between b; and
B respectively. Equations (2) and (3) represent the average
distances from all points in A to B and from all points in B to
A respectively. The HD is defined as

H(A, B) = max[h(A, B), h(B, A)], “)

where h(x, y) is the maximum distance between x and y
h(x,y) = max Téf lla — bl )
x(y)is A(B) or B(A). The DC is used to estimate the degree of

overlap between two areas. Assuming that the two contours
are padded, the DC can be defined as

DC = 2IXNYD/(X]|+ Y], (6)
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where X and Y represent the padded areas of two targeted
areas.

IV. RESULTS AND ANALYSIS
The images in Fig. 4 illustrate the primary steps in the

detection stage of the semiautomatic segmentation label-
ing method. The final step visually presents the assumed
esophageal contours, and the cluster of the esophagus can
then be selected. Fig. 5(a) presents the assumed esophageal
contours after prediction by the model trained with the
K-means algorithm in the execution stage. Fig. 5(b) presents
the results after the refinement of these contours and the
convex hull operation. The polygon produced by the convex
hull method is regarded as the initialization of the level set
method. By evolving this partial segmentation method for
approximately 9 seconds, the final periphery of the esophagus
appears, as illustrated in Fig. 5(c).

To train the neural network, the Adam optimizer was
employed [36], and the loss was evaluated by a combination
of the binary focal loss and Dice loss. The learning rate
was modified by a factor of 0.2 when the evaluation metric
stopped improving, and 5 was chosen as the number of epochs
to wait with no improvement before changing the learning
rate. An epoch of 100 was selected, and the best model from
the loss curve was employed for prediction.

Although the ground truth was not utilized in the training,
it was valuable in the evaluation of the results. The ground
truth coincided with the manual labeling to some extent.
However, the segmentation is not an entirely automatic tech-
nique. The purpose of training the ground truth by the deep
learning method is that once the model is trained, the esoph-
agus can be predicted automatically. According to previous
studies, the precision of the prediction is as expected.

We utilized a total of 26 different backbones in
the neural network, including ResNet [37] (ResNet34,
ResNet50, ResNet101, ResNetl152), SE-ResNet [38] (SE-
ResNetl18, SE-ResNet34, SE-ResNet50, SE-ResNetl01),
ResNeXt [39](ResNeXt50, ResNeXt101), SE-ResNeXt
[39] (SE-ResNeXt50, SE-ResNeXt101), DenseNet [40]
(DenseNet121, DenseNet169, DenseNet201), InceptionV3
[41], InceptionResNetV2 [42], MobileNet [43], MobileNetV2
[44], and EfficientNet [45] (EfficientNetBO, EfficientNetB1,
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FIGURE 5. Example of the main execution processes of the semiautomatic segmentation method: (a) the assumed esophageal contours predicted by
the K-means algorithm; (b) result after refinement of (a) and the convex hull operation; and (c) the final result after level-set operations.
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FIGURE 6. Accuracy and loss values at each epoch during the training process using the U-Net neural network: (a) and (b) using the backbone of
ResneXt50; (c) and (d) using the backbone of InceptionV3. The segmentation accuracy in (a) and (c) is evaluated in terms of the DC. The loss values in
(b) and (d) are evaluated in terms of a combination of the focal and Dice loss values.

TABLE 1. Esophagus segmentation results for the methods using different types of neural net backbones with the U-Net architecture.

Backbone Neural net prediction vs semiautomatic segmentation Neural net prediction vs manual labeling
MSD (mm) HD (mm) DC (%) MSD (mm) HD (mm) DC (%)

ResNet101 1.23+1.94 3.30£1.75 85.73 £10.27 1.07 £1.02 1.55+1.46 85.71 £9.10
ResneXt50 1.14+1.25 3.63 +£2.45 85.41 +9.53 1.14+1.13 1.74+1.71 85.84 +£12.91
Se-ResNet50 0.96 £0.76 3.62 +2.01 86.60 £ 7.75 1.39 £2.43 1.91 £2.72 83.84 £16.47
InceptionV3 0.86 + 0.65 3.27 £ 2.06 87.74 £ 7.16 1.01+0.79 1.50 +£1.37 86.80 + 6.43
InceptionresnetV2 0.89 £0.75 3.35+2.31 87.04 £ 8.98 1.15£1.71 1.73 £1.90 85.79 £ 12.40
Efficientnetb3 1.57+1.84 5.50 + 3.99 82.23 £12.17 1.47 £3.13 1.73 £3.06 83.94 £ 15.82
Original U-Net 1.34 £ 1.55 2.10 +2.13 79.25 + 21.80 1.07 £0.96 1.97 £1.87 76.07 £ 28.95

MSD, HD, and DC refer to mean surface distance, Hausdorff distance, and Dice coefficient, respectively. For each metric, the best two accuracy values

are given in bold font.

EfficientNetB2, EfficientNetB3, EfficientNetB4, Efficient-
NetB5, EfficientNetB6). All the networks were trained inde-
pendently. The best five results of the networks are presented
in Table 1. The last item in Table 1 indicates the U-Net
network trained without any backbone. The experimental
evaluations demonstrate the advantage of utilizing different
backbones with U-Net over the original U-Net approach
for obtaining more accurate fully automated segmentation
results. The best two accuracy values for each metric are
presented in bold font, and the network with ResNeXt50 and
InceptionV3 had a closer performance to manual labeling
than the other methods. The accuracy and loss during the
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training of these two types of backbones are presented
in Fig. 6. The accuracy was estimated by the DC, while the
loss was estimated by a combination of the focal loss and
Dice loss. The trained neural network model with the best
validation accuracy was saved during the entire training pro-
cess by utilizing ModelCheckpoint and Callback functions in
the Keras module. The loss values of ResneXt50 and Incep-
tionV3 in the best model were 0.063 and 0.053, respectively.
Although the neural network training did not utilize manual
labeling as the ground truth, the accuracy of the final results
demonstrates that the semiautomatic segmentation method
may be effective for labeling the CT images. The proposed
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FIGURE 7. Examples of the CT images in the test set after the prediction of the model trained by U-Net with the InceptionV3 backbone. (a) and (b)
are images from the same patient, and (c) and (d) are images from another patient. The blue contours represent the ground truth obtained by the
semiautomatic segmentation; the green contours represent the prediction of the test set; the red contours represent the manual delineation.

Overlapping pixels are replaced by composite colour.

method can thus help improve the efficiency of deep learning
research. During the training phase, the trainable neural
network parameters are computed only using the training set,
and the validation set is employed merely to compute the
neural network’s prediction accuracy leading to fluctuations
in the validation loss curve, as shown in Fig 6(b) and (d).

Fig. 7 presents examples of the results obtained by employ-
ing U-Net with the InceptionV3 backbone. The specimens
in Fig. 7(a) and Fig. 7(b) represent a scan in the test set,
whereas the specimens in Figs. 7(c) and (d) represent a
different patient scan. Overlapping pixels are replaced by a
composite color. The prediction coincides closely with the
manual labeling, which is objectively reflected in Table 1 with
an MSD of 1.01 £0.79 mm, HD of 1.50 £ 1.37 mm, and DC
of 86.80 & 6.43 (%).

To illustrate the area of the esophagus more distinctly,
the regions of interest (ROIs) in Fig. 7 are enlarged. The
process of prediction works globally in every slice. In contrast
to the work of Chen er al. [21], prediction by the proposed
method can be carried out concurrently in different slices, and
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its computational efficiency depends on the multithreading
degree of the program and the computer hardware. Further-
more, it is not necessary for the proposed method to confirm
the ROI for the prediction slice by slice. A comparison of
the proposed method with those in the literature tested with
different datasets is reported in Table 2, where the values
indicate that the proposed method yielded more accurate
results in terms of MSD, HD, and DC.

Fig. 8 presents an example of a three-dimensional (3D)
rendering of the two-dimensional (2D) prediction results
in Fig. 7. The slices are overlaid in the original sequence
that corresponds to the natural esophageal morphology. The
vertical scale is different from that in the slice plane before
volume rendering. As illustrated in Fig. 8, each pixel rep-
resents an area of 0.79 mm x 0.79 mm, and the thickness
of a slice is 5 mm. Therefore, the quantity of slices was
augmented by interpolation to ensure the uniformity of the
scales in different orientations. To observe the internal struc-
ture, the opacity index of the esophageal surface was adjusted
to an adequate value. The 3D rendering was programmed
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TABLE 2. Comparison of the proposed method with the other methods published in literature.

Authors MSD (mm) HD (mm) DC (%) Dimension DataSet (Number of scans)
Rousson et al. [13] Unknown Unknown 80.25 2D Unknown (20 images)

Fieselmann et al. [15] Unknown Unknown 80 2D 8

Feulner et al. [16] 23+1.6 14.5 Unknown 2D 117
Kurugol et al. [17] 21+1.9 Unknown Unknown 3D 8

Yang et al. [18] 20+0.4 1454+4.1 73+ 6 2D 30

Hao et al. [19] 18 Unknown 76 2D 87

Trullo et al. [20] Unknown Unknown 2+7 2D 30

Chen et al. [21] Unknown 5.87+£9.91 79 4+ 20 2D 6

Proposed method (InceptionV3) 1.01 £0.79 1.50 £1.37 86.80 + 6.43 2D 17 (1397 images)

Some publications did not report certain evaluation metrics which are denoted as unknown in the table. Every method listed in this table was

evaluated by different data set.

() (b)

(c) d)

FIGURE 8. 3D rendering of the 2D slices of an integral esophagus in the test set. (a) represents the model generated by the
semiautomatic segmentation method, (b) represents the prediction by the model, trained by the U-Net neural network with the
InceptionV3 backbone, (c) represents manual labeling, and (d) represents a composite of (a), (b) and (c).

with the Visualization Toolkit library (Kitware Inc., Clifton
Park, New York, USA) in the C4-4- language. This rendering
visually reflects the performance of the proposed method,
and has the potential to assist radiologists in observing the
esophageal structures of the patients and making a relatively
accurate diagnosis.

V. CONCLUSION

This article presents an esophagus segmentation approach
that primarily relies on a semiautomatic labeling technique
to produce annotations for training fully automated deep
learning-based techniques. This approach enables the highly
efficient generation of pixel-wise annotations and reduces
the time required from an expert radiologist in producing
annotated data. A standard evaluation using the MSD, HD,
and DC indicates that the goodness of fit between the pre-
diction and manual labeling in this study is superior to
that in former studies. The proposed method thus has the
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potential to reduce the ionizing radiation-related hazard to
organs at risk during the delineation of the gross target vol-
ume and provide guidance during image-guided radiation
therapy.

For further research, we intend to increase the number of
cases that will contribute to the precision of deep learning.
However, we also have a schedule for exploiting a fully
automatic labeling method to increase labeling efficiency.
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