
Received September 17, 2020, accepted October 28, 2020, date of publication November 4, 2020,
date of current version November 17, 2020.

Digital Object Identifier 10.1109/ACCESS.2020.3035781

A Novel Clothing Attribute Representation
Network-Based Self-Attention Mechanism
YUTONG CHUN 1,2, CHUANSHENG WANG1, AND MINGKE HE1,2
1School of Management and Engineering, Capital University of Economics and Business, Beijing 100070, China
2School of Logistics Management, Beijing Wuzi University, Beijing 101149, China

Corresponding authors: Chuansheng Wang (wangcs2020paper@163.com) and Mingke He (hemingke@vip.sina.com)

This work was supported by the Key Project of National Social Science Foundation of China under Grant 20AJY016.

ABSTRACT As highly increasing of on-line fashions retail industry, automatic recognition and representa-
tion of clothing items have huge potentials. With the help of deep learning methods, many clothing attribute
representation models have been proposed. However, these models are mainly suitable for coarse-grained
classification which are not suitable for clothing attribute representation. To address such a problem, in this
article, we propose a novel network structure named SAC,which is a combination of CNNs and Self-attention
mechanism and can represent clothing attributes more fine-grained. Besides, we use Grad-CAM to visualize
which part of the clothing attributes is more concerned by customers. Finally, a new labeled clothing dataset
is introduced in this article, which is expected to be helpful to the researchers who are working in fashion
domains for image representation.

INDEX TERMS Clothing attribute, representation, self-attention mechanism, convolutional neural networks
(CNNs), new dataset.

I. INTRODUCTION
With the rise of business-to-consumer (B2C) e-commerce
website such as Amazon, Ebay and Tmall, online shopping
for clothing has become a general situation. Online images
are commonly used as visual cue to attract consumers’ atten-
tion to enhance their perception of product understanding,
which has direct impact on their purchasing decisions [1]–[3].
How to efficiently represent clothing elements from online
images has become one of the research traction in the past
couple of years. One major reason is that it can help to exam-
ine fashion from more diverse perspective and explore more
intelligence in the field of fashion apparel, such as retrieve
similar or identical fashion items from e-commerce website.
However, Clothing images vary in style and different cus-
tomers have different understanding of style. Different brands
of clothing may deliver different type of clothing images
on B2C e-commerce website. Some images will have man-
nequin and somemay just contain clothing. Several examples
of images from the fashion dataset are shown in Fig.1. Even
with the current popular deep learning methods, it is difficult
to accurately classify style labels.

Traditional clothing image classification technologies
mainly focus on extracting global features such as color,
shape, texture through ingeniously designed feature extrac-
tion algorithms and use these features or their combination as
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FIGURE 1. Examples from the fashion dataset.

input for classification [4]. The commonly features include
SIFT [5], HOG [6] and LAB space [7]. However, these tech-
nologies have three problems. Firstly, they heavily rely on
the experience of experts to give heuristic labels. Secondly,
mulitple feature extraction algorithms are time-consuming
and resource intensive. Thirdly, feature extraction of clothing
images can be affected by many noise factors such as light
changing, complex background and promotion information,
so it is hard to deal with such complex situation by hard
coding an algorithm.

With the development of deep learning in the field of
computer vision, the Convolutional Neural Networks (CNNs)
have become a research hotspot. Most of CNNs are struc-
tured asmulti-layeredmodels and learned through large-scale
data with a large number of iterative calculations to improve
accuracy. The classic deep learning models for image recog-
nition include VGG16 [8], ResNet50 [9], Inception [10] and
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DenseNet121 [11], all of which have achieved remarkable
grades in ILSVRC competition. The classic CNNs models
have strong generalization ability. However, these models are
mainly suitable for coarse-grained classification such as shirt
or coat. In the fashion field, the purpose of clothing repre-
sentaion is to determine pattern, color even shape of collar,
which is the classification task that belongs to a fine-grained
classification. How to achieve better performance based on
classic CNNs is the issue of concern in this article.

Motivated by the above needs and practice in clothing
attribute representation, we explore to describe fashion
style by developing a novel network structure named SAC
(Self-attention and CNNs), which is a combination of CNNs
and Self-attention mechanism and can classify attributes
more accurate. To evaluate the ability of our network,
we have created a dataset containing 15,025 fashion outfits
from online shopping website and annotated all outfits with
attributes. The attributes were selected from key attributes
frequently retrieved in fashion learning field. Our major
contributions are as follows:

1) A novel clothing style extraction network. We introduce
a novel clothing style extraction network named SAC which
improve the predicting accuracy by self-attentionmechanism.
The model is more suitable for describing fashion attributes.

2) Big-scale fashion dataset. We collected a big-scale
annotated dataset of fashion, which contains tens of thou-
sands of images and hundreds of attributes. We believe many
applications can benefit from this dataset.

3)Viewing clothing attributes. We show which parts of
clothing have more contribution on classification. It can ver-
ify effectiveness of the model and also be helpful to clothing
designer modifying their content and making their clothing
more attractive.

The rest of this article is organized as follows.
Section 2 presents a more detailed literature review and
demonstrates clearly the literature positioning of this article.
Section 3 shows the proposed model. Section 4 validates our
approach on the collected clothing dataset by providing both
qualitative and quantitative evaluations. Section 5 concludes
the paper and proposes future research.

II. RELATED WORK
A. ATTRIBUTE REPRESENTATION LEARNING
With the continuous development of social network and
mobile computing, there are more and more images which
can provide more hidden and anomalous information in
the fashion field. How to maximize the extracted informa-
tion from the images is a probelm to be studied by rep-
resentation learning. Related to the fashion domain, as a
part of computer vision studies, attribute representation
learning has been used for image retrieval [7], [12]–[16],
clothing match rules [17] and fashion image ranking [18].
Chen et al. proposed a fully automated system, which
extracted low-level features in a pose-adaptive manner and
combined complementary features for learning attribute clas-
sifiers [7]. Fu et al. used semantic-preserving visual phrases

to address the problem of large scale cross-scenario cloth-
ing retrieval [12]. Di et al. constructed an attribute vocab-
ulary using human annotations obtained on a fine-grained
clothing dataset, and then trained a binary linear SVM
for each attribute [13]. All works mentioned above mostly
relied on hand-crafted features, such as SIFT, HOG and
color histogram etc. The performance of these methods were
limited by the expressive power of these features. Some
researches turn to powerful CNNs feature driven by specific
tasks. Xia et al. combined CNNs with multi-task learning
to extract features related to customer’s favorite clothing
attributes [16]. Liu et al. proposed a new deep model namely
FashionNet which learned clothing features by jointly pre-
dicting clothing attributes and landmarks.The network struc-
ture of FashionNet is similar to VGG-16, except the last
convolutional layer which is replaced by three branches
of layers to predict attributes. Besides, they introduced a
large-scale clothes dataset named DeepFashion to enlarge
existing clothes datasets [14]. He & Chen designed a fast
fashion guided clothing image retrieval framework by effi-
ciently converting float formatted features into binary codes
to achieve much faster image retrieval without much accu-
racy reduction [15]. Liu et al. investigated clothing match
rules based on semantic attributes according to the genera-
tive adversarial network (GAN) model, which can generate
clothing-match pairs automatically [17]. Wang et al. pro-
posed to learn a ranking SPN (sum product networks) to rank
pairs of fashion images by modeling the semantic attributes
and data-driven attributes of fashion images [18]. Yan et al.
adopted a multi-task learning framework to build a model
named StyleNet, which could make full use of various types
of label information to represent the clothing images in fin-
ergrained manner [4]. This article will focus on the fashion
field and try to find a more efficient attribute representation
learning model for improving the classification accuracy of
clothing images.

B. SELF-ATTENTION MECHANISM
Self-Attention, is a mechanism of attention associated with
different locations of a single sequence, with the goal of
calculating the representation of the sequence [19]. It has
been successfully used in many tasks including reading com-
prehension, semantic role labeling, image classification and
scene segmentation [20]–[25]. Vaswani et al. proposed a new
simple network architecture, the self-attentional Transformer,
based solely on attention mechanisms, dispensing with recur-
rence and convolutions entirely [19]. Cheng et al. integrated
the long short-term memory architecture with self-attention
mechanism to render sequence-level networks better at han-
dling structured input [20]. Tan et al. presented a simple
and effective architecture for semantic role labeling based on
self-attention to handle structural information and long range
dependencies [21]. The attention mechanism has enjoyed
great popularity in the machine translation as well as NLP
communities. However, in computer vision, CNNs are still
the norm and self-attention just began to slowly creep into
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FIGURE 2. Attention mechanism.

the main body of research. Bello et al. considered the use of
self-attention for discriminative visual tasks and introduced a
novel two-dimensional relative self-attention mechanism for
image classification [22]. Wang et al. proposed an non-local
neural networks, which employ self-attention in convolu-
tional architectures to improve video classification accuracy.
The networks could be plugged into many computer vision
architectures and were initialized in such a way that they
did not break pretraining [23]. Woo et al. proposed a Con-
volutional Block Attention Module (CBAM), which sequen-
tially inferred attention maps along two separate dimensions,
channel and spatial [25]. Fu et al. proposed a Dual Attention
Network (DANet) to adaptively integrate local features with
their global dependencies based on the self-attention mecha-
nism for scene segmentation [24]. Inspired by the recent suc-
cesses of the attentionmechanism in other domains [23], [26],
we integrate CNNs with self-attention mechanism to propose
a novel model which could describe clothing appearance with
semantic attributes.

III. METHOD
In this section, we describe our model for representing
attributes of new clothing. We first propose the classifier
which can describe clothing attributes trained by on-sale
clothing images. And then, we visualize parts of images that
help interpret what features contribute to clothing’s style.

A. CLASSIFIER MODEL
In computer vision field, CNNs are normal and effective
method. However, convolution only looks at local spatial
information in a certain radius. To improve the classification
accuracy, we use self-attention mechanism computing the
response at a position as a weighted sum of the features at
all positions in the input feature maps.

Attention in the deep learning can be seen as a vector of
importance weights, which can enhance convolutional layers
to selectively focus on segments of the image. With the help
of self-attention, we can know ‘where’ is an informative
part. Applying pooling operations along with the channel
axis is shown to be effective in highlighting informative
regions [25]. As shown in Fig.2, an attention mechanism
can be described as mapping an image input sequence X =
[x1, . . . , xM ] of length M to a target output sequence H =
[h1, . . . , hM ] of lengthM .

Each vector xi, i ∈ [1,M ] represents a feature map of
image. The previous output is compressed into a query (Q of

dimensionm) and the next output is produced bymapping this
query and the set of keys and values. As shown in Equation (1)
and (2), the att represents attention mechanism. The output
hj, j ∈ [1,M ] is computed as a weighted sum of the values,
where the weight assigned to each value is computed by a
compatibility function of the query with the corresponding
key:

hj = att(X , qj) =
n∑
i=1

αi,jxi (1)

αi,j = align(xi, qj) = softmax(s(xi, qj))

=
exp((s(xi, qj))∑N
j=1(exp(s(xj, qj))

(2)

The alignment model assigns a score αi,j to the pair of input
at position i and output at position j, where j ∈ M and i ∈ M ,
based on how well they match. The set of αi,j are weights
defining howmuch of each source hidden state should be con-
sidered for each output. As shown in Equation (2), softmax
is a normalization function. s(xi, qj) correspond to align-
ment score functions.There are two most commonly used
alignment score functions, namely additive attention [27],
and scaled dot-product attention [19]. We choose the scaled
dot-product attention to represent s(xi, qj) as it is much faster
and more space-efficient [19].

We consider input X as a set of key-value pairs,
(K ,V ), which means X = (K ,V ) = [x1, . . . , xM ] =
[(k1, v1), . . . , (kM , vM )]. The K is used to calculate αi,j and
the V normally represents the hidden state on conducting
the K . So the output vector hj is:

hj = att((K ,V ), qj) =
N∑
i=1

αi,jvi =
N∑
i=1

softmax(s(ki, qj))vi

(3)

As one of the attention mechanism, self-attention has
similar mechanismwhich relate different positions of a single
sequence in order to compute a representation of the same
sequence. In another word, the input X equals to output H in
self-attention. Given an input tensor of shape (C,H ,W ,Nin),
where C,H ,W and Nin represent to the channel, height,
width and number of input filters of an activation map,
we flatten it to a matrix.

We consider the input consists of queries (Q), keys (K ) of
dimension dk , and values of dimension dv. Each xi of input
X is transformed by an observation made by the collection,
which means Query=Key=Value. The output is a weighted
sum of the values, where the weight assigned to each value is
determined by the dot-product of the query with all the keys:

H = softmax(
QKT
√
n
)V = softmax(

(XWq)(XW T
k )√

dhk

)(XWv) (4)

where Wq,Wk ∈ RNin×dk and Wv ∈ RNin×dv are parameter
matrices to be learned, which couldmap the inputX to queries
Q = XWq, keys K = XWk and values V = XWv. With the
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FIGURE 3. The structure of SAC network based on self-attention
mechanism.

help of self-attention mechanism, each pixel i will calculate
α with each other pixel including itself in input feature map.
Applying multiple self-attention blocks is shown to per-

form better improvment than single block. Messages can
be delivered back and forth between distant positions in
spacetime [23]. To enhance the attention of specified clothing
attribute, we combine self-attention mechanism and CNNs
to propose a new network named SAC (Self-attention and
CNNs). We use a 2048-dimensional output of penultimate
layer of the ResNet50 network [9] pretrained on the ImageNet
dataset [28] to get a high-level image representation for input.
To obtain a compact representation from ImageNet feature,
we train a five-layer neural network with self-attention mech-
anism which allows to learn to focus on the most relevant ele-
ments in a image(similar to [23]), as shown in Fig.3. In order
to improve the attention effect, we apply two self-attention
blocks which have an interval of CNN block. Because small
spatial size may insufficient to provide precise spatial infor-
mation, the first CNN will enlarge the receptive field to
4096-dimensional output. Due to attention the network is able
to learn which part from the image contributes the most to a
clothing attribute. The clothing attributes are achieved after a
multi-layer perceptron (MLP) with ReLU activation function
as hidden layer.

B. VISUALIZATION
While the SAC can help judge attributes of a clothing, it
cannot give any clues which part of a clothing attracts more
attention.We propose to visualize how each attributes are
judged based on attention. Being able to interpret which part
of clothing is relevant to an attribute also can help clothing
designer modify their content to better attract customer’s
attention.

To that end, we use Grad-CAM [29] to generate heatmaps
which can indicate the regions that contribute to clothing
attribute in each image. Let A ∈ RW×H×K to be the output
of the last convolutional layer in SAC. Firstly, we com-
pute the gradient of a clothing attribute l, with respect to
the feature maps activations Ak , i.e. ∂l

∂Ak .These gradients are
global-average-pooled over the width and height dimentions
to obtain feature map importance coefficients αk :

αk =
1

W × H

W∑
i

H∑
j

∂l

∂Aki,j
(5)

We perform a weighted combination of forward activation
maps followed by ReLU to obtain the final heatmap.

H = ReLU (
∑
k

αkAk ) (6)

FIGURE 4. Illustration of Grad-CAM algorithm.

We then normalize heatmap values to range [0,1]. For
ResNet50 network, this results in 7 × 7 heatmap of relative
importance per image. We use attention weight αi,j to sacle
the heatmap.

The results of Grad-CAM algorithm applied to a clothing
can be seen in Fig.4 [26]. The SAC outputs the probability of
a clothing image belonging to the attribute class as score and
a set of values for visualization purposes.

IV. EXPERIMENTS
In this section, we describe more details about our new
dataset, providing an experimental analysis for evaluat-
ing our proposed approach and showcaseing a couple of
applications.

A. DATASET
In order to train and evaluate our proposed model, we col-
lected a real fashion outfit dataset from the Tmall, which is
the largest online shopping website in China. Many famous
fast fashion brands like ZARA, H&M and UNIQLO have
online store on the Tmall. We crawled fashion outfits from
17 famous fast fashion brands on the Tmall. In this work,
due to the lower clothing is occasionally occluded or oth-
erwise not visible in some images, we only consider the
upper clothing. After manual data cleaning, we obtained
15,025 images in 5 categories. Examples of fashion dataset
are shown in Fig.5.

B. ANNOTATION
Based on the practice of searching fashion outfit from Tmall,
we find most of fast fashion brands classifying the upper
clothing into 5 categories, namely shirt, sweater, T-shirt,
hoodies and outwear. In order to be closer to actual situation,
we regard coat and jacket as outwear and top tank as shirt.
By referring multiple related works [7], [16], [17], [30],
we produce a list of common attributes which are represen-
tative of modern fashion trends and cover a large diversity
of fashion style. However, the original images collected from
online shopping website did not contain attributes informa-
tion. We invited ten undergraduates to manually annotate

VOLUME 8, 2020 201765



Y. Chun et al.: Novel Clothing Attribute Representation Network-Based Self-Attention Mechanism

FIGURE 5. Attribute examples in the dataset.

TABLE 1. Statistics of the clothing attribute dataset (There are 8 attributes
in total, including 5 multi-class attributes and 3 binary-class attributes).

the attributes of items in order to describe clothing in a
variety of views. As shown in Table 1, there are 8 types of
clothing attributes in total, including 5 multi-class attributes
such as ‘‘clothing category’’ and 3 binary-class attributes like
‘‘Button’’. The total number of attribute values is 37. The
attribute examples of the dataset are shown in Fig.5.

Table 2 shows the cooccurrence matrix of the style
attributes. We can find that some pairs of attributes have
higher cooccurrence rates. For example, t-shirt is more likely
to co-occur withmany color than with other colors. Similarly,
shirt tend to be without zip and exist button. It is also more
likely to be long sleeves and polo collar, versus sleeveless and
other shape of collar. Such representatiosn are resonable and
meet common sense.

In addition, we note that there are some potential rela-
tionship that may not be easily discoverd in daily life. For
instance, a clothing with solid pattern has more probability to
have long sleeve and without zip, versus other shape of sleeve
and exist zip. Moreover, a clothing with round collar tend to
without zip and without button.

C. PARAMETER SETTING
We use the ResNet50 architecture as feature extraction net-
work because of its widespread use and its ability to easily
scale across several computational budgets. In the training

stage, input samples were resized to 180 × 180 × 3. Specif-
ically, we set the number of epochs to 50 with batch size
equal to 32. We use the cross entropy loss to train the network
for attribute prediction. The network is trained using Adam
[31] for stochastic optimization with an initial learning rate
of 0.001 and a weight decay of 5e− 4.

D. COMPARISON AND RESULTS
1) BASELINE
To demonstrate the effectiveness and efficiency of the SAC
network, we compare with some recent approachs used in
clothing attribute prediction tasks and competing works on
deep learning. (1)baseline AlexNet [30]. The network con-
tains two-stages, one of which is used to learn the pat-
tern of discriminative clothing representation from video
and the other is used to predict clothing attributes. We just
choose the second predicting clothing attributes stage as
comparison baseline whose main construction is the stan-
dard AlexNet [32]. (2)baseline VGG16 [14]. The network
proposed in [14] is named FashionNet, which consists three
stages, i.e., predicting clothing landmarks, extracting local
features via estimated clothing landmarks and fusing local
and global features for category and clothing attribute pre-
diction. It needs extra clothing landmarks and category anno-
tations which are missed in our proposed dataset. So we
ignore these parts and choose the core prediction part which
is the same convolutional parts with VGG16 network [8].
(3)baseline CNN. To verify the effectiveness of self-attention
blocks, we build a same deep network as SAC which has five
CNN blocks but no self-attention blocks. (4)baseline Self-
Attention. As proposed in paper [23], self-attention blocks
which were named non-local blocks have ability to replace
CNN blocks and more blocks in general lead to bet-
ter results. To verify the combination of CNNs and
self-attention mechanism has better performance, we build
a same deep network as SAC which just has self-attention
blocks.(5)baseline ResNet101 [9]. ResNets are deep residual
learning framework which have been widespread used in
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TABLE 2. Attribute-attribute cooccurrence statistics.

TABLE 3. Confusion Matrix.

TABLE 4. Accuracy of clothing attributes prediction. The Bl stands for
Baseline.

deep learning recent years. ResNets can gain accuracy from
considerably increased depth, which means ResNet101 has
better feature extraction performance than ResNet50. How-
ever, a deeper network will has more computational cost.
To verify the SAC can increase accuracy with less cost,
we build a same deep network as baseline CNN using
ResNet101 as feature extraction network.

We train all the baseline approachs using the same amount
of data and protocol as SAC did. Furthermore, we also add
pre-trained models before all the baselines to certificate the
effectiveness of comparision.

2) EVALUATION CRITERION
Because thewhole clothing dataset is almost balanced, we use
accuracy(ACC) to measure the performance of the SAC
network. The criterion is defined as follows [33]:

ACC =
TP+ TN

TP+ TN + FP+ FN
(7)

All the abbreviations are defined as the confusion matrix
shown in table 3.

3) RESULTS
The classification accuracy for each attribute of different
methods is shown in Table 4. The dataset is randomly divided
into three parts, training set, validating set and testing set at
the ratio of 8:1:1.

Seeing from Table 4, the proposed SAC network obtains
highest average accuracy, 81.02%. It much outperforms the
Baseline_AlexNet, Baseline_VGG16, and Baseline_Conv,
which demonstrates the effectiveness of self-attention mech-
anism. Comparing with Baseline_Self-Attention, the predic-
tion accuracy of SAC is still 1.69% higher than just use

self-attention mechanism, which indicates the combination
of CNNs and self-attention mechanism has better perfor-
mance than single attention mechanism. Besides, although
ResNet101 is much deeper than ResNet50, the average accu-
racy of SAC is 2.09% higher than Baseline_ResNet101,
which validates the combination of CNNs and self-attention
mechanism can improve performance with less cost.

We also find some interesting phenomenon when we
take more concern on each attributes. Firstly, we observe
that a classifier with self-attention mechanism perform bet-
ter on Gender attribute than the other networks in same
depth. This may because the self-attention mechanism take
more attention on significant information about gender.
As shown in Fig.1, clothing images from B2C website
would be a clothing or clothing with mannequin or brand.
Such improvement will be very useful to automatic attribute
representation. Secondly, for attribute of Gender, Color,
Pattern and Button, the accuracy of SAC, Baseline_Self-
Attention and Baseline_ResNet101 are much higher than
other methods. Such attributes are important features that
need to be attentioned when customers want to buy a cloth-
ing. Although Baseline_ResNet101 has similar improve-
ment as Baseline_Self-Attention and SAC, the depth of
Baseline_ResNet101 is much deeper than the others, which
indicates the self-attention mechanism is useful.

Visualization result are displayed in Fig.6. The red regions
correspond to high score for class, while the blue regions cor-
respond to evidence for the class. As shown in Fig.6, we can
directly know the regions of an image that provide support
for a particular prediction. For instance, regarding attribute
of zip and button, the middle part of clothing corresponds to
the highest score for classification, which are consistent with
people’s attention. Besides, we observe that the background
color and colorful brand of picture will cause confuse on
classifier. On the second row of color attribute, the classifier
has great attention on brand and background, which should be
the reason why all classifiers do not have good performance
on the attribute.

E. APPLICATIONS
1) AUTOMATIC ATTRIBUTE RREPRESENTATION
Our proposed method can be used in automated image
annotation. Given a submitted clothing image, the classifer
can retrieve attributes automatically and generate a suitable
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FIGURE 6. Visualization of the region of attention focused by the SAC network.

TABLE 5. Clothing attribute prediction results. The attribute with red indicates that it is judged wrong.

image description. This can be useful for on-line fashions
retail to assist sellers in creating listing descriptions.

The qualitative clothing attribute prediction results are
shown in Table 5. Comparing with the two existed baseline
methods [14], [30], Table 5 shows that our approach is better.
The category, color, pattern and callor attributes can be judged
by our method more precisely than the baseline methods.
These results have also been verified in accuracy results. The
wrong inferences of ‘‘round’’ on the male shirt are judged by
all methods. In fact, all methods judge correctly. The reason
of this error is because the groundtruth is wrongly labeled
with ‘round’ value.

2) ARTIFICIAL DESIGN
Another application of our method is artificial fashion design.
Fashion desginers can label on-sale fashion images based on
the number of sales. With a collection of hot-sale clothing
photos, our method can be used to analyze and visualize
what combination of attributes on a clothing can attract more
attention by customers. For example, in our analysis, a hot-
sale clothing with solid pattern is more likely to be with

zip than without zip. Such analysis should be helpful to find
potential association rules on clothing design.

V. CONCLUSION
In this article, we propose a novel clothing attribute represen-
tation network, SAC, which combines self-attention mech-
anism with CNNs. We also present a new clothing dataset
for fashion style prediction of 8 attributes. We conduct an
experiment on the SAC network with several baselines from
existing works, which proves the effectiveness of our net-
work. Besides, based on Grad-CAM, we visualize which
parts contribute to the prediction result, and which parts are
useful to fashion designers. However, a limitaion of our work
is that it cannot generate clothing design draft automatically
for fashion designers. Future research can include using gen-
erative adversarial networks (GAN) to generate new clothing
design draft based on proposed approach.
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