
Received October 10, 2020, accepted October 26, 2020, date of publication November 3, 2020, date of current version November 12, 2020.

Digital Object Identifier 10.1109/ACCESS.2020.3035416

Speaker Anonymization for Personal Information
Protection Using Voice Conversion Techniques
IN-CHUL YOO, (Member, IEEE), KEONNYEONG LEE, SEONGGYUN LEEM, HYUNWOO OH,
BONGGU KO, AND DONGSUK YOOK , (Member, IEEE)
Artificial Intelligence Laboratory, Department of Computer Science and Engineering, Korea University, Seoul 02841, South Korea

Corresponding author: Dongsuk Yook (yook@korea.ac.kr)

This work was supported in part by the Basic Science Research Program through the National Research Foundation of Korea (NRF)
funded by the Ministry of Science, ICT and Future Planning under Grant NRF-2017R1E1A1A01078157, in part by the Ministry of
Science and ICT (MSIT) through the Information Technology Research Center (ITRC) Support Program supervised by the Institute for
Information & Communications Technology Promotion (IITP) under Grant IITP-2018-0-01405, in part by the IITP grant funded by the
Korean Government (MSIP) (A research on safe and convenient big data processing methods) under Grant 2018-0-00269, and in part by
the Korea University Grant.

ABSTRACT As speech-based user interfaces integrated in the devices such as AI speakers become
ubiquitous, a large amount of user voice data is being collected to enhance the accuracy of speech recognition
systems. Since such voice data contain personal information that can endanger the privacy of users, the issue
of privacy protection in the speech data has garnered increasing attention after the introduction of the General
Data Protection Regulation in the EU, which implies that restrictions and safety measures for the use of
speech data become essential. This study aims to filter the speaker-related voice biometrics present in speech
data such as voice fingerprint without altering the linguistic content to preserve the usefulness of the data
while protecting the privacy of users. To achieve this, we propose an algorithm that produces anonymized
speeches by adopting many-to-many voice conversion techniques based on variational autoencoders (VAEs)
and modifying the speaker identity vectors of the VAE input to anonymize the speech data. We validated
the effectiveness of the proposed method by measuring the speaker-related information and the original
linguistic information retained in the resultant speech, using an open source speaker recognizer and a deep
neural network-based automatic speech recognizer, respectively. Using the proposed method, the speaker
identification accuracy of the speech data was reduced to 0.1–9.2%, indicating successful anonymization,
while the speech recognition accuracy was maintained as 78.2–81.3%.

INDEX TERMS Data privacy, deep neural networks, speaker anonymization, variational autoencoder, voice
conversion.

I. INTRODUCTION
Speech-based user interfaces are commonly utilized in vari-
ous applications, owing to their feasibility and simplicity [1].
Speech recognition algorithms enable us to control various
devices using natural languages. Deep learning-based algo-
rithms, which are prominently used for speech recognition,
require large quantities of training data [2], [3]. The collec-
tion of voice data from users is an attractive task because
they contain various types of real-life speeches that can sig-
nificantly enhance the accuracy of speech recognition sys-
tems. However, since such data contain personal information,
it is not advisable to use them directly. Especially, since an
increasing number of applications use speech data in their
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user authentication mechanisms, openly available speech
data may be vulnerable to security threats. In other words,
speaker identification algorithms can be used to determine
the identity of a speaker through speech data. Therefore,
if such data are stored without a proper anonymization pro-
cess, they can be vulnerable to various exploits, which must
be avoided. Furthermore, there is an increasing demand for
the protection of speech data-related personal information,
usually referred to as privacy protection. This can be partly
attributed to the introduction of the General Data Protec-
tion Regulation (GDPR) in the EU [4], which implies that
restrictions and preventive measures on the use of speech data
become essential [5].

Several studies have attempted to tackle privacy pro-
tection in speech processing systems by extracting
privacy-preserving features from speeches [6], [7], extracting
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features from encrypted signals [8], augmenting models with
adversarial representations [9], and applying score normal-
izations [10]. However, such feature- or model-level privacy
protection techniques have a critical drawback, wherein the
users cannot verify that their personal information is actu-
ally removed from the resultant features or models. This
drawback of the privacy protection methods can make users
reluctant for storing their data to enhance future models.
Moreover, determining the level of privacy protection sys-
tematically can lead to problems, since the experience of
privacy differs in various situations as demonstrated in [11].
Therefore, in this study, we propose the use of a raw data-level
privacy protection technique, where an algorithm outputs the
conventional waveform audio files that can be easily accessed
by the users. If users are allowed to access the resultant speech
data, they can intuitively decide whether the level of privacy
protection is ‘‘good enough’’ for them to provide their speech
data for future use. This process can help in complying with
the GDPR, which requires explicit consent to use speech data.

Speaker anonymization aims to retain the linguistic con-
tent of speech data while removing the voice biometrics
of the speakers, thereby considerably reducing the potential
risks concerning the exploitation of voice-related personal
information. The key challenge in speaker anonymization
is the preservation of the linguistic content of speech data
to ensure that various speech recognition systems can cor-
rectly recognize them. Such anonymized speeches can be
collected to train the speech recognition systems to enhance
their accuracy.

In this study, we propose the adoption of voice conversion
techniques for speaker anonymization. Voice conversion aims
to convert the identity of one speaker to that of another
speaker while preserving the linguistic content of speech data.
Speaker anonymization can be achieved by utilizing voice
conversion techniques to modify the identity of a speaker to
that of an anonymous speaker. In Section II, related works on
speaker anonymization and voice conversion are reviewed.
Section III describes the proposed method to create the iden-
tities of anonymous speakers by altering one-hot speaker
identity vectors. Section IV summarizes various results of
the speech recognition and speaker identification experiments
using open source libraries and publicly available speech
data. SectionV concludes the paper with some future research
directions.

II. RELATED WORKS
A. VOICE MODULATION
Voice modulation alters various features of voice data, such
as pitch and intonation, to create different speech styles.
Its goal is similar to that of speaker anonymization as it
attempts to remove the identity of the speaker from a given
speech. Examples of voice modulation can be frequently
found in TV news to ensure the anonymity of suspects and
witnesses.

Voice modulation can be implemented by various meth-
ods. A simple method of implementing voice modulation

involves the application of acoustic filters to alter the spectral
characteristics of a given speech. Such methods, however,
are not highly recommended because the original speech
can be easily recovered using inverse filters. Vocoders can
also be used to implement voice modulations by altering
the features of input speech data during synthesis [12], [13].
For example, the WORLD vocoder [14] uses the values of
fundamental frequencies (F0s) and aperiodicities (APs) with
spectrograms. By using the fundamental frequencies of other
speakers, the resultant speech can have different speaker
characteristics than those of the input speech.

The main difference between these voice modulation tech-
niques and speaker anonymization is that such techniques
are not explicitly designed to retain the comprehensibility of
the modulated speech. For example, in many cases of voice
modulation in TV news, the modulated speech is typically
accompanied with closed captions because the comprehen-
sibility of the modulated speech is reduced. Furthermore,
the values of speech data altered by voice modulation are
limited for training speech recognition systems as the speech
may not sound normal voice.

B. VOICE CONVERSION
Voice conversion aims to convert the identity of the speaker
of an input speech to that of the target speaker while retaining
the linguistic content of the input speech. The simplest form
of voice conversion requires parallel data for training and
it is capable of one-to-one speaker conversion. Parallel data
include same transcription utterances spoken by the source
and target speakers and they are highly expensive to collect.
Thus, several studies attempted to use non-parallel data to
train voice conversionmodels. In the case of multiple-speaker
voice conversion, one-to-one speaker conversion algorithms
may be applied to obtain separately trainedmodels for all pos-
sible combinations of speaker pairs. However, this approach
becomes impractical as the number of speakers increases.

Variational autoencoders (VAEs) can be used for many-to-
many voice conversion using a single model and non-parallel
training data [15]. VAEs can be combined with generative
adversarial networks (GANs) [16] to enhance the quality of
the converted speech, where the decoder of the VAE is shared
with the generator of the GAN [17]. The VAE-GAN can
be extended to include the cycle-consistency loss [18], [19]
to further improve the voice quality, especially for
non-parallel training data. This is known as a cycle-consistent
variational autoencoding generative adversarial network
(CycleVAE-GAN) [19]. Fig. 1 shows each component of the
CycleVAE-GAN.

The loss function of the VAE is given by

LVAE (φ, θ; x,X) = DKL
(
qφ (z|x) ‖ p (z)

)
−Ez∼qφ(z|x)

[
log pθ (x|z, IX )

]
, (1)

where x, X , IX , φ, and θ denote the input speech, speaker
of the input speech, speaker identity vector, encoder param-
eters, and decoder parameters, respectively. DKL and E
represent the Kullback-Leibler divergence and expectation,
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FIGURE 1. Speaker anonymization using the CycleVAE-GAN. x is the input
speech, x ′ is either the reconstructed speech (when IX is the source
speaker identity vector) or the converted speech (when IX is replaced
with the target speaker identity vector), x ′′ is the converted back speech
which should recover the original input speech x . The dashed line
represents the cyclic conversion path that produces x ′′ . When the speaker
identity vector IX is replaced with an anonymous speaker identity vector
(see Section III), the input speech can be anonymized.

respectively. By minimizing (1), the encoder is trained to
extract the latent vector z which corresponds to the linguistic
information of the input speech, and the decoder is trained
to reconstruct the input speech from the latent vector z and
the source speaker identity vector IX . To convert the speech
from a source speaker to a target speaker, the source speaker
identity vector IX is replaced with the target speaker identity
vector. That is, the target speaker identity vector, which is a
one-hot vector containing 1 for the target speaker and 0s for
other speakers (see Fig. 2 (a) for example), is fed into the
decoding process of the VAE to convert the source speaker
speech to the target speaker speech.

The cycle-consistency loss is computed as follows:

LCycle (φ, θ; x,X ,Y ) = DKL
(
qφ
(
z|x ′X→Y

)
‖ p (z)

)
−Ez∼qφ(z|x ′X→Y )

[
log pθ (x|z, IX )

]
,

(2)

where x ′X→Y denotes the speech converted from the
source speaker X to the target speaker Y . The input speech
x from speaker X goes through the encoder and the decoder
with speaker identity vector IY to generate the converted
speech x ′X→Y which has the same linguistic content as x
but in speaker Y ’s voice. Then, the converted speech goes
through the encoder and the decoder with speaker identity
vector IX to generate the converted back speech x ′′X→Y→X
which should recover the original input speech x. This cyclic
conversion encourages the explicit training of the conversion
paths without parallel data.

Now, given the input speeches x and y from speakers
X and Y , respectively, the loss function of the CycleVAE is
defined as follows:

LCycleVAE (φ, θ; x, y,X ,Y ) = LVAE (φ, θ; x,X)
+LVAE (φ, θ; y,Y )

+ λ1LCycle (φ, θ; x,X ,Y )

+ λ1LCycle (φ, θ; y,Y ,X) ,

(3)

where λ1 decides the weight of the cycle-consistency loss in
the CycleVAE.
Finally, after optimizing the VAE module, the GAN mod-

ule is used to train the CycleVAE-GAN model. The decoder
of the VAE is considered as the generator of the GAN. The
discriminator of the GAN helps the generator to produce
a speech similar to that of the target speaker. Given the
input speeches x and y from speakers X and Y , respec-
tively, the loss function of the CycleVAE-GAN is defined as
follows:

LCycleVAE−GAN (φ, θ, ψ; x, y,X ,Y )

= LCycleVAE (φ, θ; x, y,X ,Y )

+ λ2Ey|Y
[
Dψ (y)

]
− λ2Ez∼qφ(z|x)

[
Dψ (Gθ (z, IY ))

]
+ λ2Ex|X

[
Dψ (x)

]
−λ2Ez∼qφ(z|y)

[
Dψ (Gθ (z, IX ))

]
, (4)

where Gθ and Dψ denote the generator with parameter θ
and the discriminator with parameter ψ , respectively, and
λ2 decides the weight of the GAN loss in the CycleVAE-
GAN. In this work, the Wasserstein GAN is used instead
of the vanilla GAN [17], [20]. Equation (4) is minimized
for the VAE and the generator, and it is maximized for the
discriminator.

III. SPEAKER ANONYMIZATION USING VOICE
CONVERSION TECHNIQUES
A. ANONYMOUS SPEAKER IDENTITY VECTORS USING
UNIFORM VALUES
As explained in Section II-B, the target speaker identity
vector guides the decoder of the VAE that the output speech
has similar characteristics as that of the target speaker.
If appropriate values are selected for the speaker identity
vector, we believe that it can be used to force the decoder to
output speech that has novel characteristics as well (Fig. 1).
In this study, we propose various anonymous speaker iden-
tity vectors that can be used for the decoder to generate
anonymized speech, and evaluate their performances in terms
of speaker identification and speech recognition accuracies.
Because we aim to retain the linguistic content of the speech
and remove the identity of the original speaker, our goal is
to obtain high speech recognition accuracy with low speaker
identification accuracy.
A simple method to create anonymous speaker identity

vectors, which minimize the voice biometrics of a given
speaker, is the use of reversed one-hot vectors that assign
0 to a source speaker and 1s to the non-source speakers.
However, preliminary experiments indicated that the resultant
speech did not retain the linguistic content. We suspect that
the decoder of the VAE is trained to handle a speaker identity
vector which is a unit vector. That is, the summation of all
its elements should be equal to 1, while the summation of
the reversed one-hot vector is equal to n − 1 for n training
speakers. To match the condition of the summation being 1,
we assign 0 to the source speaker and assign the value of
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FIGURE 2. Examples of anonymous speaker identity vectors for speaker
anonymization using lowered values for a source speaker and uniformly
distributed values for other speakers. For convenience, the values for the
source speaker are shown in the first column. The number of speakers is
10 in this example.

1
/
(n− 1) to other speakers uniformly in the anonymous

speaker identity vector as follows (see a1 in Fig. 2 (b) for
example).
• Value for source speaker: 0
• Values for other speakers: 1

/
(n− 1)

Another possible method of creating anonymous speaker
identity vectors is by assigning negative values to the source
speaker to further suppress the voice biometrics of the
speaker; for example, −1 is assigned to the source speaker
and 2

/
(n− 1) to other speakers in the anonymous speaker

identity vector as follows (see a2 in Fig. 2 (c) for example).
• Value for source speaker: −1
• Values for other speakers: 2

/
(n− 1)

To match the absolute values between speakers, we also
tested the possibility of assigning −1

/
(n− 2) to the source

speaker and 1
/
(n− 2) to other speakers in the anonymous

speaker identity vector as follows (see a3 in Fig. 2 (d) for
example).
• Value for source speaker: −1

/
(n− 2)

• Values for other speakers: 1
/
(n− 2)

This yielded a vector of summation 1 with the same absolute
values for all speakers.

Fig. 2 illustrates the anonymous speaker identity vector
creation methods, where a1, a2, and a3 represent the anony-
mous speaker identity vectors that have lowered values for
the source speaker and uniformly distributed values for other
speakers. A conventional one-hot speaker identity vector uti-
lized for voice conversion is also shown in Fig. 2 (a).

B. ANONYMOUS SPEAKER IDENTITY VECTORS USING
NON-UNIFORM VALUES
Amore sophisticated method of creating anonymous speaker
identity vectors can utilize the relative distances between
pairs of speakers. If the features of speakers, which are
significantly different from those of a source speaker, are
boosted, the resultant speech can be expected to have dissim-
ilar characteristics from those of the source speaker. This can
be implemented by assigning higher values to the elements
in the speaker identity vectors that correspond to the speakers
who are separated by a significant distance from the source
speaker. The similarities of the speakers can be determined

FIGURE 3. Examples of anonymous speaker identity vectors for speaker
anonymization: a) cosine similarities; b) normalized version of the
inverse of a) with target speaker being set to 0; c) one-farthest speaker is
set to 1 and others are set to 0; d) two-farthest speakers are set to
0.5 and others are set to 0.

by using i-vectors [21], the most widely used method for
speaker recognition. We used the Kaldi toolkit [22] to extract
the i-vectors and computed the cosine similarities for each
pair of speakers (see Fig. 3 (a) for example).

Because our objective is to assign higher values to dissim-
ilar speakers, the similarities must be converted to distances.
Additionally, as evident from Section III-A, the sum of the
distance values should be 1. Various methods can be used
to convert the cosine similarities to distances and normalize
them. One of such methods includes taking the inverse of
the cosine similarity values, setting the source speaker value
to 0, and normalizing the values to obtain a sum of 1 (see a4
in Fig. 3 (b) for example).

• Value for source speaker X : 0

• Value for other speaker Y : 1
iTX iY

/∑
Y ′

1
iTX iY ′

where iX is a speaker X ’s i-vector. Since the application
of the softmax function seems to over-compress the ranges
of weights, thereby resulting in values similar to that of a1,
we did not used the softmax function for normalization.

Another method involves the determination of k-farthest
speakers and uniformly assigning the value of 1

/
k to them

and 0s to others (see a5 and a6 in Fig. 3 (c) and (d) for
example).

• Values for farthest k speakers: 1
/
k

• Values for other speakers: 0

Fig. 3 illustrates the examples of anonymous speaker iden-
tity vectors using speaker distances. The effects of each
method are evaluated in the next section.

IV. EXPERIMENTS
A. SPEECH DATA AND SYSTEM CONFIGURATIONS
We used the voice conversion challenge (VCC) 2016 cor-
pus [23] to evaluate the performance of speaker anonymiza-
tion techniques in terms of speaker identification and speech
recognition accuracies. The VCC 2016 comprises ten speak-
ers (five males and five females) with 162 and 54 utter-
ances for training and testing for each speaker, respectively.
Because theVCC2016was originally designed for voice con-
versation tasks, it separates the source and the target speakers.
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However, for anonymization, we used all speakers for training
and testing.

The input speech was down-sampled to 16 kHz using
the SoX toolkit [24] and converted to 36-dimensional
Mel-frequency cepstral coefficients (MFCCs) with a frame
size and frame shift of 64 and 5 ms, respectively. Other sig-
nal processing parameters were identical to those presented
in [19] where the CycleVAE-GAN was introduced.

For speaker anonymization, we used the CycleVAE-GAN
voice conversion algorithm, explained in Section II-B,
with the WORLD vocoder for speech synthesis. The
CycleVAE-GAN uses gated linear units [25] for the encoder,
decoder, and discriminators. The Adam optimizer [26] with
a learning rate and batch size of 0.0001 and 16, respectively,
was used.

For speaker identification, we built two systems to assure
that the resultant speech data are independent of the charac-
teristics of the speaker identification algorithms; a Gaussian
mixture model (GMM)-based speaker identification system
and a deep neural network (DNN)-based speaker identifica-
tion system. For the GMM-based system, we used the HTK
toolkit [27] to construct the GMM for each speaker with
1024 mixture components. The DNN-based system consisted
of four convolutional layers and one softmax layer, as shown
in Fig. 4. To maximize the speaker recognition accuracy
of the DNN-based speaker identification system, we used a
40-dimensional log-amplitudeMel-spectrogramwith the first
and the second order time derivatives for its input feature.
To compute the speaker probability, we averaged the softmax
probabilities of every 64 frames in each given speech. Both
GMM and DNN speaker identification systems were trained
using the training set of the VCC 2016.

FIGURE 4. A DNN-based speaker identification system consisted of four
convolutional layers and a fully connected softmax layer.

For speech recognition, we used the Google Cloud STT
service (https://cloud.google.com/speech-to-text). Because
the VCC 2016 does not have official transcriptions, we man-
ually crafted them.

B. BASELINE RESULTS
Before performing speaker anonymization, we tested the
basic performance of the speaker identification systems on
the test set of the VCC 2016. Both GMM- and DNN-based
speaker identification systems showed an accuracy of 100%
for the VCC 2016 test set, indicating that the both systems
were trained well.

By measuring the speaker identification accuracy on voice
converted data, we can verify whether a voice conversion
algorithm can successfully change the speaker identity of a
given utterance to another. A voice converted version of the
VCC 2016 test set was created using the CycleVAE-GAN:
each utterance from a speaker in the test set was converted
to rest nine speakers’ voice, creating 10× 9× 54 utterances.
Table 1 shows the accuracies of the speaker identification
systems on this voice converted data. The DNN-based sys-
tem yielded an accuracy of 99.8%, while the GMM-based
system produced an accuracy of 94.0%. This implies that the
CycleVAE-GAN can successfully modify the identity of a
source speaker to that of the target speaker.

TABLE 1. Baseline speaker identification accuracies on the voice
converted version of the VCC 2016 test data.

TABLE 2. Baseline speech recognition accuracies on the VCC 2016 test
data and the self-converted version of the test data by the CycleVAE-GAN.

If the speech recognition accuracy falls dramatically after
voice conversion, it can be assumed that the linguistic content
of the speech are damaged. To examine the lower bounds of
such damages, a self-converted version of the VCC 2016 test
set was created where the source and the target speakers
were the same during voice conversion: each utterance from
a speaker in the test set went through the CycleVAE-GAN
with the target speaker identity vector set to the source
speaker identity vector. Table 2 summarizes the speech recog-
nition accuracies obtained on the VCC 2016 test set and the
self-converted set. It was found that the speech recognition
accuracy deteriorated to some extent. This can be partly
attributed to the artifacts caused by theWORLDvocoder used
to synthesize the output speech.

C. SPEAKER ANONYMIZATION RESULTS
As discussed in Section III, several methods can be used to
create anonymous speaker identity vectors that suppress the
voice biometrics of the input speaker. We used three uni-
formly valued anonymous speaker identity vectors, as illus-
trated in Fig. 2, and three non-uniformly valued anonymous
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TABLE 3. Summary of speaker anonymization using various anonymous speaker identity vectors. Lower speaker identification accuracies imply that the
speaker anonymization technique is successful in removing the voice biometrics of an original speaker.

speaker identity vectors, as illustrated in Fig. 3. Table 3
summarizes the speaker identification and speech recognition
accuracies for various types of anonymous speaker identity
vectors. Because our objective is to remove the voice bio-
metrics of the source speaker while retaining the linguistic
content of the speech, systems with lower speaker identifi-
cation accuracies and higher speech recognition accuracies
represent better speaker anonymization systems.

It can be observed in Table 3 that all methods successfully
suppressed the source speaker identity with some impact on
the linguistic content. Considering that the speech recognition
accuracy on the self-converted speech data was 73.4%, it is
evident that most of the speaker anonymization techniques
did not further damage the linguistic content too much.More-
over, it should be noted that because we used ten speakers
for speaker identification, random guessing will yield an
accuracy of 10%. Therefore, it can be assumed that a speaker
identification accuracy of approximately 10% implies that
the converted speech is anonymized well. Furthermore, if it
is lower than 10%, it implies that the converted speech is
explicitly steered to suppress the voice biometrics of the
source speaker.

The most obvious case is a2, which assigns −1 to the
source speaker and 2

/
(n− 1) to other speakers. It aggres-

sively removes speaker-related information, showing 0.7%
of speaker identification accuracy. However, it damaged the
linguistic content much, resulting a relative reduction in the
speech recognition accuracy of 35.7%.

On the other hand, anonymization using a4 retained most
of the linguistic content. The speech recognition accuracy
dropped 18.7% relatively while yielding a speaker identifi-
cation accuracy of 15.9%.

Converting the identity of the source speaker to the single
farthest speaker (a5) yielded the lowest speaker identification
accuracy of 0.3% because it significantly boosts the charac-
teristics of themost different speaker from the source speaker.
The linguistic content was moderately maintained: a relative
reduction of speech recognition accuracy of 21.9%.

Tables 4 and 5 present the confusion matrices of the
GMM- and DNN-based speaker identification systems,
respectively, for speeches anonymized using a4 anonymous
speaker identity vectors. After investigating the confusion
matrices of the GMM- and the DNN-based systems, it was

TABLE 4. Confusion matrix of the GMM-based speaker identification
system tested on the anonymized speech data using anonymous speaker
identity vector a4.

TABLE 5. Confusion matrix of the DNN-based speaker identification
system tested on the anonymized speech data using anonymous speaker
identity vector a4.

found that they have quite different characteristics; the
GMM-based system tends to classify ambiguous speakers
as TF2, TM1, TM2, or TM3, while the DNN-based system
tends to classify them as TF1, TF2, TM1, or TM3. That is,
TF1 and TM2 show different trends in each system. Since the
GMM-based system was better than the DNN-based system
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TABLE 6. Speech recognition accuracy on the anonymized speech data
using anonymous speaker identity vector a4.

in speaker identification task for the anonymized speech,
the error rates of the GMM-based systemwere referred above
in discussing Table 3.

FIGURE 5. The spectrograms and the first three cepstral coefficient
trajectories of a sample utterance from speaker SF2 and its anonymized
version.

As evident from Table 4, the utterances from speaker
SF2 are perfectly anonymized. Fig. 5 shows the spectrograms
and the first three cepstral coefficient trajectories of a sample
utterance from speaker SF2 and its anonymized version. It can
be observed that the trajectory differences are wide. In con-
trast, 15 utterances out of the 54 utterances from speaker
SM2 failed to be anonymized. Fig. 6 shows the spectrograms
and cepstral trajectories for speaker SM2. In comparison to
Fig. 5, the trajectory differences are relatively narrow.

Table 6 shows the details of the speech recognition accura-
cies of the same data.

V. CONCLUSION
In this study, we applied voice conversion techniques to
achieve speaker anonymization for the security of personal
information; the objective of this study was to retain the

FIGURE 6. The spectrograms and the first three cepstral coefficient
trajectories of a sample utterance from speaker SM2 and its anonymized
version.

VOLUME 8, 2020 198643



I.-C. Yoo et al.: Speaker Anonymization for Personal Information Protection Using Voice Conversion Techniques

linguistic content of the given speech while suppressing
the voice biometrics of the original speaker. The proposed
method modified the conventional one-hot encoded speaker
identity vectors to anonymized speaker identity vectors using
various methods. The proposed method can anonymize the
speech almost perfectly. Some inherent losses were observed
in the linguistic content due to the voice conversion process;
however, the damage was not severe. Such losses can be
partly attributed to the characteristics of theWORLD vocoder
used in this study to synthesize the resultant speech. Future
works can include other types of vocoders such as the
WaveNet [28] or WaveRNN [29].

Because the proposed method modifies only the speaker
identity vectors, voice conversion algorithms other than the
CycleVAE-GAN can also be used if they utilize speaker
identity vectors. The combination of various voice conversion
algorithms and vocoders may produce interesting results for
speaker anonymization tasks. We plan to investigate this with
a larger number of training speakers for the anonymization of
the unseen speakers who are not included in the training data.
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