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ABSTRACT In this article, a vehicle scheduling problem of third-party passenger finished vehicle logistics
transportation networks is studied. An integer programming model of open heterogeneous fleet pickup
and delivery problem with time windows and split load (OHFPDPTWSL) is established to maximize the
total profit, and a hybrid parallel heuristic algorithm combining with path buffer clustering operator (PBC),
multi-mark split operator (MMS) and four variable neighborhood search operators (PBCMMSVNSHPA)
is proposed to solve this problem with high quality in a relatively short time. The PBC operator with
three different clustering types can effectively cluster the orders and the transport vehicles before the route
planning, and the MMS operator can greatly reduce the complexity and computation of the path planning
at the expense of little algorithm precision. Then a set of instances which represents the realistic characters
of OHFPDPTWSL modified from benchmark instances is introduced. The experimental results on these
instances show that PBCMMSVNSHPA is suitable for real-time requirement or large-scale dataset, and the
experimental results on the actual instance of an enterprise show that this algorithm can solve the instance
with 200 orders and 500 vehicles within 3 minutes.

INDEX TERMS Passenger finished vehicle logistics, open heterogeneous fleet, pickup and delivery problem

with time windows and split load, path buffer clustering, multi-mark split.

I. INTRODUCTION

In recent years, with the rapid growth of China’s automobile
production and sales, the automotive logistics industry has
achieved rapid development. In 2018, the passenger finished
vehicle logistics market in China exceeded 800 billion yuan,
of which transportation cost accounted for more than 40%.
The main mode of domestic passenger finished vehicle trans-
portation is road transportation of which the proportion is
more than 85%, but it still exists a problem that the empty
driving rate of vehicles is as high as 40% [1].

The passenger finished vehicle logistics (PFVL) refers to
the logistics process that the passenger vehicles are finally
handed over to the customer at the designated time and place
after having been produced from the host factory, through
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storage, transportation, and information transmission [2].
PFVL is located downstream of the automobile industry
chain, which is the bridge between production and sales.
As shown in Fig. 1, the domestic PFVL industry generally
follows the ‘“two-level distribution”” mode at present: The
passenger finished vehicles enter the manufacturer’s vehicle
distribution center (VDC) after being produced from the
host factory. The transportation from the vehicle distribution
center (VDC) to the vehicle storage center (VSC) is the
first transportation, and this stage of transportation is usu-
ally completed by the manufacturer itself. The transportation
from the vehicle storage center (VSC) to the 4S automobile
sale center (ASC) is the second transportation and generally
completed by third-party logistics (TPL) [2].

The third-party logistics transportation network of pas-
senger finished vehicles mainly includes vehicle storage
centers (VSC), transport vehicles of TPL enterprises, and 4S
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FIGURE 1. Transportation mode of passenger vehicle logistics.
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FIGURE 2. Schematic diagram of passenger finished vehicle logistics transportation network.

automobile sale centers (ASC). The transport vehicles start
from a random location (generally these vehicles stop nearest
to the VSC) and transport the passenger finished vehicle
from the VSC to the designated 4S automobile sales center.
As shown in Fig. 2, there are 5 transport vehicles, 3 vehicle
storage centers (VSC), and 6 4S automobile sale centers
(ASC). The symbol below the icon of the transport vehicle
represents the vehicle no., and the number in brackets rep-
resents its rated capacity and quantity of passenger vehicles
currently transported respectively. Equally the symbol below
the icon of the SC represents the ASC no., and the number
in brackets represents the request of the ASC. From the
figure, we can find that the requests of D2 ASC is split and
transported by A2 and A3 transport vehicle from No.2 VSC
together. The logistics transportation network of passenger
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finished vehicles is quite different from the traditional trans-
portation network:

1) The requests of third-party passenger finished vehicle
logistics have Characteristics of a long-time window, wide
geographical distribution.

2) Passenger finished vehicles generally need to use a fleet
of special passenger vehicle transport vehicles with different
capacities to complete the transportation according to the size
and quantity of passenger finished vehicles.

3) To get the maximum total profit, some requests will be
split, and some requests will be served in the next scheduling
while not all requests must be served in one schedule.

4) The passenger finished vehicle transport vehicle starts
from a place nearest the VSC, and usually stops at the place
nearest the VSC of the task destination to wait for the next
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task after completing a transportation task, while does not
return to the original starting position.
Thus, the scheduling problem in the passenger finished
vehicle logistics transportation network can be formulated
as an open heterogeneous fleet pickup and delivery problem
with time windows and split load (OHFPDPTWSL).
The main contributions of this article are as follows:
1) The integer programming model of the vehicle schedul-
ing problem in passenger finished vehicle logistics trans-
portation network is established to maximize the total profit.
In this model, there is no distribution center in the transporta-
tion network and the heterogeneous fleet of transport vehicles
starts from a random location.
2) A path buffer clustering algorithm based on the actual
graphical route path buffer including three different types of
buffer clustering operators is proposed to cluster the request
before the transport vehicle route planning. And it is more
suitable for practical engineering applications.
3) Multi-mark split algorithm proposed in this pager can
greatly reduce the complexity and computation of the path
planning algorithm, and can help to solve the problem with
high quality in a relatively short time at the expense of little
algorithm precision.
4) A new benchmark which represents the realistic char-
acters of OHFPDPTWSL modified from the instance of Li
and Lim [33] by removing the distribution center and adding
vehicles with a certain proportion is provided.
The rest of the paper is organized as follows:
1) A brief literature review on Passenger Finished Vehicle
Logistics and Split Delivery Vehicle Routing Prob-
lem is provided in Section 2.

2) A maximum profit mathematical formulation of this
problem is provided in Section 3.

3) A parallel hybrid heuristic algorithm is developed in
Section 4.

4) The algorithm is validated on the extended data set of
Solomon and a real-world case in Section 5.

5) In Section 6, the conclusion and potential future exten-

sions are discussed.

II. LITERATURE REVIEW

OHFPDPTWSL is an NP-hard problem, which is more diffi-
cult for its split load and pickup and delivery constraints [3].
As far as we know, there are few researches completely con-
sistent with OHFPDPTWSL. The related researches are Pas-
senger Finished Vehicle Logistics (PFVL) and Split Delivery
Vehicle Routing Problem (SDVRP).

A. PASSENGER FINISHED VEHICLE LOGISTICS

At present, many vehicle logistics companies still rely
on manual operation when facing complex transportation
tasks, with low efficiency and high cost [4]. There are few
researches on the passenger finished vehicle logistics rout-
ing optimization. Xue-Ting et al. [5] aimed at the logis-
tics planning problem of different specifications of transport
vehicles for different specifications of passenger vehicles,
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proposed the two-stage greedy algorithm for redundant vehi-
cles based on integer programming. It can provide a good
loading scheme for the finished vehicle logistics problem
under different complexity. The example results show that
the utilization rate of transport vehicles can reach more than
90%, but their research focuses on vehicle allocation only.
Hu et al. [6] established the mixed-integer integer linear
programming (MILP) model of the finished vehicle trans-
porter routing problem (FVTRP) considering the loading
mode. They used the heuristic method to solve the model,
and compared with the results of some commercial solver,
the algorithm was more effective in solving the medium-sized
problem, but their research does not consider the split load.
Jiang et al. [7] put forward the vehicle logistics routing opti-
mization network under the two resource sharing modes of
shared vehicle and shared vehicle distribution center, con-
structed the mathematical optimization model aiming at the
minimum total vehicle transportation cost, and designed a
heuristic algorithm based on genetic algorithm to solve the
problem. The experimental results show that the resource
sharing model can reduce the total cost of enterprises by more
than 30%.

These researches all do not focus on the max profit of the
enterprise by completing the transportation in the passenger
finished vehicle logistics practical in which the customer’s
request can be served in a relativity long time window and
can be split into multiple segments.

B. SPLIT DELIVERY VEHICLE ROUTING PROBLEM

SDVRP was first proposed by Dror and Trudeau [8], who
proved that SDVRP has advantages in both transportation
distance and vehicle quantity. Since Dror and Trudeau [8] first
proposed SDVRP, many scholars have studied the solution
difficulty, the characteristics of the solution, the upper and
lower bounds of the solution, and the solution algorithm.
The characteristic of the optimal solution of SDVRP is the
key to study the problems in this field and was studied in
earlier research. Dror and Trudeau [8] first demonstrated
and proposed the definition of k-split cycle and two basic
characteristics of the optimal solution of SDVRP. Based
on this important conclusion, Archetti e al. [9], [10] and
Desaulniers [11] further obtained the supplementary charac-
teristics of the optimal solution of SDVRP. In actual SDVRP,
the total demand of a single customer may be greater than
the loading capacity of a transport vehicle, and the vehicle
loading and customer demand in practical applications are
positive integers. Archetti ef al. [12] and Archetti and Sper-
anza [13] studied this kind of SDVRP, gave the concept of
Q-SDVRP and its definition, and proposed the concept of
reducibility of SDVRP. The research results show that when
the SDVRP distance matrix with an integer demand satisfies
the triangle inequality, it can only be reduced if the vehicle
capacity is Q = 2. The researches on this part are summarized
in Table 1. However, since 2011, we have not found any other
relevant research in this field.
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TABLE 1. Characteristics of SDVRP optimal solution.

Year Researcher Characteristics
There is at most one common point for any two paths in the
1989 Dror et al. [8] . .
SDVRP optimal solution
1989 Dror et al. [8] k-split cycle does not exist in SDVRP optimal solution
) The number of demands split points in the SDVRP optimal
2006 Archetti et al. [10]
solution is less than the number of paths
) Any arc in SDVRP optimal solution can only be accessed
2010 Desaulniers et al. [11]
at most once
The number of vehicles in the SDVRP-UF optimal solution
2011 Archetti et al. [12]

is not more than twice the minimum number of vehicles

Archetti et al. [12] proved that the relationship between
the average customer demand and vehicle loading capacity is
the biggest factor affecting the cost savings of SDVRP. Only
when this influencing factor meets certain conditions can
SDVRP achieve significant cost savings. At the same time,
they proved that the cost savings brought by SDVRP are first
of all the reduction in the number of vehicles used due to the
detachable demand, which is not affected by the distribution
of customer points but is affected by the variance of customer
demand. Early scholars only considered the case where the
demand at each customer point was less than or equal to the
vehicle loading capacity. Dror and Trudeau [8] proved by
examples that when the difference between customer demand
and vehicle loading capacity is small, the solution of SDVRP
is not much improved compared with VRP; when the average
customer demand is greater than 10% of vehicle loading
capacity, demand splitting will bring significant cost savings.
Belenguer et al. [14] pointed out that when the demand of
each customer point is less than the vehicle loading capacity
and the actual transportation volume is an integer, SDVRP has
a strict lower bound. Archetti et al. [15] studied the situation
that the demand of customer point is greater than the loading
capacity of the vehicle, and analyzed the cost savings brought
by SDVRP to VRP from two aspects of vehicle number
and driving distance. Relevant research results are shown
in Table 2.

The algorithm of SDVRP can be divided into two parts:
the exact algorithm and heuristic algorithm. Dror and
Trudeau [8] gave the mixed integer programming model of
SDVRP-UF and the branch and bound method of its solu-
tion, and put forward several effective inequalities accord-
ing to the characteristics of the optimal solution of the
problem. Archetti et al. [9] first solved the SDVRP-LF and
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SDVRP-UF using the branch-price-cut method. They give a
heuristic algorithm that uses the solution (column) obtained
by the subproblem as the initial solution to find the upper
bound of the problem solution. Jin et al. [16] proposed a
two-stage method for solving SDVRP with effective inequal-
ity constraints, including a client point clustering stage and a
TSP path arrangement stage. The former aims to determine
the set of customer points visited by each vehicle without
considering the driving cost of the vehicle, and the latter aims
to solve the requested path by TSP. The resulting cost is used
as the lower bound of the problem to insert the next iterative
clustering process with constraints. Moreno et al. [17] pro-
posed the column generation and facet method for solving
SDVREP, and the lower bound of the problem solution can be
effectively obtained by using this method. They use dynamic
programming methods to solve the pricing problem and use
two heuristic algorithms to solve the pricing problem to speed
up the process. Archetti et al. [18] proposed two branch-cut
algorithms for SDVRP based on a relaxation model that guar-
antees the optimal solution to the problem. The first relax-
ation model is an improved model of Belenguer et al. [14],
and the second is a newly proposed relaxation model based on
vehicle loading. By comparing the two branch-cut methods,
the performance of the first improved relaxation model is
better.

Heuristic algorithms are often used to solve large-scale
SDVRP. Heuristic algorithms applied in existing research lit-
erature include classic heuristics, hybrid heuristics, and meta-
heuristics. Among them, metaheuristics and hybrid heuristics
have become the main algorithms for solving SDVRP. Dror
and Trudeau [8] designed a two-stage method for solving
SDVRP based on neighborhood search and expounded and
proved improved heuristic methods k-Split Interchange and
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TABLE 2. SDVRP cost savings study (Q is the maximum capacity of the vehicle, d; is the demand of customer i, Z is the total path length, K is the number

of vehicles used).

Time Researcher Condition Conclusion
d, <Q/10 No obvious improvement, should be solved by VRP
1989 Droret al. [8]
0/10<d, <0 Significant cost savings
2000 Bel tal [14 d. — +o0 z(VRP)
A . —_— 5
elenguer et al. [14] ; Z(SDVRP)
z(VRP)
_
z(SDVRP-UF)
2006  Archetti et al. [9] d >0
K(VRP)
_—
K(SDVRP — LF)
. 0 1w 3Q .
2008  Archetti ef al. [15] LA NZ d, <% Get the most cost savings
2 4
i=1

Route Addition. This document is the beginning of SDVRP
research and has been widely cited and used by subse-
quent scholars. Belenguer et al. [14] introduced the concept
of a polyhedron and used the tangent method to solve the
SDVRP of an integer programming model based on arc flow.
Campos et al. [19] proposed a scanning algorithm and used it
to solve SDVRP. Yan et al. [20] proposed a two-stage method
to solve the split demand vehicle routing and scheduling
problems with time windows.

At present, many hybrid heuristic algorithms have been
applied to solve SDVRP. It turns out that using a hybrid
heuristic algorithm which based on an exact algorithm
to obtain a better-quality solution than a single heuristic
algorithm. Chen et al. [21] first proposed a hybrid heuristic
algorithm. The initial solution is given by the C-W saving
algorithm for solving VRP. An Endpoint Mixed Integer
Program (EMIP) model is used to optimally redistribute the
endpoints of each line of the current solution. At the same
time, they proposed a Variable Length Record-To-Record
Travel Algorithm (VRTR) to continuously improve the solu-
tion of EMIS. The algorithm proposed by Archetti ef al. [22]
combines the tabu search algorithm and optimization idea
of Archetti et al. [23]. Firstly, the tabu search algorithm is
used to determine the solution space that is most likely to
contain high-quality solutions, and then the integer program-
ming model is used to expand the obtained solution space.
Jin et al. [24] proposed a hybrid heuristic algorithm based
on column generation. The column generation method can
be used to solve the SDVRP with large customer demand.
The columns generated by the algorithm in the problem con-
tain both path and actual distribution quantity information.
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The price subproblem is solved by the limited search with
a bound (LSWB) algorithm. Khmelev and Kochetov [25]
proposed variable neighborhood descent (VND) to solve the
SDVRP, which is divided into two subproblems: finding the
best arrangement and finding the best route of any arrange-
ment. Firstly, the first subproblem is solved by variable
neighborhood descent and random tabu search, and then
the second algorithm, the other is based on the subproblem is
solved by two fast decoding heuristics.

In 2006, Archetti ef al. [23] used a tabu search algorithm
to solve SDVRP, which is the first time the meta-heuristic
algorithm was used to solve such problems. Derigs et al. [26]
relationship proposed a meta-heuristic algorithm based
on neighborhood search. Through different neighborhood
operations, they get several different meta-heuristic algo-
rithms: simulated annealing, threshold acceptance, memory
update, mountain climbing, and location search. Experiments
show that mountain climbing has the best performance.
Aleman et al. [27] and Aleman and Hill [28] proposed two
new metaheuristic algorithms. Aleman et al. [27] proposed
an adaptive memory algorithm, which obtained the initial
solution of the problem by a constructing algorithm, and
improved it by using the VNS. Aleman and Hill [28] proposed
an improved tabu search algorithm, which is used to select
valuable solutions from the initial solution set to construct
a new solution set. Wilck and Cavalier [29] designed two
hybrid algorithms to solve SDVRP based on the genetic algo-
rithm, one is based on the shortest path genetic between unit
customer demand and unit distance ratio. Berbotto et al. [30]
first used granularity computing technology to solve SDVRP,
and designed a random granular tabu search (RGTS)
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algorithm based on random granularity computing. They
define the threshold of granularity calculation as the current
remaining loading capacity of each vehicle and provide a
variety of neighborhood operations. The important idea of
the algorithm is that the current solution is based on the
hierarchical probability of random selection of neighborhood
operation. At the same time, RGTS allows neighborhood
search to accept infeasible solutions that do not meet the vehi-
cle loading capacity constraints. Silva ef al. [31] adopted a
new Perturbator SDVRP, which greatly improved the optimal
solution. Yan [32] used an iterative local search algorithm and
a three-stage tabu algorithm to solve SDVRP.

In the theoretical research and practical application of vehi-
cle routing problems, scholars will consider some problem
characteristics and conditional constraints, such as customers
needing to obtain services within a specific period, or have
pickup and delivery requirements at the same time. According
to different problem characteristics and condition constraints,
the SDVRP can be derived from a variety of types, including
the SDVRP With Time Window (SDVRPTW), Heteroge-
neous Fleet Vehicle Routing Problem with Split Delivery
(HFVRPSD).

A summary of the algorithm for solving SDVRP and
its derivative problems is shown in Table 3. However,
the actual geographic paths between request points are not the
straight-line paths between the two points, and how to use the
actual geographic paths buffers have not been considered.

lll. PROBLEM DEFINITION AND MATHEMATICAL MODEL
A. PROBLEM DEFINITION

Let the graph G = (V, E) serve as a model of a fully connected
road network, where V is the finite set of nodes, modeling
intersections, and E € V x V is the set of directed arcs model-
ing one-way roads between intersections. That is, (n, ') C E
if and only if there is a road that permits traffic to flow from
intersection 7 to intersection n’. Pickups can be made at the
origin nodes, O C V, and deliveries can be made at the
destination nodes, D € V. There is no depot in the network,
the vehicle leaves empty at the beginning of a route, and need
not to return to the start location. The starting positions of
vehicles of the third-party logistics enterprise is A, V = A U
OUD. The distance d;; between any two logistics nodes i and
Jj is known. At present, there are K free transport vehicles and
M orders to be transported in the transport network, where
the starting position of each vehicle is known as Ay € A,
the rated load is known as Qy, and the detention time is known
as Det,kmnsp or¢- Bach order includes a pickup node P,, € O and
a delivery node D,, € D the quantity ¢,, € NT of passenger
finished vehicles to be transported and the order price W,, of
the order m are known, and each order has a order generation
time 7'gg,,rq> @ Tetention time 777, . and the latest delivery
time 7., Which generally is far greater than Tg,,,,,, in
actual passenger finished vehicle logistics. It is necessary to
formulate a reasonable transportation task and path planning
to maximize the total profit of this scheduling.
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B. MATHEMATICAL MODEL
1) NOTATIONS
a: COEFFICIENTS
. fn’;: the unit loading cost of transport vehicle k transport
order m, unit: ¥/ vehicle - km;
o ¢k no-load cost of transport vehicle k, unit: ¥/ km;
o Fy: fixed cost of transport vehicle k, unit: ¥/ time;
. d,ﬁ: total distance traveled by vehicle k after finishing
the transportation of order m, unit: km;
o Vi:average driving speed of transport vehicle k, unit: km
/h
o ST: scheduling period, unit: day
o Qg: capacity of the transport vehicle k
o ¢;: the demand of the node i, is g; for the pick-up node,
and -g; for the delivery node.
e Detk : detention time of transport vehicle k

transport *

. Tg’e’nemm: generation time of order m

. Tc;,elliveiy: latest delivery time of order m

b: DECISION VARIABLES

o 1, transport vehicle k from node i to j
v 0, otherwise
VkeA YieOVjeD
k 1, order m translated by transport vehicle k
Ym =

0, otherwise
VkeA YmeO
1, order m is transported and travels from

q; = node i to j

0, otherwise
Vm=1,2,....M

. Qi.‘: load of transport vehicle k when leaving node i
. q’fn: numbers of passenger vehicle of order m transported
by transport vehicle k

2) MODEL OHFPDPTWSL
the following intermediate variables are defined to facilitate
the description of the model:

Travel time of transport vehicle k from i to j:

k dij . .
i =— Vk e AVie OVjeD @))
Vk
Variable cost of transport vehicle k from node i to j:
i =xi(" +flgHdj VkeAvieOvVjeD (2)

Whether transport vehicle k participates in transportation:

K M
k
=y > 3)
k=1 m=1
Average transport vehicle detention time:

K
3" Detk
k=1

transport

TavgDer = _T @
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TABLE 3. Solving algorithm summary of SDVRP and its derivative problem.

Author (year)

Algorithm

Dror et al. (1994)
Jin et al. (2007)
Moreno et al. (2010)
Archetti et al. (2014)

Gschwind et al. (2019)

Branch and bound
Cluster-path (two-stage method)
Column generation and sectioning
Branch and cut method (two types)

Stabilized branch-price-and-cut

Belenguer ef al. (2000)
Campos et al. (2008)

Yan et al. (2015)

Tangent plane method
Scanning algorithm

Two-stage method

Chen et al. (2007)
Archetti et al. (2008)
Jin et al. (2008)

Khmelev ef al. (2015)
Haddad et al. (2018)

Bortfeldt and Yi (2020)

C-W saving method, memory updating method
Tabu search algorithm
Column generation method, delimited search algorithm
Variable neighborhood descent (VND), random tabu
search, fast heuristic algorithm
Large neighborhood search and branch-and-price
local search algorithm,genetic algorithm and several

construction heuristics

Archetti et al. (2006)
Derigs et al. (2010)
Aleman et al. (2010)
Aleman et al. (2010)
Wilck et al. (2012)
Berbotto et al. (2014)
Silva et al. (2015)
Xiong-hao et al. (2015)
Shi et al. (2018)
Gu etal. (2019)

Tabu search algorithm
Meta-heuristic algorithm based on neighborhood search
Adaptive memory algorithm
Tabu search algorithm
Genetic algorithms (two types)
Granularity calculation
Iterative local search algorithm
Three-stage taboo algorithm
Particle swarm optimization

Adaptive large neighborhood search

Ceselli et al. (2009)
Archeui et al. (2010)
Salani et al. (2011)
Luo et al. (2017)

Column generation
Improved branch-price-cut algorithm
Branch-pricing algorithm

Branch-price-cut

Mcnabb (2015)
Min et al. (2019)

Improved heuristic algorithm

Maximum-minimum distance clustering

Model Algorithm class
Exact algorithm
General heuristic
Hybrid heuristic
SDVRP
Meta-heuristic
Exact algorithm
SDVRPTW
Heuristic
HFVRPSD Heuristic

Hemiig et al. (2012)
Hertz et al. (2012)
Belfiore et al. (2013)
Kergosien et al. (2013)
Chen et al. (2014)
Wang et al. (2014)
Wang et al. (2015)
Salazar et al. (2015)

Lee et al. (2015)

Xia and Fu (2018)

Heuristic algorithm
Cluster-path heuristic
Scan search algorithm
Genetic Algorithm and Tabu Search Algorithm
Variable neighborhood search heuristic
Two-stage heuristic
Competition decision algorithm
Branch-cut method
Large-scale neighborhood search

Adaptive Tabu Search Algorithm
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TABLE 4. Comparison between path buffer clustering and K-means clustering (the path buffer clustering outperforms 66% (37 out of 56) of the data).

Instance Clustering Result Instance Clustering Result
NCC ACA-OPB SC K-means SC NCC ACA-OPB SC K-means SC
LC101 10 0.7351 0.1058 LC201 3 0.0061 0.2949
LC102 10 0.7276 0.0685 LC202 11 0.0426 0.0474
LC103 10 0.7225 0.0775 LC203 13 0.0185 0.0679
LC104 11 0.6457 0.0618 LC204 11 0.0472 0.0414
LC105 10 0.7282 0.0788 LC205 14 0.0417 0.0036
LC106 10 0.7296 0.0692 LC206 7 -0.0021 -0.0171
LC107 10 0.7251 0.0377 LC207 14 0.0457 0.0262
LC108 10 0.7327 0.0477 LC208 4 0.0458 0.1287
LC109 10 0.7376 0.0609 LR201 8 0.0035 0.0898
LR101 14 0.0561 0.0003 LR202 16 0.0366 0.0235
LR102 20 0.1115 0.0154 LR203 6 0.0129 0.0768
LR103 20 0.0988 0.0323 LR204 16 0.2295 0.0420
LR104 9 0.1721 0.0754 LR205 16 0.0531 0.0516
LR105 9 0.2178 0.0094 LR206 16 0.2394 0.0485
LR106 15 0.0798 0.0528 LR207 15 0.1872 0.0603
LR107 11 0.1619 0.0860 LR208 17 0.1442 0.0765
LR108 11 0.1619 0.0775 LR209 18 0.1312 0.0267
LR109 6 0.0462 0.1462 LR210 15 0.3040 0.0655
LR110 6 0.0085 0.1251 LR211 14 0.2867 0.0464
LRI11 6 -0.0292 0.1040 LRC201 29 0.0272 0.0159
LR112 2 0.0285 0.3627 LRC202 29 0.0236 0.0093
LRC101 2 0.0985 0.3110 LRC203 18 0.0161 0.0270
LRC102 3 -0.0860 0.3448 LRC204 24 0.0683 -0.0018
LRC103 3 0.1927 0.3497 LRC205 28 0.0920 -0.0016
LRC104 4 0.1233 0.1703 LRC206 24 0.0799 0.0091
LRC105 3 -0.0780 0.1017 LRC207 31 0.0555 0.0076
LRC106 5 0.0803 0.1527 LRC208 25 0.0478 0.0084
LRC107 5 -0.0645 0.0388
LRC108 2 0.0904 0.3481
Total no-load rate of transport vehicles: Subject to: Qlf > Q{»‘ +q; — (Qr + g — xg)
K icojeD Vi,jeV,VkeA (10)
;ZZ%mZ%% Ko
= i . < =
n=1-— J ) Y d<qm m=12...M (11)
K i€0jeD k=1
23 dinf -
> xk=0 vijea (12)
The model takes the maximum total profit as the objective k=
as follow: & &
) . X5 = x; YieOUDVkeA
Total profit calculated by total amount subtract fixed cost, ] VX: e VX: o
and then subtract variable cost: JeVi# JEV 7 (13)
K M M
-y, Zym 222" ZFkam (©) Sob=1 i=12..M (14)
m=1 i=1 j=1
. . k k ;
Order timeout penalty cost: Z xf =y VkeAi=1,2,....M (I5)
JEV.j#i
— k + — —
Wz—ZZymP( rention F —~ = Titiivery) (1) g eNtT k=1,2,... ., Km=1,2,....M
k=1m=1 (16)

Detention penalty cost of transport vehicle:

K
W = ZR(DEIII;anvport + ST _yk))
k=1 Tanget
Objective: max Wi — Wy — W3
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C))

Equation (9) is the objective function, which means the
total profit subtract the penalty value of exceeding the time
window, and then subtract the detention penalty value of the
transport vehicle. Equation (10) is the capacity constraint
which means the number of passenger vehicles transported
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FIGURE 3. Order timeout penalty function.

R(x)

y=ax(x—1)

FIGURE 4. Vehicle detention penalty function.

by a transport vehicle must not exceed the maximum capacity
limit of this transport vehicle. Equation (11) indicates that
the sum of the passenger finished vehicles of an order trans-
ported by a transport vehicle must be less than or equal to
the total quantity of this order. Equation (12) indicates that
the transport vehicle must not be allowed to travel from the
starting point to the starting point. Equation (13) means that
the transport vehicle must leave after reaching the demand
node (the pickup node or delivery node). Equation (14) means
that each demand node is served at least once. Equation (15)
means that the same transport vehicle must arrive at the
delivery node after leaving the pickup node of the order.
Equation (16) is a constraint of non-negative integers for deci-
sion variables which means numbers of passenger vehicles of
order m transported by transport vehicle k.

This article uses the non-linear functions shown
in Fig. 3 and Fig. 4 as the order overtime penalty function
and the vehicle detention penalty function according to the
actual application scenario of the enterprise. In Fig. 3, [0, fg]
indicates that the order penalty value increases linearly with
time, Py represents the maximum penalty value of the order.
In this article, a takes 100, #y takes 30 days, and Py takes
10,000 ¥. The detention cost of the passenger finished
vehicle in Fig. 4 increases with the increase of detention
time which the purpose is to prevent the order from hav-
ing not been served for a long time. In this article, a is
taken as 100.

IV. SOLUTION APPROACH

Geographic Information System (GIS) is widely used in sci-
entific investigation, resource management, property man-
agement, development planning, and other aspects. In recent
years, some scholars have used GIS to solve some hot issues
in logistics [53]. Buffer Area (BA) is a kind of influence scope
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FIGURE 5. Concept of buffer area.

or service scope of geospatial target, specifically refers to a
certain width of multilateral automatically established around
the point, line, and surface entity, which is mathematically
expressed as Bi = (x : d(xi, Oi) < R), specifically can be
divided into point buffer area, line buffer area, and surface
buffer area.

As shown in Fig. 5 (a), the point buffer area is a circular
area generated by taking the point object as the center and the
given buffer distance as the radius. As shown in Fig. 5 (b),
the line buffer area is the normal direction of the object
along the line, which is a closed area formed by translating
two lines to two sides of the line object for a certain distance
and joining the smooth curve formed at the end of the line.

This article proposes a new path buffer clustering and
load split route planning hybrid parallel algorithm (PBCLSR-
PHPA) to solve the problem. Firstly, the operator of the
adaptive clustering algorithm based on the order path buffer
(ACA-OPB) is used to cluster the orders, and then splits
the requirements and planning the route for each cluster
separately. Because each cluster is independent of each other,
all steps of route and split are performed by different pro-
cessors of multi-core CPU in parallel to speed up the whole
process. The overall framework of the algorithm is shown in
Algorithm 1.

A. PATH BUFFER CLUSTERING

The adaptive clustering algorithm based on the order of actual
geographic path buffer is called path buffer clustering (PBC)
and includes two steps: order grouping and adding vehicles
to the group to form a cluster. Firstly, different buffer sizes
are set according to the order clustering type, and orders
with overlapping buffer areas are grouped into one group.
Then the size of all the transport vehicle locations buffer §
(point buffer of the transport vehicle’s start location) is set,
and the transport vehicles with § buffer overlapping with a
point buffer of the pickup location in a group are added to
this group to form a cluster. The schematic diagram of the
clustering algorithm for transportation orders based on path
buffer is shown in Fig. 6.
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FIGURE 6. Schematic diagram of clustering algorithm for transportation orders based on path

buffer.

Algorithm 1 Framework of the Algorithm

Input: the request list A,

the transport vehicle list C

demand split type st
Output: Optimized results RS
results <— cluster(A, G) (Algoritlmi2)
for G in results do
/I The following operations are performed in parallel
/l The ForkJoin framwork in Java is used in this
article
if st == ‘multi-mark split’ then

R < route(G) (Algorithm 4, 5)
‘ S < MMS(R) (Algorithm 3)

end
else
S < unitSplit(G) // (section 4.2)
R < route(S) (Algorithm 4, 5)
end

end

There are three different types of buffer clustering:

1). Type I clustering: as shown in Fig. 6 (a), the « buffer (the
radius of buffer size is «) of the pickup node and the delivery
node of two orders is overlapped respectively, the clustering
buffer parameter is «.

2). Type II clustering: as shown in Fig. 6 (b), the S buffer
(the radius of buffer size is ) of the delivery node of the
first order and the § buffer of the pickup node of the second
order is overlapped, the clustering parameter is 8 (generally
B > ).

3). Type III clustering: as shown in Fig. 6 (c), the « buffer of
the pickup node of one order and the y buffer (the width of the
line buffer area of the transportation route is 2y) of another

200606

order is overlapped, and at the same time, the 8 buffer of the
delivery node of the two orders are overlapped.

According to the above steps, the order can be divided
into several groups, a schematic diagram of order clustering
results including two order groups is shown in Fig. 6 (d).
The cluster generated according to the above method may
have the situation of repeated usage of transport vehicles
(that is the same transport vehicle may be added to several
different cluster), and need remove duplicates according to
the following principles:

1) First, the distance is preferred, that is, the transport
vehicle with the shortest distance away from an order pickup
point in a cluster is added to this cluster;

2) Second, the ratio of the number of vehicles in the cluster
to the number of orders is considered, that is, the transport
vehicle will be added to the cluster with a smaller ratio;

3) Finally, the transport vehicle will be added to a cluster
randomly. The pseudo-code of the clustering algorithm is
shown in Algorithm 2.

B. MULTI-MARK SPLIT

The existing request split methods mainly include the basic
split method, greedy split method and proportional split
method [52]. According to the characteristics of the pickup
and delivery problem, this article adopts two kinds of split
methods: unit split and multi-mark proportion split.

1) UNIT SPLIT

Assuming that the demand at customer point i is ¢, it can be
split into g customers with a demand of 1. These customers
have a pickup node and a delivery node, and the distance
between the pickup (delivery) node and the pickup(delivery)
node is 0. In this way, we can remove the constraint that
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Algorithm 2 Path Buffer Clustering (PBC)

Input: the request list A, o, 8, y
Output: clustering results CR
n < size of A
Adjacency <— empty list with size n x n and de faut value
0
for i (0, n) do
for j in (0, n) do
if i ! = then
rj < requestes|i]
rj < requestes]j]
if r; and r; satisfy the clustering conditions
then
| Adjacencyli][j] < 1
end
end

end

end

The number of connected graphs in Adjacency
is the number of clusters

the requirements can be split and convert it to a heteroge-
neous fleet pickup and delivery problem with time windows
(HFPDPTW) for solving.

2) MULTI-MARK SPLIT
Multi-mark split algorithm is a kind of split algorithm that
is similar to the traversal algorithm used to split the opti-
mized route, but compared with traversing the whole route,
the complexity of the multi-mark algorithm is much lower
because it visits fewer edges in the network. The multi-mark
algorithm scans every node of the pre-optimized route in
turn, and inserts marks for each node on the route based
on the optimal marks of the previous node. A mark of a
node describes the status of a transport vehicle that will
travel through this node. And as shown in Fig. 7 (a), a mark
is also an entity that has many attributes such as mark
no. (MN), nearest transport vehicle no. to this node (TN),
distance from the node to this transport vehicle (ND), rated
capacity of this transport vehicle (RC), the total quantity
of passenger finished vehicle will be transported by this
transport vehicle to this node (TQ), a total distance of that
this transport vehicle will travel to this node (TD), nodes of
this transport vehicle has traveled through in sequence (NS).
New marks are only generated on pickup nodes, and marks
on delivery nodes are inherited from the previous node of
which the value of TQ, TD, and NS will be changed. The
demand of pickup nodes that exceeds the capacity constraint
of transport vehicles will be split and transported by a new
transport vehicle. Because there may be many marks on the
same task node, this split algorithm is called a multi-mark
algorithm.

The steps of the multi-mark proportion splitting algorithm
as follows:

1). Add new marks
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Traverse each pickup node N; in the network. If there is an
empty transport vehicle near the task node and the demand of
this node is not greater than the rated capacity of the nearest
transport vehicle, add a new mark M;, and the values of the
attributes of this mark can be set as below:

MN=; j=1,2,3...

TN is the transport vehicle no.

ND is the distance from this transport vehicle to the current
task node.

RC is the rated capacity of this transport vehicle.

TQ; = min (C;, RC) where C; is the demand of the current
task node.

TD; = ND

NS =i

If the demand of this node C; is larger than the rated
capacity of the nearest transport vehicle RC, the demand of
this node will be split as RC x R and C; — RC x R, and repeat
the above steps.

As the mark no.1 on the first node 3(+4), the mark no.2 on
the second node 2(+6), and the no.3 mark on the fourth node
1(410) shown in Fig. 7 (b), they are all marks on the pickup
node, and there is only one transport vehicle near each node
no.1, no.2, and no.3.

ii). Inherit marks

Traverse each node Ny in the network, and do as follows:

If the node is a delivery node, inherit all the marks of the
previous node, and the attributes of the mark can be changed
as below:

MN, TN, ND, and RC keep unchanged.

NS, TQ, and TD can be set as below:

NSjZNSj_lLJk k=1,2,3...

TQ; 1 If NS; contains the pickup node
10; = of nodey,
TQ; 1 — C; Otherwise

TD; = TDj1 + L (k — 1,k)

where C; is the demand of the current task node, L(k — 1, k)
is the distance between task node £k — 1 and k.

As marks on the third node 2(—6), the marks on fifth node
3(—4), and the marks on the sixth node 1(—10) shown in
Fig. 7 (b), they are all marks on the delivery node.

If the current node is a pickup node, inherit all the marks
of the last node ahead of this node and change the value of
TQ, TD, and NS, keep other attributes unchanged.

TQj can be set as TQ; = min(TQj_1 + C;, C;), where C;j is
the demand of the current task node, C, = RC xR, R € (0, 1],
and R is the proportion parameter, RC is the rated capacity of
the transport vehicle of mark j.

TD; can be set as: TDj=TD; 1 + L (i—1,i) where
L(i — 1, i) is the distance between task node i — 1 and i.

NS can be set as: NS;_1 Uk.

If the demands of this node are larger than the remain-
ing capacity of the inherited transport vehicle, the exceeded
demands will be transported by a new transport vehicle near
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Nodes of this transport vehicle has travelled through in sequence. — | NS

Total distance of that this transport vehicle will travel to this node — | TD

Total quantity of passenger finished vehicle will
be transporied by this transport vehicle to this node

Rated capacity of this transport vehicle — | RC

Distance from the node to this transport vehicle — | ND

Nearest transport vehicle no. to this node — | TV

Matk No. — .

@
1 1,23] 23 23 123,534 234| 4 The number in the
1 — 45 brackets in the task
5 15 13 13 2|7 7|10 node represents the
4 4 | o 0 4| 6 > | 8 demand of the task
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[ I two task node. The
2 2 | 4 4 2 | 4 4|3 rated load of all
(2] LT [ [=[e] [=]e]  veie®®
‘_l_, ‘_'_I
1 3 7 1 2 5 1 8
|3(+4) — |2(+6)[ — |2(-6) — |1(+10) — |3(—4) — |1(-10) < The optimized route
I & — ®
D @77 ® O £
T 10
2| 4 - 2 | 4 4| 3 2| 4 4|3
5|6 n 5 | 2 2| s 5 | 2 2|5
8 |8 n 8 | 8 8| 8 8 | 8 8 | 8
8=4+4 — 8 | 2 n 8 | 6 2| 8 oo ol o
8§=5+3 8|6 n 17 | 2 2| s 30 | 15 15 | 18
1.2, 23,
12| 2 32 [234 234| 4 - 1s | 46
[—
mark group (b) T

The selected marks
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FIGURE 7. Schematic diagram of the multi-mark proportional split algorithm.
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FIGURE 8. Relocate node in one route: one pickup node or a delivery
node is removed to be reinserted in the best position of the same route.

this node, that is to say, a new mark will be created. And the
method to create the new mark as step 1.

As the mark no.1 and no.4 on the second node 2(+6), the
mark no.2 on the fourth node 1(410) shown in Fig. 7 (b) are
marks on delivery nodes inherit from the last node ahead of
them.

Thus, the marks on the last node of the pre-optimized route
are all marks of this route.

3) SELECT AND BACKTRACK MARKS

Select marks on the last node that their NS can include all
nodes in the pre-optimized route and the summation of their
TD is the shortest as the final marks. We can get the opti-
mum scheme of this route by backtracking the same mark
on node no. in NS of these marks. The detailed implemen-
tation process of the multi-mark split algorithm is shown
in Algorithm 3.

As shown in Fig. 7 (b), the mark no.1 and no.2 are the
selected marks because their NS have included all the nodes
from no.1 to no.6 and the summation of distance traveled by
all transport vehicles is the shortest 45. By backtracking the
same mark on a node no. in NS of mark no.1 and no.4, the last
optimum scheme of this route is shown in Fig. 7 (c).

C. ROUTE PLANNING

Since the number of orders in each cluster is small after
clustering, the improved tabu search algorithm is used to
plan the route. This article implements four neighborhood
search operators to generate a new solution. These moves
are illustrated in Fig.8-11. As shown in the figures, squares
represent transport vehicles while circles represent pickup
nodes and triangles denote delivery nodes.

The first two operators involve the transformation of nodes,
and the next two involve the transformation of edges. All
these four operators are to generate better new solutions for
path optimization. During each iteration, randomly select
one of the four neighborhood search operators to generate
one/two neighborhoods. If the neighborhood is an infeasible
solution, skip it. The pseudo-code for route planning is shown
in algorithm 4 and the pseudo-code of neighborhood gener-
ation is shown in algorithm 5.

D. TERMINATION CONDITION
Using the convergence termination method as the termina-
tion condition of route planning, detect the change of the
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Algorithm 3 Multi-Mark Split(MMS)

Input: the pre-optimized route por; the transport vehicle
lists C

Output: split results SR

nodes < tasknodes of por

// Create Marks

marks < {}

for node in nodes do

mn < 0 // Quantity of mark or mark Group of the
node

if node is a pickup node then
nv <« find nearest transport vehicle to node from

C

if nv! = null then

capacity <— node.capacity

// Add New Marks

if capacity < nv.capacity then

mark <— AddNewMarks(marks, nv, node)

marks[node][mn++] < mark
end

else
markGroup <— AddNewMarks(marks,

nv, node)
marks[node][mn+-+] < markGroup

end
end

if node is not the first node then
/ Inherit Marks

mark[node][mn++] <«
InhcritMarks(marks, node)

end

end
// Inherit Marks

marks[node][mn++] <— InheritMarks(marks,
nodc)

end

end

FM < marks of the last node

SR <« find the marks that can travel all of the nodes of
por and with

the shortest summation of travel distance from FM

1 2+ 3+ é é
2 1+ %

1

2 1+ 1-

FIGURE 9. Relocate node between routes: one request is removed from
one route and reinserted in the best position of another route.

objective function value with iteration. If the change of the
objective function value satisfies the convergence condition,
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Algorithm 4 Find Shortest Route (FSR)

Input: the request list A, the transport vehicle list C
Output: Solution s

Randomly generate a solution i, and evaluate it
fl)s < i,k < 0,H < {}

while not stop do

/I generate neighors by the four operators

E <~ GNS(i,H)

i < SelectBestSolution(E)

Update the tabu list H

if £ (i) better than f (s) then
| s <1

end
k<—k+1

end

Algorithm 5 Generate Neighborhood Solution (GNS)

Input: the solution i, the tabu list H

Output: Solution list £

itr <— 0, R < Initializing an array with size N
N is the number of new solutions

while irr < N do

t < rand(0, 4)

s < Select a solution from H randomly

if t =0, 2 then

Rlitr] < Use i to generate a neighbor by the
first and third VNS operator illustrated
in Fig. 8 and Fig. 10

itr < itr +1

end

if t = 1, 3 then

Rlitr], R[itr + 1] < Use i and s to generate two
neighbors by th second and fourth VNS operator
illustrated in Fig.9 and Fig.11

itr < itr +2

end
end

D—».—».—»A—»(Q) —»@—» %

ey

FIGURE 10. Relocate edge in one route: two requests are exchanged in
the same route.

the optimization ends. The formula of convergence termina-
tion method is as follows:

fk+t fk
A

In the above formula, f; represents the optimal objective
function value at the kth iteration, f; represents the optimal

a7
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FIGURE 11. Relocate edge between routes: two requests are exchanged
between two routes.

objective function value at the number k + ¢ iteration and ¢ is
an arbitrarily small positive number (this article takes 0.001).

V. NUMERICAL EXPERIMENTS
We use java to code programs and run them in the
winlO operating system. And the system configuration is
AMD 3600/4.2Ghz.

The algorithm java program source code of this article can
be obtained freely from https://gitee.com/bupt_htl/pdptw.

A. VALIDATION ON THE REVISED INSTANCES
1) INSTANCE INTRODUCTION AND PARAMETER SETTING
The main aim of this article is to propose new algorithms
for real-world OHFPDPTWSL instances. Because there are
no benchmark instances that can be used directly for the
OHFPDPTWSL problem. Li and Lim’s benchmark revised
from Solomon’s benchmark instance for pickup and delivery
problem with time windows which are widely used [19], [54],
which can be used to verify the model and algorithm of this
article after a simple revision. These data are divided into
three categories: clustering data (LC), semi-clustering data
(LRC), and discrete data (LR), and each category of data is
divided into two groups. The instance requires all transport
vehicles to start from a fixed distribution center with the same
capacity. Therefore, the instances are revised as follows:

1) Remove the distribution center constraint in the original
instance;

2) Calculate the upper and lower boundaries of X and Y
axes of each group of data respectively: X, Xy, Yy and Yy

3) Set the parameter A to represent the proportion between
the number of transport vehicles and the number of orders,
then the number of transport vehicles added to each group of
data is A x n,,where n, is the number of orders

4) The coordinates of an added vehicle are:

X = rand (0, 1) x (| Xy — Xml)
Y = rand(0,1) x (|Yy — Yil);

5) The capacity of the transport vehicle is randomly
selected as 5, 10, or 15.

The schematic diagram of the method to improve the
instance is shown in Fig. 12. The red triangle represents
the pickup point of the original order, the black triangle
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FIGURE 12. Schematic diagram of instance improvement.

represents the delivery point of the original order, and the
black diamond represents the newly added vehicle. For
the third-party logistics platform, the quantity of transport
vehicles is generally large enough, so the parameter A in
this article is set to 2 which can ensure that at least one
transport vehicle can be found near each pick-up node
(VSC). So in each group of data in the revised benchmark
instances, there are many starting point data of transport
vehicles, and these revised data set can be obtained from
http://www.301lib.com/pdpsl.

The four parameters of the algorithm (&, 8, v, and §) in this
article are very important to the experimental results, which
affect the value of the objective function. Some experiments
by taking different values of these parameters show that these
parameters are closely related to the geographical distribution
of orders and transport vehicles, but not to the capacity of
transport vehicles and the requests of customers. According
to the experiment, the following empirical formulas can be
summarized:

2302

*= kn(n — DXy — Xm + Yy — Yi) (15

2 Z?:o 27:1 Bij

B = Tt = DXy = Xom + Yo — Yo (19

2 Z?:o 27:1 Vij

V= = D)Xy — Xop + Yo — Y 20

5 220 2 =1 en

km(n — DXy — Xm+ Yy — Yi)
where m represents the number of vehicles, n represents the
number of orders, k is a constant (10 is taken in this article),
a;; represents the distance between the pickup node of orders
i and j, B;; represents the distance between the pickup node
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of orders i and the delivery node of orders j, y;; represents
the vertical distance from the pickup node of order i to the
line through pickup node and delivery node of order j, and
d;j represents the distance between transport vehicle i and the
pickup node of order j.

2) PERFORMANCE METRICS OF CLUSTERING EFFECT

The path buffer clustering method in this article is a kind of
unlabeled clustering method, it needs to use the indicators
such as compactness and separation to evaluate the clustering
effect as discussed in [55]. In this article, the Silhouette
Coefficient (SC) is used to evaluate the clustering effect. The
mathematical expression is as follows:

b—a
€= max(a, b) @2)
. e d(i,
a = ZIGS ZjéS,l.—j (l ]) (23)
size(S) — 1
. d(i,j
b= ZIGS : jeT (l -]) (24)
size(T)

where a is the average distance between the sample and other
points in the same cluster, and b is the average distance
between the sample and other points in the next closest
cluster. S and T are sample sets of the current cluster and
nearest cluster to the current cluster respectively. The value of
the silhouette coefficient is between [—1, 1]. The closer the
SC to 1, the higher the internal compactness among clusters,
the better the clustering effect. The average of the silhouette
coefficients of all points is the total silhouette coefficients of
the clustering results.

The distance between sample i and j is calculated as
follows:

d(i,j) = \/ ((sij + €;)/2)* + (min(sey;, se))?  (25)

where s;; represents the distance between the pickup node
order i and j, e;; represents the distance between the delivery
node of order i and j, se;; represents the distance between the
pickup node of order i and the delivery node of order j, and
sej; represents the distance between the pickup node of order
Jj and the delivery node of order i.

To show the result of K-means clustering compared to the
path buffer clustering, its parameters are set as follows:

1) The clustering distance is calculated according to for-
mula (19)

2) the number of clustering centers is set to be the same

as the path buffer clustering algorithm.

The clustering effect was verified by these revised
instances with 50 requests. The results are shown in Table 4,
where NCC represents the number of clustering centers. The
experimental results show that the path buffer clustering algo-
rithm outperforms 66% (37 out of 56) of the data.

3) EFFECT OF SPLIT PROPORTION
The key parameters of the algorithm are of great significance
to its practical operations [56], [57]. The Split Proportion (SP)
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TABLE 5. Comparison of transport vehicle usage, total distance (7D) and percentage of loading rate under different split proportions (with the increase of
split proportion, the loading rate of vehicles (LR) tends to increase and the quantity of transport vehicles used tends to decrease).

R LC101 LR101 LRC101
VN TD LR VN TD LR VN TD LR
0.50 181 16093.12  78.56% | 236 28460.10  84.66% | 237 37056.98  84.00%
0.55 180 16031.36  81.73% | 244 20883.80  91.22% | 213 3382238 85.97%
0.60 169 15080.32  80.38% | 222 27666.54  86.68% | 207 33465.08  87.30%
0.65 174 15507.18  86.52% 199 24598.80  81.42% 192 3078042  84.84%
0.70 157 1397138 81.70% | 212 25784.89  90.93% 191 30109.93  88.41%
0.75 148 1321043  81.08% | 203 23891.35  91.22% 190 29015.17  92.24%
0.80 157 13939.43  89.92% 196 19319.98  92.89% 171 2184556  87.46%
0.85 140 12453.78  84.59% 174 17607.19  86.85% 170 22273.80  91.49%
0.90 141 12523.75  89.72% 180 20473.37  94.73% 161 2376347  91.55%
0.95 131 11672.43  88.38% 164 20911.87  91.20% 165 27299.40  94.00%
1.00 133 11851.11  95.05% 160 21912.53  94.34% 157 27746.67  96.00%
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FIGURE 13. Comparison of the transport vehicle usage under different
split proportions.

is an important parameter in this article. The clustering data
(LC101), semi-clustering data (LRC101), and discrete data
(LR101) is used to explore the optimal split proportion. The
initial solution is constructed using Solomon’s insertion algo-
rithm, and the length of the tabu list is set to 10. The split
proportion is set to 0.5 - 1.0 with the step of 0.05.

As shown in Table 5 and Fig. 13-15, where R repre-
sents split proportion, VN represents the number of transport
vehicles used, and LR represents the percentage of loading
rate. The experimental results show that with the increase
of split proportion, the loading rate of transport vehicles
tends to increase and the number of transport vehicles used
tends to decrease, while the total distance tends to decrease
firstly and then to increase quickly which means the objective
value increase firstly and then decrease quickly, and the total
distance is the smallest when the split proportion is about
85%, so we set the split proportion to 85% in following
experiments.

4) EXPERIMENTAL RESULTS ON REVISED INSTANCES

These revised instances were used to verify the algorithm
in this article. The split proportion of the multi-mark split
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FIGURE 14. Comparison of time distance under different split
proportions.
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FIGURE 15. Comparison of loading rate under different split proportions.

algorithm is set to 0.85, and the degree of concurrency is
set to 3. To facilitate comparison with the results of the
benchmark instances, we involve all data in optimization.
In this article, we only list results with 50 and 300 requests,
and more results are given in the attachment.
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TABLE 6. Experimental results with 50 requests after 10 runs (Multi-mark split has advantage in running time, unit split has advantages in transport
vehicle usage (44 out of 56), total distance (43 out of 56), and loading rate (34 out of 56)).

Unit split Muti-mark split
Instance VN TD LR RT WN TD LR
Best Avg  std.Dey Best Avg  std.Dev _ Best Avg std.Dev_ Best  Avg std.Dev| Best Avg  std.Dev Best Avg  std.Dev_ Best Avg  std.Dev
LCI01 155 161.21 7.24 13801.08 1388845 37520 77.12%  80.67% 0.03 6.80 6.96 0.06 | 132 135.98 512 14189.81  14164.82 126.03  66.69%  6528%  0.02
LC102 143 149.13 715 11849.19 1242673 355.18 72.12%  72.04% 0.02 6.64 6.83 0.37 157 16236  4.73 11312.58 11482.14 19470  66.74%  66.66%  0.02
LC103 157 160.63 734 13953.22 14053.01 658.73  79.68%  82.25% 0.01 6.49 6.65 0.24 165 164.53 3.10 14931.53  15686.01 31031 67.73%  68.52%  0.03
LC104 141 149.87  3.09 12133.64 1234984 643.52 75.69%  76.84% 0.03 28.14 2893 1.56 156 162.89  4.15 11900.27 12046.63 47948 7235%  73.84%  0.02
LC105 150 150.75 829 12947.89 1337401 412.03 81.31%  82.90% 0.01 3.66 373 0.15 159 16298  4.59 1405931 14171.87 49895 75.83%  7497%  0.03
LC106 144 14115 772 11528.85 1152671 409.87 81.30%  83.64% 0.03 2.68 271 0.08 152 159.70 2.87 12601.77 1255429 50026 82.80%  84.70%  0.04
LC107 162 166.16  5.70 15421.47 1578740 47536 83.26%  85.04% 0.03 8.50 8.66 0.16 168 170.79 6.41 18571.81 1865559 75555  77.69%  79.18%  0.02
LC108 158 160.03  5.02 14912.18 1494551 698.09 82.48%  84.32% 0.02 8.59 8.77 0.35 141 146.28 6.01 15003.60  14832.74 501.37  68.67%  69.46%  0.02
LC109 169 17445 489 17061.02 1746229 583.13  77.49%  79.90% 0.03 1372 13.86 0.60 190 192.86 3.63 1813241 1877486 590.27  76.03%  76.70%  0.02
LR101 193 19570 247 15073.42 1525981 653.86 78.82%  79.34% 0.04 4.44 4.64 0.16 | 202 208.07 5.67 16064.63 1635027 309.11  71.61%  71.51%  0.02
LR102 189 190.59 585 14863.78 1523553 312.81 72.11%  74.16% 0.03 7.28 7.50 030 182 186.36  4.52  13929.55 1440156 381.63 66.35%  67.12%  0.01
LR103 177 19024 375 1523833 15655.79 339.48  80.65%  81.50% 0.03 1462 14.86 0.60 193 197.74  4.69 16260.26  15927.74 494.64 83.53% 8597%  0.03
LR104 184 191.16 414 1539459 1572335 853.67 71.53%  72.26% 0.05 2876 29.04 1.23 191 197.67 522 16468.57  16745.76 34753  68.78%  71.73%  0.01
LR105 189 19465 637 16637.72 16653.14 64923  72.75%  73.88% 0.04 11.09 1127 0.62 202 207.15 341 18743.60  18908.66 897.47 81.18%  82.11%  0.02
LR106 174 17875 3.62 14301.58 14406.05 34080  79.37%  77.76% 0.01 1112 1151 076 171 172.85 3.98 1520339 15736.17 299.61 80.26%  80.93%  0.02
LR107 160 160.04 428 14914.45 15380.01 939.75 74.34%  77.15% 0.02 2417  24.69 0.97 167 172.45 537 16656.04  17233.94 33931  65.70%  67.40%  0.02
LR108 176 18038 625 15760.03 16407.15 43756 77.00%  78.45% 0.04 1991 2031 1.oof 201 208.04 420 15891.07 1584232 57251  6521%  66.02%  0.03
LR109 191 19358 6.53 16605.60 17543.82 606.01 80.06%  82.82% 0.04 1565 1558 045 194 197.73 7.13 20753.00 21163.01 87576  76.92%  77.30%  0.03
LR110 171 174.19 9.55 15022.01 15600.70 399.05  81.91% 80.78% 0.02 15.83  16.15 0.54 186 192.72 4.77 1504340  15283.58 524.66 83.69%  8529%  0.02
LRI111 151 15859 487 1343841  13494.72 63147 83.77%  84.85% 0.03 16.01 16.69 0.87 167 17335 836  12062.45 1235043 54467 79.92%  82.14%  0.02
LR112 171 168.87 529 16343.02 16140.04 45498  83.82%  85.34% 0.05 1299 1335 0.39 191 19791 4.59 17305.09  17658.86 524.86 89.49%  89.13%  0.05
LRC101 190 190.81 8.66 19247.64 1914230 58424  83.88%  87.34% 0.02 9.96 10.05 036 229 23845 8.50 20218.89  20971.01 417.59 88.44% 86.96%  0.02
LRC102 192 200.21 839 20147.11 20138.54 511.01  7849%  79.27% 0.03 10.71 11.03 034 179 18580  4.55 20256.95 2070496 522.59 83.79%  83.90%  0.02
LRC103 180 18396  6.28 18307.54 18850.15 391.08  73.18%  75.60% 0.02 2230 2237 0.72 211 215.89 8.04 20866.96 2146349 79271 78.54%  80.84%  0.02
LRC104 200 202.50  10.01 19367.79  20587.11 805.69  77.73%  81.19% 0.03 1717 1752 0.41 225 237.18 8.88  17999.88 1851546 664.45 83.68%  82.80%  0.04
LRC105 192 19583  6.11 20428.05 20411.01 617.73 82.29%  8536% 0.02 1205 1235 0.60 196 200.67 7.84 21262.70  21202.11 670.80  81.48%  83.07%  0.02
LRC106 184 186.91 8.07 2159039 2219482 698.70 81.71%  86.46% 0.02 2383 2491 0.66 || 210 208.67 3.65 23434.82 2455085 563.01 8131%  8326%  0.02
LRC107 193 195.55 7.96 20257.52  21040.69 1071.94  70.29% 70.38% 0.02 2831 2796 1.48 182 185.96 5.74 18790.76  19921.30 822.63 71.94%  7446%  0.03
LRC108 179 186.62 645 19465.68  19750.56 884.63 75.68%  77.47% 0.1 2476 24.82 0.75 197 201.64 525 18770.84 1874532 54680 7233%  72.75%  0.02

TABLE 7. Experimental results with 300 requests after 10 runs (Multi-mark split has advantage in running time, unit split has advantages in transport
vehicle usage (40 out of 60), total distance (46 out of 60), and loading rate (45 out of 60)).

Unit split Muti-mark split
Instance VN TD LR RT WN TD LR
Best Avg  std.Dev Best Avg  std.Dev Best Avg  std.Dev _ Best Avg  std.Dev| Best Avg  std.Dev Best Avg  std.Dev__ Best Avg  std.Dev
LC101 155 161.21 7.24 13801.08 13888.45 37520 77.12%  80.67% 0.03 6.80 6.96 0.06 | 132 135.98 512 14189.81  14164.82 126.03  66.69%  6528%  0.02
LC102 143 149.13 715 11849.19 1242673 355.18 72.12%  72.04% 0.02 6.64 6.83 0.37 157 16236 4.73 11312.58 11482.14 19470 66.74%  66.66%  0.02
LC103 157 160.63 734 13953.22 14053.01 65873 79.68%  82.25% 0.01 6.49 6.65 0.24 165 164.53 3.10 1493153 15686.01 31031 67.73%  68.52%  0.03
LC104 141 149.87  3.09 12133.64  12349.84 643.52 75.69%  76.84% 0.03 2814 2893 1.56 156 162.89  4.15 11900.27 12046.63 47948  7235%  73.84%  0.02
LC105 150 150.75 829 12947.89 1337401 412.03 81.31%  82.90% 0.01 3.66 373 0.15 159 16298  4.59 1405931 14171.87 49895 75.83%  7497%  0.03
LC106 144 14115 772 11528.85 11526.71 409.87  81.30%  83.64% 0.03 2.68 271 0.08 152 159.70 2.87 12601.77 1255429 50026 82.80%  84.70%  0.04
LC107 162 166.16 5.70 15421.47 1578740 47536 83.26%  85.04% 0.03 8.50 8.66 0.16 168 170.79 6.41 18571.81 18655.59 75555  77.69%  79.18%  0.02
LC108 158 160.03  5.02 14912.18 1494551 698.09 82.48%  84.32% 0.02 8.59 8.77 0.35 141 146.28 6.01 15003.60 1483274 501.37  68.67%  69.46%  0.02
LC109 169 17445 489 17061.02 1746229 583.13 77.49%  79.90% 0.03 1372 13.86 0.60 190 192.86 3.63 1813241 1877486 590.27  76.03%  76.70%  0.02
LR101 193 19570 247 15073.42 15259.81 65386 78.82%  79.34% 0.04 4.44 4.64 0.16 || 202 208.07 5.67 16064.63 1635027 309.11  71.61%  71.51%  0.02
LR102 189 190.59  5.85 14863.78 1523553 312.81 72.11%  74.16% 0.03 7.28 7.50 030 182 186.36 452 13929.55 1440156 381.63 66.35%  67.12%  0.01
LR103 177 19024 375 1523833 15655.79 339.48  80.65%  81.50% 0.03 1462 14.86 0.60 193 197.74  4.69 1626026 15927.74 494.64 83.53% 8597%  0.03
LR104 184 191.16  4.14 1539459 1572335 853.67 71.53%  72.26% 0.05 2876 29.04 1.23 191 197.67 522 16468.57  16745.76 34753  68.78%  71.73%  0.01
LR105 189 19465 637 16637.72 16653.14 64923  72.75%  73.88% 0.04 11.09 1127 0.62 202 207.15 341 18743.60  18908.66 897.47 81.18%  82.11%  0.02
LR106 174 17875  3.62 14301.58 14406.05 34080  79.37%  77.76% 0.01 1112 1151 076 | 171 172.85 3.98 1520339 15736.17 299.61 80.26%  80.93%  0.02
LR107 160 160.04 428 14914.45 15380.01 939.75 74.34%  77.15% 0.02 2417  24.69 0.97 167 172.45 5.37 16656.04  17233.94 33931  65.70%  67.40%  0.02
LR108 176 180.38 6.25 15760.03 16407.15 43756 77.00%  78.45% 0.04 1991 2031 1.00 201 208.04 4.20 15891.07  15842.32 57251 6521%  66.02%  0.03
LR109 191 19358 6.53 16605.60 1754382 606.01 80.06%  82.82% 0.04 15.65 1558 045 194 197.73 7.13 20753.00 21163.01 87576  76.92%  77.30%  0.03
LR110 171 17419 955 15022.01 15600.70 399.05  81.91%  80.78% 0.02 1583 16.15 0.54 186 19272 477 15043.40  15283.58 524.66 83.69% 8529%  0.02
LRI111 151 15859 487 13438.41 1349472 63147 83.77%  84.85% 0.03 16.01  16.69 0.87 167 17335 836  12062.45 1235043 54467 79.92%  82.14%  0.02
LR112 171 168.87 529 16343.02 16140.04 45498  83.82%  85.34% 0.05 1299 1335 0.39 191 197.91 4.59 17305.09  17658.86 524.86 89.49%  89.13%  0.05
LRC101 190 190.81 8.66 19247.64 1914230 58424  83.88%  87.34% 0.02 9.96 10.05 036 229 23845 8.50 20218.89  20971.01 417.59 88.44%  86.96%  0.02
LRC102 192 200.21 839  20147.11 2013854 511.01  7849%  79.27% 0.03 1071 11.03 034 179 18580  4.55 20256.95 2070496 522.59 83.79%  83.90%  0.02
LRC103 180 18396  6.28 18307.54 18850.15 391.08  73.18%  75.60% 0.02 2230 2237 0.72 211 215.89 8.04 20866.96 2146349 79271 78.54%  80.84%  0.02
LRC104 200 202.50  10.01 19367.79  20587.11 805.69  77.73%  81.19% 0.03 1717 1752 0.41 225 237.18 8.88  17999.88 1851546 664.45 83.68%  82.80%  0.04
LRC105 192 19583 6.11 20428.05 20411.01 617.73 82.29%  8536% 0.02 1205 1235 0.60 196 200.67 7.84 2126270 21202.11 670.80 81.48%  83.07%  0.02
LRC106 184 186.91 8.07 21590.39 22194.82 698.70 81.71%  86.46% 0.02 2383 2491 0.66 210 208.67 3.65 2343482 24550.85 563.01 81.31%  83.26%  0.02
LRC107 193 19555 7.96 20257.52  21040.69 1071.94  70.29%  70.38% 0.02 2831  27.96 1.48 182 185.96 574  18790.76 1992130 822.63 71.94%  74.46%  0.03
LRC108 179 186.62 645 19465.68  19750.56 884.63 75.68%  77.47% 0.1 2476 24.82 0.75 197 201.64 5.25 18770.84 1874532 546.80  72.33%  72.75%  0.02

The experimental results on instances with 50 requests and
300 requests are shown in Table 6 and Table 7, where RT rep-
resents the algorithm running times in second, VN represents
the quantity of vehicle used, LR represents the percentage of
loading rate, and 7D represents total distance. After 10 runs
of each group of data, its best results, average results and stan-
dard deviation were analyzed. As shown in Table 6, the unit
split has advantages in total distance, transport vehicle usage,
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and loading rate. Among them, 78.57% (44 out of 56) of
the data shows an advantage in transport vehicle usage, and
76.79% (43 out of 56) of the data shows an advantage in
total distance, and 60.71% (34 out of 56) of the data shows
an advantage in loading rate. As shown in Table 7, the
unit split has advantages in total distance, transport vehicle
usage, and loading rate. Among them, 66.67% (40 out of 60)
of the data shows an advantage in transport vehicle usage,
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TABLE 8. Comparison of unit split and multi-mark split algorithms (VN% = VN ynit — YN muiti ~-mark N

TD% and LR% are calculated in the same way, RT% = RT ypit RT

multi—mark

).

unit”

Instance Deviation Instance Deviation
VN% TD% LR% RT% VN% TD% LR% RT%
LC101 0.15 -0.03 0.14 5.80 LCl1_ 61 -0.12 -0.16 0.00 542
LC102 -0.10 0.05 0.07 4.53 LCl1 6 2 -0.06 -0.07 0.05 572
LC103 -0.05 -0.07 0.15 4.52 LC1_6_3 0.05 -0.10 0.13 4.62
LC104 -0.11 0.02 0.04 573 LC1_6 4 -0.04 -0.03 0.06 5.17
LC105 -0.06 -0.09 0.07 4.44 LC1_6 5 -0.14 -0.13 -0.03 4.67
LC106 -0.06 -0.09 -0.02 5.40 LC1_6 6 0.13 -0.05 0.04 475
LC107 -0.04 -0.20 0.07 5.30 LCl 67 -0.18 -0.03 0.14 5.08
LC108  0.10 -0.01 0.17 5.74 LC1_6.8 -0.01 -0.06 0.01 4.71
LC109 -0.12  -0.06 0.02 475 LC1_6 9 0.06 0.03 -0.05 5.25
LR101  -0.05 -0.07 0.09 6.11 LC1_6 10 0.01 -0.11 0.02 4.93
LR102  0.03 0.06 0.08 5.12 LR1 6 1 0.05 0.13 0.03 5.15
LR103 -0.09 -0.07 -0.04 4.75 LR1_62 -0.02 -0.16 0.06 4.65
LR104 -0.04 -0.07 0.04 4.85 LR1_6 .3 -0.01 -0.12 0.01 5.04
LR105 -0.07 -0.13 -0.12 5.09 LR1_6 4 0.02 0.01 -0.10 4.73
LR106  0.01 -0.06  -0.01 5.54 LR1_6 5 -0.01 -0.04 0.05 5.51
LR107 -0.05 -0.12 0.12 4.86 LR1 6 6 -0.10 0.04 -0.06 4.62
LR108 -0.15 -0.01 0.15 5.62 LR1_6_7 0.04 -0.14 0.00 5.07
LR109 -0.01 -0.25 0.04 4.65 LR1_6 8 0.02 -0.07 0.20 4.54
LRI110  -0.09 0.00 -0.02  5.18 LR1 6 9 -0.05 -0.08 0.02 4.93
LRIIl  -0.10 0.10 0.05 5.65 LRI 6 10 -0.14 -0.05 0.13 4.37
LRI112 -0.12 -0.06 -0.07 4.53 || LRCI_6_1 0.03 -0.08 0.06 5.90
LRC101 -0.20 -0.05 -0.05 4.63 | LRC1_6.2 -0.10 -0.12 0.09 5.06
LRC102  0.07 -0.01  -0.07 4.69 | LRC1_6 3 -0.09 -0.03 -0.03 5.08
LRC103 -0.17 -0.14 -0.07 541 LRC1_6 4 0.02 0.04 0.18 5.26
LRC104 -0.13 0.07 -0.08 4.82 | LRC1_6 5 -0.06 0.05 -0.09 5.41
LRC105 -0.02 -0.04 0.01 478 || LRC1 6 6 -0.16 -0.02 0.14 423
LRC106 -0.14  -0.09 0.00 462 | LRC1_6 7 0.10 -0.24 0.04 532
LRC107 0.06 0.07 -0.02 5.13 | LRC1_6 8 -0.07 -0.03 0.03 5.30
LRC108 -0.10 0.04 0.04 479 | LRC1_6 9 -0.14 0.05 -0.10 5.35
LRCI 6 10 -0.20 0.11 0.14 4.69
TABLE 9. Parameters and cost information of transportation vehicles.
TVT RC E F velocity (km/h)
L1 6 198 0.853 60
L11 8 223 1.214 60
L12 10 544 2.126 60
L22 12 885 3.682 60

TVT represents transport vehicle type, RC represents the rated capacity of transport vehicle (unit: ton),

E represents fixed cost (unit: ¥/times), F represents the unit loading cost (unit:

and 76.67% (46 out of 60) of the data shows an advan-
tage in total distance, and 75% (45 out of 60) of the data
shows an advantage in loading rate. But the multi-mark split
algorithm has an obvious advantage in running time (about
5 times less on average). At the same time, the multi-mark
split algorithm has a slight advantage in algorithm
stability.
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¥/ vehicle - km).

Table 8 reports a more accurate comparison of the devi-
ation values of the two algorithms in multiple dimensions.
As shown in the table, the deviation between the unit split
method and multi-mark split method in the NV, TD, and LR
is very small. The average deviation of the vehicle usage is
8.47%, the average deviation of distance is 6.87%, and the
average deviation of the loading rate is 5.75%. Therefore,
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TABLE 10. The unit loading cost of transport vehicles (unit: ¥ /vehicle - km).

TVT
L1 L11 L12 L22
PVT
MPV 2.25 2 1.5 1
SUv 2 1.78 1.33 0.88
compact cars 1.8 1.6 1.2 0.8
PVT represents passenger finished vehicle type
TABLE 11. The structure of partial orders (other represents compact cars).
Retention time Pickup address Delivery address
Order number Demands Amount /¥ Vehicle type i
/day Name Latitude Longitude Name Latitude Longitude P Late‘st delivery
time/day
1 6 12 Shunyi  40.15495 1167282 Wuhai 39.68318  106.832 846 other 30
2 7 17 Tianjin 4015495 1167282  Zhangjiakou 4081119  114.8938 342 other 30
3 7 15 Shunyi ~ 40.15495 1167282  Liupanshui  26.59187  104.8521 3732 SUV 30
4 6 15 Tianjin ~ 40.15495 1167282  Baoding  38.88657  115.4948 176 Suv 30
5 9 14 Cangzhou  40.15495 1167282 Shanwei ~ 22.77873 1153729 7752 SUv 30
6 7 12 Shunyi ~ 40.15495 1167282  Yucheng  36.91914 1165813 720 other 30
7 6 21 Shunyi 4015495 1167282  Taiyuan  37.89028  112.5509 440 Suv 30
8 10 1 Shunyi ~ 40.15495 1167282  Chengde  40.99252  117.9338 690 Suv 30
200 6 16 Wauhan 3058108 1143162  Guangde  30.89395  119.3647 484 other 30
we strongly suggest to use the multi-mark split algorithm TABLE 12. Experimental results on actual instance.
in scenes with high real-time requirements or large-scale
datasets, while to use the unit split algorithm in scenes with Total profit /¥ RT /seconds VN LR
high accuracy requirements or small-scale datasets. Our algorithm  322577.93 197.28 138 82.36
Manual operatior  268513.87 - 186 62.85
Deviation 20.13% - -25.81% 31.04%

B. VALIDATION ON THE ACTUAL INSTANCE
In order to verify the practical value of the model and algo-
rithm, the verification is also carried out on the data of an
actual enterprise. Company C has four types of transport
vehicles of single-layer L1, double-layer L11, L12, and L22.
Calculate the purchase costs, insurance costs, labor costs,
fuel consumption, road and bridge costs, maintenance costs
and tire loss costs of these transport vehicles, and calcu-
late the fixed and variable costs for each transport vehicle.
The parameters and cost information of transport vehicles
are shown in Table 9, where TVT represents the transport
vehicle type, RC represents the rated capacity of transport
vehicle(unit: ton), E represents the fixed cost(unit: ¥ /times),
F represents the unit loading cost (unit: ¥/ vehicle - km).
The unit loading cost of the transport vehicle is a variable
cost of the transport vehicle transport one passenger finished
vehicle for one kilometer. The passenger finished vehicles
studied in this article mainly include SUV, MPV, and compact
cars. The unit loading costs of transport vehicles are shown
in Table 10, where PVT represents the passenger finished
vehicle type.

We select the partial data with 200 orders and 500 transport
vehicles of company C on a day to verify the algorithm.
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The data of orders and transport vehicles are given in attach-
ments task.xlsx and vehicle.xlsx. Table 11 shows the structure
of partial orders.

The length of the tabu list of the algorithm in this article
is set to 1000. After running 10 times, we take the data
with the largest profit as a result. As shown in Table 12,
comparing the results of our algorithm with the results of
enterprise statistics, this algorithm has obvious advantages
in terms of total profit, number of vehicles and loading rate.
Our algorithm can complete in an average of about 3 minutes,
and the average loading rate of transport vehicles can reach
more than 80%. Therefore, the model and algorithm in this
article have certain use-value, and can effectively reduce the
transportation cost of enterprises.

VI. CONCLUSION

This article has studied the vehicle scheduling problem of
third-party passenger finished vehicle logistics, and an inte-
ger programming model is established to maximize the total
profit. As far as we know, the path buffer clustering operator
is the first time proposed to be applied to vehicle routing
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planning problems, and is more effective compared to the
k-means clustering, and is more practical in actual engineer-
ing application. The multi-mark split operator can save a lot
of running time at the expense of little algorithm precision,
and is strongly suggested to be used in scenes with high real-
time requirements or large-scale datasets. The experimental
results show that the algorithm proposed in this article is effi-
cient and effective, and can effectively improve the average
loading rate of vehicles to about 80% in a relatively short
time.

Our sensitive experiments on «, 8, ¥y, and § show that
the values of these four key parameters of PCB are closely
related to the geographical distribution of orders and trans-
port vehicles, in actual application, in order to get the ideal
optimum objective value, these parameters are suggested to
be set as the empirical formulas provided by this article.
While sensitive experiments on the split proportion which
is a key parameter of MMS show that with the increase of
split proportion, the loading rate of transport vehicles tends
to increase, the number of transport vehicles used tends to
decrease, and that with the increase of split proportion,the
max profit of the enterprise increases firstly and then decrease
quickly, the maximum profit can be obtained at the point of
that the value of split proportion is about 85%.

Although the algorithm has achieved some excellent
results, the following is worthy of further study:

1) The actual algorithm complexity of path buffer cluster-
ing combining with an actual geographic information
system.

2) The dynamic priority to the requests, that is, to get the
maximum profit not all the requests in a scheduling
must be served.

3) Multiple continuous scheduling to maximize the total
profit.
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