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ABSTRACT In recent years, the rapid development of marine science has put forward higher and higher
requirements for the processing of ship-radiated noise signal. Ship-radiated noise is the noise signal
generated by the vibration of various mechanical equipment or the movement of the hull and radiated into
the sea when the ship is traveling. Ship-radiated noise signal contains a large number of time-varying,
nonlinear and non-stationary components. The denoising processing of ship-radiated noise is the most
critical part of underwater acoustic signal processing. In order to more effective reduce the noise of the
ship-radiated noise signal, a new denoising method for underwater acoustic signal based on mutual infor-
mation variational mode decomposition (MIVMD), multivariate multiscale dispersion entropy (mvMDE),
and lift wavelet threshold (LWTD) and Savitzky Golay filter (S-G filter), named MIVMD-mvMDE-LWTD-
SG, is proposed. Firstly, MIVMD is used to decompose the original signal into n sub-signals. Secondly,
the mvMDE value of each sub-signal is calculated, and the n sub-signals are divided into high-frequency
components and low-frequency components according to the threshold. Then, S-G filter and LWTDmethod
are used to reduce the noise of low-frequency components and high-frequency components respectively.
Finally, the low-frequency components and high-frequency components after the denoising processing are
reconstructed to obtain the denoising signal. In order to verify the effectiveness of the proposed method,
the proposed method is used to reduce the noise of chaotic signal under different signal-to-noise ratios
(SNR), and compared with the EMD-mvMDE-LWTD and MIVMD-mvMDE-LWTD method. The results
show that the proposed method can effective remove the noise in the chaotic signal, better distinguish the
adjacent trajectories in the phase space, approximate the real chaotic attractor trajectory, and better retain the
useful information in the chaotic signal. The proposed method is further applied to the actual ship-radiated
noise signal, and the experimental analysis shows its effectiveness, which lays a solid foundation for further
prediction and detection.

INDEX TERMS Mutual information variational mode decomposition, multivariate multiscale dispersion
entropy, lift wavelet threshold, chaotic signal, denoising.

I. INTRODUCTION
With the rapid development of marine technology, the pro-
cessing of underwater acoustic signal has become more
and more important. Underwater target signal is affected
by ship equipment and complex marine environment in the
process of propagation, so that it contains a lot of use-
less noise signals and seriously affects the follow-up work.
Therefore, using reliable method to remove noise is a hot
issue in marine research. The traditional linear filtering noise
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reduction method can completely eliminate the noise in the
periodic signal [1]. However, the ship-radiated noise is a
typical non-Gaussian, non-stationary and nonlinear chaotic
signal [2]–[4], so that the noise reduction effect of the lin-
ear filtering method is greatly reduced [5]. Therefore, some
scholars are actively searching for more effective denoising
methods.

In recent years, some scholars have proposed a variety
of noise reduction methods for ship-radiated noise such as
wavelet transform [6], [7], local projection [8], [9], singu-
lar spectrum analysis [10], independent component anal-
ysis [11], principal component analysis [12], compressed
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sensing [13], and so on. Although the above methods can
reduce the noise of ship-radiated noise to some extent, they
all have their own limitations. For example, the basis function
and the decomposition layers of wavelet transform cannot
be selected adaptively, the neighborhood radius setting of
local projection is difficult, and singular value decompo-
sition is only effective when there are obvious noise plat-
forms in the singular spectrum, etc. Aiming at nonlinear
and non-stationary signal, Huang et al. proposed a new
adaptive signal processing method, named empirical mode
decomposition (EMD) [14]. Empirical mode decomposition
can decompose the signal according to its own time-scale
characteristics without setting the basis function in advance.
EMD has been widely used in different fields as soon as it
was proposed, and some improved algorithms such as ensem-
ble empirical mode decomposition (EEMD) [15], complete
ensemble empirical mode decomposition with adaptive noise
(CEEMDAN) [16], masking signal empirical mode decom-
position (MSEMD) [17], uniform phase empirical mode
decomposition (UPEMD) [18], and so on, have been derived.
EMD and its improved algorithm provides a new idea for
noise reduction of ship-radiated noise, which is ‘‘decom-
pose the signal first and then reduce the noise’’. Among
them, typical methods are EMD and wavelet threshold
method [19], noise adaptive EMD and correlation coefficient
method [20], CEEMDAN, mutual information, permutation
entropy (PE) and wavelet threshold method [21], UPEMD
and amplitude-aware permutation entropy [22]. However,
EMD and its improved algorithm belong to the empirical
decomposition algorithm and lack a strict mathematical the-
oretical basis. Konstantin et al. proposed variational mode
decomposition (VMD) in 2014 [23]. Compared with EMD
and its improved algorithm, VMD is more reliable to decom-
pose signals on the basis of strict mathematical theories,
which areWiener filtering, Hilbert transform, and signal anal-
ysis [24]. Moreover, VMD determines the center frequency
and bandwidth of each component by iteratively searching
and constructing a variationalmodel, which shows good noise
immunity and robustness. VMD is widely used in signal
processing [25], [26], fault diagnosis [27], [28], wind speed
prediction [29], [30] and other fields. But the most prominent
shortcoming of VMD is that the decomposition number K
value cannot be selected adaptively, and it needs to be preset
manually [31], [32]. Mutual information (MI) is used to
measure the dependence between two signals, and it is more
effective than the correlation coefficient [33]. Aiming at the
problem, this paper proposes mutual information variational
mode decomposition (MIVMD), which determines the K
value by judging the difference in mutual information values
of between two adjacent sub-signal and the original signal.

Shannon entropy is a measure of the degree of system
order. Shannon entropy has been widely used in different
fields since it was proposed. Some scholars have successively
proposed some improved algorithms of shannon entropy
such as approximate entropy (ApEn) [34], sample entropy
(SE) [35] and fuzzy entropy (FuzzyEn) [36], etc. Although

the approximate entropy and its improved algorithm have
strong anti-noise interference ability, the calculation speed is
slowwhen the data length is large. Therefore, Bandt et al. pro-
posed permutation entropy from different perspective based
on the permutationmode of signal [37]. Although the calcula-
tion of permutation entropy is simple and efficient, the ampli-
tude information of the signal is not considered. In response to
this problem, Azami et al. proposed dispersion entropy (DE)
in 2016 [38]. DE combines the advantages of permutation
entropy and sample entropy. In 2017, Azami et al. coarsened
DE and proposed multiscale dispersion entropy (MDE) [39].
MDE can measure the dispersion entropy of the signal at
different time scales. In 2019, Azami et al. proposed the
multivariate multiscale dispersion entropy(mvMDE) by com-
bining the multivariate entropy with the coarse-grained pro-
cess [40]. mvMDE realizes the measurement of multivariable
signal complexity. Compared with existing method, mvMDE
has fast calculation speed, strong stability and high recog-
nition rate. Therefore, this article uses mvMDE value to
classify sub-signals, and it is applied to the noise reduction
of ship-radiated noise for the first time.

It is generally believed that the ship-radiated noise sig-
nal is located in the high-frequency band, and the real sig-
nal is located in the low-frequency band [41]. At present,
denoisingmethod of ship-radiated noise signal can be divided
into two categories based on the idea of decomposing
first and then noise reduction: (i) the signal is decom-
posed into n components, the high-frequency components
are determined to be noise and directly removed. Then the
low-frequency components are reconstructed [22], [41], [42].
(ii) it is determined that the high-frequency components con-
tain useful information and its noise reduction is performed.
Then the high-frequency components after noise reduction
and the low-frequency components without noise reduction
are reconstructed [43]–[45]. Our research found that both
high-frequency components and low-frequency components
have useful information and noise information, so there are
problems in removing high-frequency components directly
and reducing noise only in high-frequency components.
Therefore, according to the characteristics of different sub-
signals, we adopt different methods to reduce the noise
of high-frequency and low-frequency components respec-
tively. Reference [46] mentioned that the lifting wavelet
threshold (LWTD) is used to reduce the noise of high-
frequency signal, which can obtain a higher signal to noise
ratio (SNR) and is more suitable for practical application.
References [47], [48] pointed out that Savitzky Golay filter
(S-G filter) is used to reduce the noise of low-frequency
signal so that it can effectively retains the useful informa-
tion of the low-frequency part. Therefore, in this paper,
the lifting wavelet threshold is used to reduce the noise of
high-frequency components, and the S-G filtering is used to
reduce the noise of low-frequency components.

In order to reduce the noise of ship-radiated noise more
effectively, this paper proposes a new denoising method
for underwater acoustic signal based on MIVMD, mvMDE,
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LWTD and S-G filter, named MIVMD-mvMDE-LWTD-
SG. Firstly, aiming at the difficulty of presetting K value
for VMD, a MIVMD method is proposed, and MIVMD is
used to decompose the original signal into n sub-signals.
Secondly, we use the mvMDE value of the sub-signal
to divide the n sub-signals into high-frequency compo-
nents and low-frequency components. Then, S-G filter and
LWTD method are used to denoise the low-frequency
components and high-frequency components, respectively.
Finally, we reconstruct the low-frequency components and
high-frequency components after the noise reduction to
obtain the noise reduction signal.

The structure of this paper is as follows: Section II
introduces the basic theory of VMD, MIVMD, mvMDE,
LWTD and S-G filter. Section III introduces the proposed
noise reduction method and evaluation index. Section IV is
about the experiments for denoising of chaotic signal and
ship-radiated noise as well as their result analysis. The dis-
cussions are displayed in Section V. The conclusions are
summarized in Section VI.

II. BASIC THEORY
A. VARIATIONAL MODE DECOMPOSITION
Variational mode decomposition considers that the signal
is superimposed by sub-signals with different frequencies
dominate, and its purpose is to decompose the signal into
sub-signals of different frequencies. Each sub-signal has
its own center frequency and limited band width. Each
sub-signal is defined as an AM/ FM signal as follows:

uk (t) = Ak (t) cos[ϕk (t)] (1)

where ϕk (t) is the phase of the signal, Ak (t) is the instan-
taneous amplitude of the signal, ωk (t) is the instantaneous
frequency of the signal, and:

ωk (t) = ϕ′k (t) =
dϕk (t)
dt

(2)

The main framework of variational mode decomposition is
the variational problem, which minimizes the sum of the esti-
mated bandwidth of each sub-signal [49]. The construction
steps of the constrained variational model are as follows:

Step 1: Hilbert transformwas applied to the original signal.
We can obtain the corresponding analytic signal of each sub-
signal, that is: (

δ (t)+
j
π t

)∗
uk (t) (3)

Step 2: After adding correction coefficients to the analyt-
ical signal corresponding to each sub-signal, the spectrum is
transferred to the base band. The corresponding demodulated
signal can be obtained:[(

δ(t)+
j
π t

)∗
uk (t)

]
∗ e−jωk t (4)

Step 3: The gradient square L2 norm of the modulated
signal is calculated to obtain the bandwidth of each sub-
signal. The constructed constrained variational model is as

follows:
min
{uk }{ωk }

{
K∑
k=1

∥∥∥∥∂t [(δ(t)+ j
π t

)∗
uk (t)

]∗
e−jωk t

∥∥∥∥2
2

}

s.t.
K∑
k=1

uk (t) = f (t)

(5)

where uk (t) represents the decomposed K sub-signals, ωk (t)
represents the center frequency of each sub-signal, δ (t) repre-
sents the unit pulse function, ∂t represents the partial deriva-
tive of a function, ∗ represents the convolution operation.
Step 4: The penalty factor α and lagrangianmultiplier λ are

introduced to transform the constrained variational problem
into an unconstrained variational [50]. Thus the augmented
lagrangian expression is obtained:

L ({uk} , {ωk} , λ)

= α

K∑
k=1

∥∥∥∥∂t [(δ (t)+ j
π t

)
uk (t)

]
e−jωk t

∥∥∥∥2
2

+

∥∥∥∥∥f (t)−
K∑
k=1

uk (t)

∥∥∥∥∥
2

2

+

〈
λ (t) , f (t)−

K∑
k=1

uk (t)

〉
(6)

This uncostrained problem is solved by the alternat-
ing direction method of multiplication operator, and all
sub-signals of signal decomposition are finally obtained by
iterative updating un+1k , ωn+1k , λn+1k [51].

ûn+1k (ω) =

f̂ (ω)−
∑
i6=k

ûi (ω)+
λ̂(ω)
2

1+ 2α (ω − ωk)2
(7)

ω̂n+1k =

∫
∞

0 ω
∣∣û (ω)∣∣2dω∫

∞

0

∣∣û (ω)∣∣2 dω (8)

λ̂n+1(ω) = λ̂n (ω)+ τ

[
f̂ (ω)−

∑
k

ûn+1k (ω)

]
(9)

B. MUTUAL INFORMATION VARIATIONAL MODE
DECOMPOSITION
When VMD is used to decompose the signal, it is necessary
to set the number of sub-signalK value in advance. The selec-
tion of K value directly determines the frequency resolution
and has a greater impact on the decomposition effect. In order
to avoid artificially preset inaccuracies, we need to adaptively
guide the selection the number of decomposition.

The dependency between the original signal and the
sub-signal obtained by VMD can be characterized by MI.
MI is used to reflect the degree of correlation between
two random variables and its ability of distinguish correla-
tion is higher than the correlation coefficient method [52].
The mutual information of two discrete random variables is
defined as:

I (X;Y ) =
∑
y∈Y

∑
x∈X

p(x, y) log
p(x, y)
p(x)p(y)

(10)
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where p(x, y) is the joint probability distribution function of
two random variables, p(x) and p(y) is the marginal probabil-
ity distribution function of X and Y respectively.

We gradually increase the K value decomposition sig-
nal, and it can be found that as the number of decomposi-
tions increases, the difference in mutual information values
of between two adjacent sub-signal and the original signal
shows a decreasing trend as a whole. When a threshold is
reached, the signal is deemed to be sufficiently decomposed.
Through a lot of experiments, it is found that the decomposi-
tion effect is best when the threshold is 0.1, so the threshold
is set to 0.1. Therefore, in order to choose the best K value,
we propose a method based on mutual information for select-
ing the number of decomposition, which is named MIVMD.
The specific process is shown in FIGURE 1.

FIGURE 1. The flow chart of MIVMD.

C. MULTIVARIATE MULTISCALE DISPERSION ENTROPY
Compared with multiscale entropy, multivariate multiscale
entropy can make multi-channel observation of the dynamic
complexity of data [53]. In order to overcome the prob-
lem of mvMSE, Hamed Azami et al. proposed multivariate
multiscale dispersion entropy (mvMDE) in 2019, which has
the advantage such as fast calculation speed, good stability,
and few storage elements [40]. The calculation process of
mvMDE is as follows:

Step 1: Coarse-graining process of multivariate signals
Assume that a time series has p variables and its length is

L. For each variable, the original signal is divided into non-
overlapping segments of length τ . Then, the average value

of each segment is calculated to derive the coarse-grained
signal:

x(τ )k,i =
1
τ

iτ∑
b=(i−1)τ+1

uk,b, 1 ≤ i ≤
⌊
L
τ

⌋
= N , 1 ≤ k ≤ p

(11)

where N represents the length of the coarse-grained signal.
Step 2: Multivariate dispersion entropy
(1) The multivariate signal X =

{
xk,i
}b=1,2,··· ,N
k=1,2,··· ,p is mapped

into [1, 2, 3,. . . , c].
(2) In order to consider the space domain and time domain

at the same time, a multivariate embedding vector is created
based on the Takens embedding theorem Zm(j), 1 ≤ j ≤ N −
(m− 1)d . For simplicity, we assume that dk = d,mk = m.

(3) All combinations of
∑p

k=1mk elements takem once in
Zm(j) and are called φq(j)(q = 1, · · · , (mpm )). The number of
combinations is equal to

(mp
m

)
. Therefore, there is (N − (M −

1)d)(mpm ) dispersion modes for all variables.
(4) For the latent dispersion mode πv0,...vm−1 corresponding

to each cm and 1 ≤ q ≤
(mp
m

)
, the relative frequency is as

follows:

p(πv0···vm−1 )

=
#
{
j
∣∣j ≤ N − (m− 1)d, φq(j) hastypeπv0,···vm−1

}
(N − (m− 1)d)

(mp
m

)
(12)

(5) According to the definition of Shannon entropy, mvDE
can be expressed as:

mvDE(X ,m, c, d) = −
cm∑
π=1

p(πv0···vm−1 ) · ln(p(πv0···vm−1))

(13)

Both mvMDE, mvMSE and mvMFE have the ability to
detect the dynamic characteristics of multivariable signal.
In order to verify the performance of mvMDE, this paper
quantitatively analyzes related indexes of mvMDE, mvMSE
and mvMFE. We randomly generate a set of noise signals
such as a Gaussian white noise, a Rayleigh distribution
noise, and a K distribution noise, calculate the mvMDE,
mvMSE and mvMFE values of 11 scales of noise, and
count their computing time (CT). CT is an indicator of
the running time of the algorithm. The mvMDE, mvMSE
and mvMFE values of noise are shown in FIGURE 2,
and the running times of the three entropies are given
in TABLE 1.

FIGURE 2 shows that mvMDE and mvMFE have a more
stable profile and good stability than mvMSE. But mvMDE
can better identify noise signal of different scales than
mvMFE. TABLE 1 shows that mvMDE runs faster and more
efficient. Therefore, mvMDE is more suitable for analyzing
the complexity of nonlinear and non-stationary signal.
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FIGURE 2. Entropy of different noises.

TABLE 1. Running time of three kinds of entropy.

D. SAVITZKY-GOLAY FILTER
Savitzky-Golay filter is a polynomial smoothing algorithm
based on the principle of least squares proposed by Sav-
itzky and Golay, which is widely applied to the filtering
of non-stationary signal under non-Gaussian background
noise [54], [55]. While filtering and smoothing, it can more
effectively retain signal change information.

Firstly, a total of 2M + 1 data before and after the current
moment is filtered, and we use Equation (14) for fitting [56]:

p(n) =
N∑
k=0

ak · nk (14)

The residual after fitting is:

εN =

M∑
n=−M

(p(n)− x(n))2 =
M∑

n=−M

(
N∑
k=0

ak · nk − x(n))2

(15)

Perform a weighted average operation on 2M +1 data that
can solve the constant term of the fitted polynomial:

y(n) =
M∑

m=−M

h(m) · x(n− m) =
n+M∑

m=n−M

h(n− m) · x(m)

(16)

The partial derivative of the residual formula can be
obtained:

∂εN

∂ai
=

M∑
n=−M

2ni(p(n)− x(n))2

=

M∑
n=−M

2ni(
N∑
k=0

ak · nk − x(n))2 = 0 (17)

Simplification can get:

N∑
k=0

(
M∑

n=−M

ni+k ) · ak =
M∑

n=−M

ni · x(n), i = 0, 1, · · · ,N

(18)

Let A = {ani} =
{
ni
}
,−M ≤ n ≤ M , 0 ≤ i ≤ N ,B =

AT · A, then

bik =
M∑

n=−M

ainank =
M∑

n=−M

ni+k = bki (19)

Therefore,

Ba=AT · Aa = ATx, a=
(
AT · A

)−1
· ATx=Hx (20)

where H is the required coefficient.

E. LIFT WAVELET THRESHOLD TO REDUCE NOISE
Compared with the traditional wavelet transform, it relies
very much on the Fourier transform. The lifting wavelet
transforms in the time domain and does not depend on
the Fourier transform. At the same time, it can realize all
the first-generation wavelet transform. The lifting wavelet
not only inherits the characteristics of the first-generation
wavelet multi-resolution, but also has simple calculation
and less memory, which overcomes the shortcoming of the
first-generation wavelet transform [57], [58]. The general
lifting wavelet process can be divided into three steps:

Step 1: Split. The signal x(n) is splitted into two
non-overlapping subsets according to the odd-even sequence,
which is divided into even sequence and odd sequence:

xo(n) = x(2k + 1), k = 1, 2, · · ·

xe(n) = x(2k), k = 1, 2, · · · (21)

Step 2: Predict. The signal has local correlation, and the
value of the odd sequence can be predicted by the value of
the adjacent even sequence [59]. The predicted error is the
transform coefficient of wavelet transform:

d(n) = xo(n)− P(xe(n)) (22)

201878 VOLUME 8, 2020



H. Yang et al.: New Denoising Method for Underwater Acoustic Signal

Step 3: Update. Introduce an update operator U to mod-
ify d(n), which a(n) represents the scale factor of wavelet
decomposition:

a(n) = xe(n)+ U (d (n)) (23)

The lifting wavelet is realized by xe(n) iterations. The
reconstruction process of the lifting wavelet is the inverse
process of the decomposition process [60]:

xe(n) = a(n)− U (d(n))

xo(n) = d(n)+ P(xe(n))

x(n) = Merge(xe(n), xo(n)) (24)

where Merge(·) represents the merger.
The selection of the threshold function is very important

for lifting the wavelet threshold to reduce noise [61]. The
commonly used lifting wavelet threshold methods include
hard threshold method and soft threshold method. The soft
threshold method is proposed to overcome the ‘‘one size fits
all’’ drawback of the hard threshold method. The hard thresh-
old method is simple and has poor continuity. Compared with
the hard threshold method, the soft threshold method has a
smoother noise reduction signal.

III. THE PROPOSED NOISE REDUCTION METHOD AND
EVALUATION INDEX
A. THE PROPOSED NOISE REDUCTION METHOD
The basic principles of MIVMD, mvMDE, S-G filter
and LWTD threshold are introduced in Section II. As a
widely used data denoising method, S-G filter has achieved
good result in various application [62]. As a new and
improved dispersion entropy, multivariate multiscale disper-
sion entropy has few practical application. Therefore, a new
noise reduction method for underwater acoustic signal based
onMIVMD,mvMDE, LWTDand S-Gfilter, calledMIVMD-
mvMDE-LWTD-SG, is proposed. Specific steps are as fol-
lows:

Step 1: UseMIVMD to decompose ship-radiated noise into
n IMFs.

Step 2: Calculate the mvMDE of each IMF. Set the thresh-
old value t in this paper. Consider IMF greater than t as
high-frequency components, and IMF smaller than t as low-
frequency components.

Step 3: Use the S-G filtering method for low-frequency
components to reduce noise, and use the lifting wavelet soft
threshold method for high-frequency components to reduce
noise.

Step 4: Reconstruct the low-frequency and high-frequency
components after the noise reduction process to obtain the
final noise reduction signal.

B. EVALUATION INDEX
In order to quantitatively analyze the effect of noise reduction,
this paper uses some evaluation indicators to quantify the
signal before and after noise reduction.

1) SIGNAL TO NOISE RATIO
Signal to noise ratio (SNR) represents the ratio of signal to
noise power. The greater the SNR of the signal, the less the
noise content; the smaller the SNR of the signal, the greater
the noise content. The SNR is defined as:

SNR = 10 log10

(
‖x(n)‖2∥∥x̂(n)− x(n)∥∥2

)
(25)

where x(n) represents a pure signal and x̂(n) represents a
noisy signal.

2) ROOT MEAN SQUARE ERROR
Root mean square error (RMSE) represents the difference
between the noise reduced signal and the pure signal [63].
The smaller the RMSE, the better the noise reduction effect;
the larger the RMSE, the worse the noise reduction effect.
The root mean square error is defined as:

RMSE =

√∥∥x̂(n)− x(n)∥∥2
N

(26)

where N is the length of the signal, x(n) represents a pure
signal, and x̂(n) represents a noisy signal.

3) CORRELATION DIMENSION
Fractal dimension is an index to measure the complexity
and irregularity of attractor in dynamic process. Correla-
tion dimension, as a kind of fractal dimension, has been
widely used in mechanical fault diagnosis [64], seismic
exploration [65] and other fields. The calculation of the corre-
lation dimension ismainly realized by theG-P algorithm [66].
Firstly, embed a new dimension m in a time series, and
perform phase space reconstruction to get:

X (n) =


X1
X2
...

Xk

 =


x1 x2 · · · xm
x2 x3 · · · xm+1
...

...
...

...

xn−m+1 xn−m+2 · · · xn


(27)

Choose an appropriate distance r and calculate the loga-
rithm of the points whose distance is less than r :

C (r) =
1
N 2

N∑
j=1

N∑
i=1

θ(r −
∣∣Xi − Xj∣∣) (28)

θ (x) =

{
0, x < 0
1, x ≥ 0

(29)

Finally, use the least square method to solve the correlation
dimension:

D = lim
r→0

ln(C(r))
ln(r)

(30)
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FIGURE 3. Flow chart of the proposed noise reduction method.

TABLE 2. Noise reduction effect of noisy signal.

4) MAXIMUM LYAPUNOV EXPONENT
The Lyapunov exponent is an important index to measure the
complexity of a dynamic system [67]. Lyapunov exponent
refers to the average change rate of two orbits close to each
other in the phase space as time goes by, which are separated
or aggregated exponentially. In practical application, max-
imum Lyapunov exponent is of great significance, and the
calculation formula is:

λ1 =
1

tm − t0

M∑
k=1

ln
D(tk )
D(tk−1)

(31)

where D(tk ) represents the distance between the two closest
points at tk time, M represents the total number of iteration
steps. When the maximum Lyapunov exponent is positive,
it indicates that the motion state of the system is chaotic.
When the maximum Lyapunov exponent is zero, it indicates
that the system is in a critically stable state. When the

maximum Lyapunov exponent is negative, it indicates that
the system is in a stable state.

IV. EXPERIMENTAL SIMULATION
A. NOISE REDUCTION OF CHAOTIC SIGNAL
In order to verify the effectiveness and feasibility of the
proposed method, this paper uses the Chen system for exper-
imental verification, which is expressed as follows:

ẋ = a(y− x)

ẏ = (c− a)x − xz+ cy

ż = xy− bz (32)

where a = 35, b = 3, c = 28, step size h = 0.01, variable
initial value x(0) = −1, y(0) = 0, z(0) = 1.In this paper,
2048 points of the y variable are selected as pure signals, and
Gaussian white noise of -5dB, 0dB, 5dB, 10dB and 15dB are
added, respectively. This proposed method is compared with
EMD-mvMDE-LWTD andMIVMD-mvMDE-LWTD by the
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FIGURE 4. Time domain diagram of pure signal and noisy signal.

FIGURE 5. Mutual information difference trend graph.

same signal. Among them, EMD-mvMDE-LWTD uses EMD
to decompose the signal into n sub-signals, and calculates
mvMDE value of each sub-signal, then divides signal into
high-frequency components and low-frequency components
according to their mvMDE value. Then the method per-
forms LWTD processing on high-frequency components, and
reconstructs the processed conponents and low-frequency
components to obtain the denoised signal. The flow of
MIVMD-mvMDE-LWTD and EMD-mvMDE-LWTD meth-
ods are similar. The noise reduction effect of Chen noisy
signal is shown in TABLE 2

In order to understand the detail of noise reduction in depth,
this paper conducts a noise reduction study on the signal with
10dB noise. The time-domain waveform diagrams of the pure
Chen signal and the noisy Chen signal are shown in FIGURE
4. Firstly, MIVMD is used to decompose the noisy Chen
signal.

Before using MIVMD to decompose the noisy signal,
the decomposition number K value should be determined.
The trend of mutual information difference is shown in
FIGURE 5.

It can be seen from FIGURE 5 that as the K value
increases, the trend of the difference in mutual information
values between two adjacent sub-signal and the original sig-
nal gradually decreases. When K = 7, the difference is
0.0894, which is less than the threshold, and the signal is
fully decomposed. Therefore, the K value is set to 7. In
this paper, we uniformly set the penalty factor of variational
modal decomposition to the default value of 2000 [68]. The
MIVMD decomposition results of the noisy signal are shown
in FIGURE 6.

FIGURE 6. MIVMD decomposition.

FIGURE 7. The SNR of the denoising signal under different thresholds.

FIGURE 8. Waveform comparison before and after noise reduction.

Entropy is used to distinguish high and low frequency com-
ponents. Under the premise of ensuring the noise reduction
effect, we want the amount of computation to be as small
as possible. TABLE 3 shows that mvMDE has the fastest
operation time under scale 1. Therefore, we performed the
entropy calculation at scale 1. The noisy signal is decom-
posed into 7 IMFs, and the mvMDE value of each IMF
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FIGURE 9. Attractor phase diagram of noise reduction signal.

is calculated respectively. The entropy value is shown in
TABLE 4. In order to get a suitable threshold, the threshold
is set between 2.5 and 4.5, and the SNR of the method is
calculated under different threshold values. The SNRdiagram
of noise reduction signals with different thresholds is shown
in FIGURE 7.

FIGURE 7 shows that with the continuous increase of the
threshold, the SNR after noise reduction first increases and
then decreases. The SNR reaches the maximum value in the
range of 3.3 to 4.1, and the SNR begins to drop when the
threshold exceeds 4.1. In this experiment, IMF1, IMF2 and
IMF7 are denoised by S-G filtering and IMF3∼IMF6 are
denoised by lifting wavelet threshold to achieve the best
denoising effect. After many experiments, this paper sets the
threshold to 3.9.

TABLE 3. Under different scales, running time to calculate mvMDE for
each IMF.

In order to show the effect of noise reduction intu-
itively, the waveform comparison diagram before and after
noise reduction using EMD-mvMDE-LWTD, MIVMD-
mvMDE-LWTD and the proposed method are given.

201882 VOLUME 8, 2020



H. Yang et al.: New Denoising Method for Underwater Acoustic Signal

FIGURE 10. Time domain waveform diagram and decomposition result.

TABLE 4. The mvMDE value of each IMF.

Thewaveform comparison chart before and after noise reduc-
tion is shown in FIGURE 8.

It can be seen from the time domain waveform of the
three noise reduction methods that, compared with EMD-
mvMDE-LWTD and MIVMD-mvMDE-LWTD, the signal
residual noise after using the proposed method to denoise
is less, more smoother, and most similar to the pure sig-
nal. The motion characteristics of the chaotic signal can
be expressed by the phase diagram method. In order to
more intuitively reflect the noise reduction effect of different

methods, the phase diagram of the attractor before and after
noise reduction is further studied. The attractor phase diagram
of the noise reduction signal is shown in FIGURE 9.

It can be seen from FIGURE 9 that although the
phase diagram after noise reduction of using EMD-
mvMDE-LWTD and MIVMD-mvMDE-LWTDmethods has
a certain improvement compared with the phase diagram
before noise reduction, the trajectory of the phase diagram is
severely twisted and too tortuous. The trajectory of the phase
diagram after noise reduction by the proposed method in this
paper is smoother, the geometric structure is more regular,
and the phase diagram of the pure signal is closer. In addition,
the mvMDE and the maximum Lyapunov exponent before
and after noise reduction are also given to further analyze the
signal characteristics quantitatively.
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FIGURE 11. The time domain waveform and phase diagram of attractor before and after
denoising for Ship1.

TABLE 5. Comparison of parameters before and after noise reduction.

From the data in TABLE 5, it can be seen that compared
with EMD-mvMDE-LWTD and MIVMD-mvMDE-LWTD
methods, the improvement effect of this proposed method
is the most obvious. The above experiments show that the
proposed method has a good effect in noise reduction of
chaotic signal.

B. NOISE REDUCTION OF SHIP-RADIATED NOISE
In order to verify the practicability of the proposed method
in this paper, the noise reduction method is applied
to the real ship-radiated noise. Three different types of
noise signals are selected from the shipsear database
(http://atlanttic.uvigo.es/underwaternoise/), named passen-
ger ships, ocean liners and motor boats respectively [69]. The
three kinds of signals are normalized and sampled separately,
and 2048 points are sampled for each type of signal, and
they are named Ship1, Ship2 and Ship3. The time-domain

waveforms of three kinds of noise signals and the decompo-
sition results of MIVMD are shown in FIGURE 10.

In order to intuitively reflect the detailed changes and
dynamic characteristics of the ship-radiated noise signal
before and after noise reduction, the time-domain waveform
diagrams and attractor phase diagrams of three kinds of noise
signals before and after noise reduction are studied, as shown
in FIGURE 11, FIGURE 12 and FIGURE 13.

In addition, this paper also quantitatively analyzes the noise
reduction effect of ship-radiated noise signal. The correlation
dimension and maximum Lyapunov exponent of three kinds
of signals before and after noise reduction are calculated
respectively. The smaller the value of two parameters, the less
the noise content of the signal and the better the noise reduc-
tion effect. The parameters of ship-radiated noise before and
after noise reduction are shown in TABLE 6.

From the time-domain waveform comparison diagrams in
FIGURE 11, FIGURE 12 and FIGURE 13, it can be seen that
after using this proposed method to reduce the noise of three
kinds of ship-radiated noise signals, the noise in the back-
ground is better removed and the change trend of waveform
is clearer. From the phase diagrams before and after noise
reduction, it can be seen that the phase diagram has changed
from a messy, rough trajectory to a more regular, smoother
trajectory. These phenomena show that this proposed method
can better distinguish the adjacent trajectories in the phase
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FIGURE 12. The time domain waveform and phase diagram of attractor before and after
denoising for Ship2.

TABLE 6. Comparison of parameters before and after noise reduction.

space, approximate the real chaotic attractor trajectory, and
effectively retain the real characteristics of chaotic dynamics.
It can be seen from TABLE 6 that the parameter values of the
three noise signals after noise reduction are all smaller than
those before noise reduction. The above experiments show
that the noise reduction method proposed in this paper can be
applied to the treatment of real ship-radiated noise.

V. DISCUSSIONS
VMD is different from the traditional mode decomposi-
tion method. With its non-recursive decomposition method
and strong analytical capability, it can effectively avoid the

phenomenon of mode mixing. However, VMD needs to set
the number of decomposition in advance before the signal
decomposition. The proposed method in this paper selects
the number of decomposition based on mutual information,
which solves this problem and improves the self-adaptability
of VMD. This will lay a certain foundation for its application.

As a new improved algorithm of MDE, mvMDE, proposed
in 2019, has better stability, higher recognition rate and faster
calculation efficiency than mvMSE and mvMFE in terms
of measuring the complexity of time series. We applied it
to the noise reduction of underwater acoustic signal for the
first time, and got better results. In view of the advantages
of mvMDE, it will have a broad application prospect in
the fields of feature extraction, fault detection and signal
prediction.

Noise in the actual underwater environment is usually
generated by ship, marine equipment, marine life, subma-
rine earthquake, marine industrial activity, surface wave,
undersea exploration, and thermal noise, etc. Different types
of noise components have different frequency ranges. The
noise generated by ship, submarine earthquake, marine indus-
trial activity, etc., are low-frequency signals. This indicates
that the low-frequency components of ship-radiated noise
signal decomposed are noisy. In addition, TABLE 6 and
FIGURE 11, FIGURE 12, FIGURE 13 in this paper also
verify this conclusion. Some data in TABLE 6 are not signif-
icantly improved by using the proposed method in this paper,
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FIGURE 13. The time domain waveform and phase diagram of attractor before and after
denoising for Ship3.

which indicates that there is a small amount of weak noise in
the low-frequency components. Therefore, the low-frequency
signal contains a small amount of weak noise. This provides
a new idea and method for noise reduction of underwater
acoustic signal.

VI. CONCLUSION
Anew denoisingmethod for underwater acoustic signal based
onMIVMD,mvMDE, LWTD and S-G filter is proposed. The
main conclusions of this article are as follows:

(1) Aiming at the shortcoming that VMD needs to set
the decomposition number in advance before the decompo-
sition of signals, this paper proposes a method to select the
decomposition number based on mutual information, which
improves the self-adaptability of VMD.

(2) As a new improved algorithm of MDE, mvMDE mea-
sures the complexity of time series. Compared with mvMSE
and mvMFE, mvMDE has better stability, higher recognition
rate and faster calculation efficiency. It is first applied to
noise reduction of underwater acoustic signal and has great
development potential in nonlinear signal processing.

(3) According to references [22], [41], [42] that the
low-frequency components does not contain noise, our
research found that the low-frequency components contains
weak noise after the signal is decomposed, and more noise
can be removed by denoising both the high-frequency com-
ponents and low-frequency components.

(4) The proposedmethod is applied to chaotic signal. Com-
pared with EMD-mvMDE-LWTD and MIVMD-mvMDE-
LWTD, the proposed method has higher SNR and lower
RMSE.

(5) The proposed method is applied to three real under-
water acoustic signals. The experimental results show that
the proposed method can obtain a more regular and smooth
attractor phase diagram and remove more noise components.
This will lay a solid foundation for the subsequent processing
of ship-radiated noise signals such as prediction, detection,
extraction and classification, and so on.
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