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ABSTRACT In this paper, a novel human decision-making behavior model is proposed for human-robot
interaction (HRI) for the control of multi-robot systems (MRS). The proposed human drift diffusion
model (HDDM) combines the traditional drift diffusion model (DDM) and the null-space-based behavioral
control (NSBC) method by introducing a data-processing station and a human cognitive system. In the
HDDM, the evolution of human-decision information is computed. By using a threshold of such informa-
tion to trigger human interaction, accurate human decision-making timing can be obtained. In addition,
a cooperative controller is designed for robots to follow human instructions. Simulations under various
scenarios show that by using the proposed HDDMand the controller, robots can complete human instructions
more accurately comparing to traditional methods. An experiment using a group of quadrotors subject to
external wind disturbances also demonstrate the effectiveness of the proposedHDDM in real-world uncertain
environments.

INDEX TERMS Human intervention, multi-robot system, human drift diffusion model, human decision-
making behavior model.

I. INTRODUCTION
In the past decade, multi-robot systems (MRS) have attracted
much attention due to their loosely coupled network struc-
ture where robots can solve problems through interaction
beyond the capability or knowledge of a single robot. InMRS,
the originally large and complex system is divided into sev-
eral smaller systems in which robots can communicate and
cooperate. Robot formation is one of the control methods for
robots to perform tasks collaboratively. Consensus problems
in formation control have been widely studied, e.g. in [1]–[3].

Formation control methods in MRS include the leader-
follower, the virtual-structure and the behavioral control. The
leader-follower method defines robots as leader or followers,
and the structure of formation is easy to implement by follow-
ing the trajectory of the leader at a specified distance and rel-
ative position [4]. However, the leader-follower method relies
too heavily on the trajectory of leader, which no longer has
task execution capability if the leader fails [5]. The virtual-
structure method forms the MRS into a rigid structure in
which agent formation is easy to maintain, but this method is
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known to lack flexibility and adaptability [6]. The behavioral
control method has a hierarchical structure that decomposes
the formation task into several basic behaviors which are
selected based on practical situations. Then the formation
task is realized by behavior fusion [7]. However, the behav-
ioral control has been found difficult to ensure the stability
of formation control [8]. To tackle this problem, the null-
space-based behavioral control (NSBC) has been proposed
for generic robotic systems, in which the behaviors of robots
are arranged in priority using null-space projection. In this
way, tasks with higher priority can be completely executed
and those with lower priority would only be executed if no
conflicts occur.Moreover, theNSBC approach allows to elab-
orate stability properties of robot control due to its explicit
usage of mathematical models [9], [10]. A disadvantage of
the NSBC approach is that it cannot handle all task conflicts
because it is not smart enough at the absence of human
supervision and intervention [11].

Therefore, it is necessary to introduce human interven-
tion to achieve HRI in MRS [12]. Results in constructing
HRI structures can be found in [13]–[16]. In addition,
human intervention methods in HRI have been studied in the
leader-follower framework [17]–[19] and have been firstly
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introduced into the behavioral control framework in [20].
Although successful in specific applications of interest,
the methods aforementioned lack an accurate human model.
Human models can help predict under which conditions a
human being exhibits poor performance or instability, hence
are necessary to improve the accuracy of human decision-
making [21]. Some efforts have been reported for the pur-
pose of developing human decision-making models. In [22],
a Markov chain model is used in MRS to recognize human
behaviors from sensory data. An extended decision field
theory (EDFT) model has been proposed in [23] which is
used for human behavior modeling in multiple sequential
decisions in HRI. A drift diffusion model (DDM) has been
proposed in [24] which is a cognitive process consists of
simple decisions. Comparing to the Markov chain model
and the EDFT model, the DDM does not employ factors
such as probability or trust of human but instead uses actual
sensory information in making simple decisions, e.g., two-
alternative forced-choice tasks (TAFCTs). With just a few
parameters and a conceptually simple process, the DDM can
describe behavioral performance (human choice and reaction
time) during the entire process of task execution. As a result,
the DDM has been successfully applied to many human
cognitive tasks in neurosciences, e.g., lexical decision [25].
In [26], a verified soft-max choice model, emerged from the
DDM, is used for studying decision making in TAFCTs, and
an extension of this model is proposed in social context. How-
ever, the decision making problem has not been studied in the
human-robot context, hence is still an open problem involving
a mixed group of human and robot decision makers [26].

This paper addresses the problem of human decision-
making behavior modeling and controller design in MRS
based on the behavioral control method. The specific con-
tribution of this paper consists of the following three parts:

1) The behavioral control framework for HRI systems is
extended. While earlier works usually define simple
rules to decide when to trigger human intervention,
we introduce a data-processing station and a human
cognitive system into the behavioral control framework
that allows for rigorous analysis of the human decision-
making process in a system control perspective.

2) A human drift diffusion model (HDDM) is proposed
by embedding the DDM into the NSBC method. This
method offers a feasible solution to extend DDM to
HRI systems. The HDDM models human decision-
making process in HRS by computing the evolu-
tion of human decision-making information using sen-
sor data in the NSBC method. By minimizing a
human supervision cost function and setting a decision-
making threshold for the non-zero initial human
decision-making information, the HDDM can achieve
a trade-off between speed and accuracy of human inter-
vention. To complete the control loop, a cooperative
controller is also designed to track the reference tra-
jectory of the human intervention task generated by the
HDDM.

FIGURE 1. Sketch of the NSBC method in the HRI example. Human
intervention is designed as a robot task just as other tasks. The human
task is given the highest priority in order to be executed in any cases.

3) The theoretical results are verified in a simulation under
various scenarios and also in an experiment using a
group of quadrotors subject to external wind distur-
bances. The experimental results show that the HDDM
can obtain accurate time for human decision-making in
practical applications.

The remainder of the paper is organized as follows: In
Section 2, the research problem and the preliminary and the
robot task is designed. In Section 3, the human decision-
making behavior is modeled, human intervention task and
controller are designed. Section 4 and 5 are the simulation and
experiment, respectively. Conclusion is drawn in Section 6.
The stability of the system and the tasks are proved in
Section 7.

II. UNITS
Consider a group of n (n ≥ 2) robots with the following
model:

ṗj = vj, (1)

where pj ∈ R2 is the position of the robot j(j = 1, . . . , n), and
vj ∈ R2 is the velocity vector. The formation control objective
is to make robots follow human instructions and perform
tasks, which are defined by different behaviors of robots, e.g.,
movement towards targets and obstacles avoidance. To decide
when to introduce human intervention, we make the follow-
ing assumption:
Assumption 1: Assuming that robots are completely

autonomously controlled, the human intervention can only
happen when the controller of the robots fail to finish tasks.
Remark 1: In this paper, we consider the decision-making

problem in HRI systems, i.e. when and how human could
intervene robot tasks. The controller design presented in later
sections is to close the loop and verify the feasibility of the
proposed HDDM. Therefore, a simple first-order dynamic
model (1) is employed.

A sketch of the NSBC method in the HRI framework
including N robot tasks is shown in Fig. 1. The human inter-
vention task is set to the highest priority. A task supervisor is
employed to adjust the priority of tasks. A task with a lower
priority is projected to the null-space of a higher priority task.
In the following, we briefly introduce the concept of gen-
eral tasks, and then introduce two specific elementary tasks,
i.e. the move-to-target task and the obstacle-avoidance task.
Details of the human intervention task is given in Section III.
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A general task function can be designed as:

ρ = f (p), (2)

where p is the set of pj(1 6 j 6 n), p = [p1, · · · , pn]T , f is
a mapping of robots position to task function. The derivative
of task function (2) is:

ρ̇ =
∂f (p)
∂p

ṗj = J (p) ṗ, (3)

where J (p) ∈ Rm×n is the Jacobian matrix which maps task
function ρ to robot trajectory p, and m is the dimension of
task function ρ.

The desired trajectory function ρd is the target trajectory
that required for a certain control purposes, e.g. formation,
avoiding obstacles and tracking, while the general task func-
tion ρ in (2) is the actual trajectory of robots. In the process of
task execution, the desired task function ρd (t) corresponds
to the desired trajectory pd (t), which can be obtained by
integrating robot velocity over time t . However, an integration
of velocity may result in numerical drifts. This problem can
be counteracted by the so-called Closed Loop Inverse Kine-
matics version algorithm with an output written as:

vd = J†d (ρ̇d +3ρ̃) , (4)

where vd is the task velocity output, ρ̇d is the derivative of
the desired task function and ρ̃ = ρd − ρ is the task error.
Matrix 3 is a positive constant gain and J† = JT

(
JJT

)−1 is
the pseudo-inverse of the Jacobian matrix. As shown in the
Fig. 1, if there exist multiple tasks, each task is assigned with
a priority level and then all composed tasks are fused based
on the NSBC method, leading to

vd = v1d + N1 (v2d + (N2v3d + · · ·)) , (5)

where N1 and N2 are the null-space of the task 1 and 2.
We have Nϑ = I − J†ϑJϑ , where the index ϑ indicates
the priority order of the task. I is the identity matrix of
appropriate dimension. v1d , v2d and v3d are the task output
of task 1, task 2 and task 3, respectively.
Remark 2: In NSBC, each task is assigned with a priority,

and all composed task can be fused as (5) in a unique priority
order using null-space projection. More details can be found
in [27]–[29].

A. MOVE-TO-TARGET TASK FUNCTION DESIGN
The move-to-target task is defined by the movements of
the robots team towards the target points. Once every robot
arrived at the target point, the individual robot would stop.
Thus, the behavior corresponding to the move-to-target task
of the jth robot can be encoded by the function ρmj as:

ρmj = pj, (6)

where pj = [ xj yj ]T is the position coordinates of the jth
robot, and the desired function ρmdj is:

ρmdj = pgj, (7)

where the pgj is the desired position of the jth robot. The
output of ρmdj can be encoded by the NSBC method as:

vmj = J†mj
(
ρ̇mdj +3mjρ̃mj

)
, (8)

where 3mj is a positive constant of gains of the move-
to-target task, ρ̃mj = ρmdj − ρmj is the task error, and

J†mj = JTmj
(
JmjJTmj

)−1
is the pseudo-inverse of Jmj.

B. OBSTACLES-AVOIDANCE TASK FUNCTION DESIGN
At the presence of an obstacle in the advancing direction,
the aim of obstacles-avoidance task is to keep the robot on
a safe distance from the obstacle, which means obstacles-
avoidance task is set higher priority in robot tasks. Define
D as the safety distance or the radius of the circular safety
region. Once the obstacles are within the safety region
of robots, the robots must execute the obstacles-avoidance
behavior, which is defined as follows:

ρaj =
∥∥pj −poq∥∥ , ρadj = D, (9)

where ρaj is the function of obstacles-avoidance task and poq
is the obstacle position of the qth obstacle, q = 1, 2, · · ·Q.
Define ρadj as the desired function. Then the velocity output
function is given by:

vaj = J†aj
(
ρ̇adj +3ajρ̃aj

)
, (10)

where 3aj is a positive constant of gains, and
ρ̃aj = ρadj − ρaj is the task error, J†aj is the pseudo-inverse
of the Jacobian matrix Jaj.

In this paper, the obstacles-avoidance task is set to the
highest priority. As a result, the move-to-target task (vmj)
is projected onto the null-space of obstacles-avoidance task
(vaj), giving the final output of the jth robot as:

vrj = vaj +
(
I − J†ajJaj

)
vmj, (11)

where vrj is the velocity output, and I − J†ajJaj is the null-
space of the obstacle avoidance task. If Jaj has full rank,
the null-space of the obstacles-avoidance task is empty and
the whole task output vmj would be filtered out.

III. HUMAN DECISION-MAKING BEHAVIOR MODELING
AND INTERVENTION TASK DESIGN
In this section, we develop the HDDM by embedding the
DDM into the NSBC method. This is not trivial since there
exist various sensor information but only one of which should
be taken as the actual human sensory information. We show
how to select one specific sensor information as human
sensory information to model the human decision-making
behavior. In addition, the human decision-making threshold
in DDM is set based on the condition that the initial human
decision-making information is zero. However, this is no
longer the case in the HDDM. Therefore, we show how to
compute the decision-making threshold with non-zero initial
decision-making information in the HDDM.
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FIGURE 2. The decision making schematic diagram under human
intervention during task execution. The task supervisor fuses tasks as in
(5). The data-processing station computes and monitors the human
decision-making information to decide whether to activate human
intervention.

The decision making schematic diagram under human
intervention is shown in Fig.2. Comparing to [20] where
the human decision-making is a simple process to evaluate
whether human intervention behavior is needed, we analyze
the human decision-making process by introducing a data-
processing station and a human cognitive system. The data-
processing station receives incoming feedback information
from robots sensors, and the human decision-making process
is modeled if decision-making information has been received
from the incoming feedback. In the human cognitive sys-
tem, human judges whether to intervene robots based on the
human decision-making model.

A. HUMAN DECISION-MAKING PROCESS MODELING
The HDDM can be written as

dZ = Vdt + σdW , (12)

where Z is the human decision-making information. Here,
the HDDM contains two parts: the first is Vdt , which rep-
resents the amount of change in human decision-making
information per unit time. The second part, σdW , represents
white noise with Gaussian distribution, whereW is a Wiener
process, and σ is the standard deviation of the noise. The
mechanism of the HDDM is as follows. Human decision-
making information is first obtained from sensors on the
robots, which is then translated to an incoming feedback to
a data-processing station. In the HDDM, a noisy process
that accumulates the human decision-making information
over time is monitored. Once the accumulated information
has reached a pre-defined threshold, human intervention is
activated. The rate of accumulation of information is defined
as the drift rate.

A key issue is to select a signal as the human decision-
making information. As shown in Fig.3, various signals can
be selected as the incoming feedback, e.g., pj, vj, velocity
error ṽj, position error p̃j, ρaj, poq and pgj. Some can reflect
the progress of task execution directly (e.g., pj, vj, ṽj, and p̃j),
but others cannot (e.g., ρaj, poq and pgj ). The criterion for
selecting one specific signal is based on whether a signal can
reflect accurately the task executing process. In the NSBC
method, robots execute tasks according to a preset task func-
tion. As a result, the position error p̃j, which is the difference
between the preset and the actual position, is selected as the

FIGURE 3. An illustration of the data-processing station in the HRI
control framework.

decision-making information Z . As a result, we have

dp̃j (t) = ṽjdt + σjdW (t) , (13)

where p̃j = prdj − pj, and p̃j is used for supporting human
decision-making on the jth robot, prdj and pj are the preset
and the actual position at time t , respectively. The change in
p̃j over a unit time dt is denoted as dp̃j. Note that the drift rate,
which is a key parameter in the traditional DDM, is denoted
as the time-varying velocity error ṽj = vrdj− vj, in which vrdj
is the preset velocity required to reach the preset position and
vj is the actual velocity.

B. HUMAN DECISION-MAKING THRESHOLD
The HDDM is used in the free response paradigm [30], where
human makes decisions once the amount of human decision-
making information is greater than a preset threshold for the
first time during the task execution process [31]. In this paper,
the threshold is determined based on the Bayes Risk (BR)
criteria [32], which is a common practice to achieve human
decision-making speed-accuracy trade-off. The BR criteria
assumes that human seeks to minimize a cost function B
which is defined by the weighted sum of decision time and
error rate, given as:

B = c1jTj + c2jEj, (14)

where c1j is the observing cost per unit time in the deci-
sion process and c2j is the cost of human decision-making
error. The two variables Tj and Ej are the human decision-
making timing and the decision-making error rate, respec-
tively, which can be computed by [31]:

Ej =
1

1+ e2ς̄jāj
−

(
1− e−2p̃0jāj

e2ς̄jāj − e−2ς̄jāj

)
(15)

Tj = ς̄j tanh
(
ς̄jāj

)
+

(
2ς̄j

(
1− e−2p̃0jāj

)
e2ς̄jāj − e−2ς̄jāj

− p̃0j

)
, (16)

where ς̄j =
ςj
ṽj

and āj =
(
ṽj
σj

)2
. In (15) and (16), ςj is the

human decision-making threshold for the proposed HDDM,
and p̃0j is the initial position error in the robot task execution.
The error rate Ej decreases exponentially with ς̄j and the
decision time Tj grows super linearly with ςj. As a result,
B has a minimum [31]. The threshold for human decision-
making which minimizes B for given parameters (āj, c1j, c2j)
can be computed by substituting (15) and (16) with the initial
decision-making information value p̃0j in (14), and solving
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the equation dB
dςj
= 0, resulting in:

Cj

[
−2ς̄je2ϑ(
1+ e2ϑ

)2 −
(
e−2p̃0jāj − 1

) (
2āje2ϑ + 2āje−2ϑ

)(
e2ϑ − e−2ϑ

)2
]

+

[(
tanh (ϑ)+ āj

)
+

2
(
1− e−2p̃0jāj

) (
e2ϑ − e−2ϑ

)(
e2ϑ − e−2ϑ

)2
]

+
(1− 2ϑ)(

e2ϑ − e−2ϑ
)2 = 0 (17)

where ϑ = ς̄jāj, and Cj =
c2j
c1j

is a positive constant ratio.
Since the threshold ςj is preset and constant, the drift rate ṽj
in (17) is equal to the initial velocity error ṽ0j. It should be
noted that, the threshold ςj is unknown but (āj, c1j, c2j,P0j) are
known parameters. After determining the threshold ςj, once
p̃j is greater than the threshold for the first time, human should
select a behavior among the set of human behaviors.

C. HUMAN INTERVENTION BEHAVIOR TASK DESIGN
Human decision-making behavior is a cognitive process,
in which one behavior is selected from a set of human behav-
iors to help robots team finish tasks successfully. In this
paper, we consider two human behaviors, namely the super-
vision behavior and the intervention behavior. The super-
vision behavior is defined by human monitoring the robot
task execution process without intervention until failure is
detected. The intervention behavior is defined by human
partially intervening robots. Other human behaviors, such as
planning, recording, can also be taken into account, leading
to slightly different task design processes. For the human
supervision behavior, there is no task input to the robots.
Instead, for the human intervention behavior, task input to
the robots should be provided. Thus, the task corresponding
to the human intervention behavior should be designed.

As shown in Fig. 2, human does not directly control the
robot team, but rather sends a task as input to the robot team
through the supervisor. In this paper, the human intervention
behavior task is set to the highest priority and the original
robot task is assigned with a lower priority. In the NSBC
method, a supervisor acts as an administrator module in the
process of executing tasks when robots react to the surround-
ings (e.g. obstacles). As a result, each robot must be equipped
with a supervisor to adjust the priority of behaviors based on
the internal states of robot or the local information stimuli.

Define the human intervention task function as:

ρh = f (ph) , (18)

where ρh ∈ Rm and ph is the real-time position of the robot
that the human would intervene. The derivative of the human
intervention task is given by:

.
ρh =

∂f (ph)
∂ph

.
ph = Jhvh, (19)

where J (h) ∈ Rm×1 is the Jacobian matrix, and J (h) is
the mapping between ρh and ph. Through inverting the Jaco-
bian matrix Jh, a motion reference trajectory of ρh can be

FIGURE 4. The diagram of the cooperative controller with HDDM in the
loop. The HDDM provides trajectories to be tracked for the controller.

generated:

vh = J†h (ρ̇hd +3hρ̃h) , (20)

where3h is a positive definite constant in human intervention
task and ρ̃h = ρhd − ρh is the human intervention task error.
J†h is the pseudo-inverse of Jh.
After the human intervention task is designed, the fusion of

human intervention tasks and robot tasks is needed. vr is the
final velocity signal of robot tasks and vh is the velocity output
of human intervention task. Given the preset priority order,
according to Fig. 1, vr is projected onto the null-space of
human intervention task. As a result, the final desired output
of the behavior control method under human intervention is
obtained as:

vd = vh +
(
I − J†h Jh

)
vr . (21)

It is worth noting that if I − J†h Jh = 0, robot tasks cannot be
executed simultaneously with the human task.

D. CONTROLLER DESIGN
In this section, a controller is designed for HRI systems based
on the behavioral control. The behavioral control method is
compatible with any types of controller, since it only provides
robot motion reference trajectory [33].We develop a coopera-
tive controller for robots motion and human intervention. The
diagram of the controller feedback loop is shown in Fig. 4.
The tracking error ej is defined as the distance between the
reference position pdj from the NSBC method and the actual
position pj as:

ej = pdj − pj (22)

The first order derivative of ej is:

ėj = ṗdj − ṗj = vdj − uj (23)

where vdj is the reference velocity from the NSBC method,
and uj is the actual velocity. The Lyapunov function candidate
can be defined as:

Vc =
1
2
ejT ej (24)

Through the first order derivative ofVc, the following formula
can be obtained:

V̇c = ejT ėj (25)
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TABLE 1. Parameter values used in the simulation.

To guarantee the error ej converge to 0, the condition V̇c 6 0
should be satisfied, resulting in:

ėj = −κej (26)

where κ ∈ R2×2 is a positive definite gain matrix. Substitut-
ing (26) into (23) we obtain the control law:

uj = vdj + κej, (27)

According to (27), we have the following theorem.
Theorem 1: Using the control law (27) for the first-order

robot system (1), the position error p̃j and the velocity error
ṽj approach to zero asymptotically.

Proof: See the Appendix.
Remark 3: During the robot task execution, autonomous

robots encounter problems that cannot be solved by their local
controller, i.e., the classical local minima problem [34]. This
particular situation would cause the robots stop somewhere.
In this paper, the human intervention behavior (21) can be
employed to solve this problem. In addition, the controller
is designed to enable the robots to follow the reference
trajectory of the human intervention task under the NSBC
framework.
Remark 4: In this paper, we focus on the decision-making

problem in HRI systems. Model uncertainties and external
disturbances are not taken into account.

IV. SIMULATION
In this section, a platoon of three robots moving in the x − y
plane is considered, and each robot is modeled as a first-order
system. The control objective is to make the robot team move
to the desired targets in an unknown environment without
collision with obstacles. The robot team is equipped with
sensors to detect obstacles. The values of parameters used in
this simulation are shown in Table 1, where j ∈ {1, 2, 3}. The
human decision-threshold for all the three robots are set as
3m. In 1, the parameters (c1j, c2j, Cj and σj) are the same for
the three robots. The initial velocity error ṽ0j = 1 m/s.

A. ROBOT ENCOUNTERS LOCAL MINIMA PROBLEM
In the first simulation, robot 1 and robot 3 is able to finish
tasks autonomously as shown in Fig. 5. However, when robot
2 is avoiding the first obstacle at (13m, 10.5m), its sensor has
detected another new obstacle at (13m, 8m), which makes it
stuck in the local minima point. Fig. 6 shows that the distance
between the first robot 2 and the obstacle is equal to that

FIGURE 5. Trajectories of the three robots. The one in the middle
encounters a local minima problem.

FIGURE 6. Distances between robots and their nearby obstacles in the
local minima scenario.

FIGURE 7. The evolution of decision-making information (position error)
in the local minima problem.

between robot 2 and the new obstacle, from 5.6s to 6.22s.
In this case, the human decision-making information has
reached the preset decision threshold at time 6.22s, as shown
in Fig. 7.

B. ROBOTS FINISH TASKS WITH HUMAN INTERVENTION
In the second simulation, human intervention is triggered on
to help robots escape from the local minima point. The human
intervention task is designed to make robot 2 move to the new
target at (14m, 9m). After finishing the human intervention
task, robot 2 execute its original task towards to the original
target. The trajectory of robot 2 under human intervention is
shown in Fig. 8.

Fig. 9 shows that when performing the human interven-
tion task, robot 2 does not perform the original obstacles-
avoidance task even if the distance between the robot and
the obstacle is smaller than the preset safe distance 1.5m.
In Fig. 10, the human decision-making information value
temporarily increases during the human intervention task, and
then decreases as robot 2 moves away from the local minima
point.

Fig. 11 shows the when the human intervention is triggered
on. In this paper, robots position error is used as the human
decision-making information, leading to an exact match of
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FIGURE 8. Trajectories of the three robots in case of human intervention.

FIGURE 9. Distance between robots and obstacles in case of human
intervention.

FIGURE 10. The evolution of decision-making information (position error)
in case of human intervention.

FIGURE 11. Indicator of the human intervention. NHI: human intervention
triggered on; WHI: human intervention triggered off.

the human intervention timing during the local minima prob-
lem period, which is between 6.22s and 9.4s. This shows
the advantage of the proposed HDDM when compared to
tte traditional method in [20], where the timing of human
intervention does not match that of the local minima problem
period.

V. EXPERIMENT
In this section, the proposed HDDM and the cooperative
controller is implemented in a group of quadrotors for an
experiment of MRS with HRI.

A. EXPERIMENTAL CONFIGURATION
Three unmanned aerial vehicles (UAVs), which are quadro-
tors, are used in this experiment. The controller of each UAV

FIGURE 12. The experimental configuration of UAVs.

FIGURE 13. The control diagram used in the experiment.

is a PID controller. In the experiment, the UAVs may be
subject to external wind disturbances. The schematic config-
uration of the experiment is shown in Fig. 12. Specifically,
a real-time kinematic (RTK) based station obtains the UAVs
position and sends carrier calibration data to a central com-
puter. The calibration data is packed in the central computer
and is sent to every UAV. The RTK global positioning sys-
tem (GPS) rover in each UAV can provide the location data,
and then sends it to the UAVs controller. Finally, the UAVs
are driven to target according to target waypoint information
by the drive module, which contains a brushless direct current
motor (BLDCM) and three blade propellers. In this process,
the velocity of UAVs is not adjustable. In total, the experi-
ment employs a central computer, a WiFi Access Point (AP),
a differential GPS base station and a wireless network router.

In this experiment, the UAVs only use their own sensors
to detect obstacles and other UAVs, without information
exchange among themselves. As shown in the Fig. 13, this
experiments contains the human intervention task, the move-
to-target task and the obstacle-avoidance task. In addition,
the human intervention task is set to the highest priority, and
the priority of obstacle-avoidance task is always higher than
the move-to-target task. The safe distance between two UAVs
is set as 3m, and the human decision-making threshold is set
as 3m. The world coordinate system in meters is used, which
is with due north as the positive direction of x axis and due
east as the positive direction of y axis.

B. EXPERIMENTAL RESULTS
Fig. 14 shows that a team of three UAVs is avoiding obstacles,
which are represented as yellow columns. Fig. 15 shows
that while UAV 2 is avoiding obstacle 2 at (13m, 10.5m),
a new obstacle at (13m, 5m) is detected. When the distance d
between UAV 2 and obstacle 2 is equal to that between UAV
2 and the new obstacle, UAV 2 encounters the local minima
problem, which cannot be solved by its own autonomous
control system. As shown in Fig. 16, UAV 2 alternatively
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FIGURE 14. The UAVs are avoiding obstacles.

FIGURE 15. UAV 2 has encountered a local minima problem.

FIGURE 16. UAV 2 executes the human intervention task and escapes
from the local minima point.

FIGURE 17. UAV 2 executes its original task and finally reaches the target.

FIGURE 18. The evolution of human decision making information of all
three UAVs.

executes the human intervention task, and moves away from
the local minima point. Fig. 17 shows that after UAV 2 finish-
ing the human intervention task, its original task is executed
leading to the final target.

In Fig. 18, the evolution of human decision-making infor-
mation value is given. Since UAV 2 has encountered a local
minima problem, the human decision-making information
of UAV 2 first reached the preset threshold. The accurate

FIGURE 19. Trajectories of UAVs recorded by the UAV formation software.

timing of human decision-making (76s) is obtained. In order
to help UAV 2 solve the local minima problem, the human
intervention behavior has been chosen, giving the human
intervention task as an input to UAV 2. The trajectories of
all three UAVs is shown in Fig. 19, which are recorded by the
UAV formation software. Each circle represents the position
of UAVs at a given sampling time.

VI. CONCLUSION
This paper has proposed a novel HDDM by combining the
traditional DDM and the NSBC method. The HDDM is
used for modeling the human decision-making process in
HRI systems. The behavioral control framework in HRI is
extended by introducing a data station and a human decision
cognitive process. By computing and monitoring the evo-
lution of the human decision-making information, accurate
human decision-making timing can be obtained. Morever,
a cooperative controller has been designed using the Lya-
punov direct method, which can realize human-robot inter-
action and cooperation. A simulation and an experiment has
demonstrated the effectiveness of the proposed HDDM in
real-world applications.

APPENDIX
PROOF OF THEOREM 1
Consider the Lyapunov candidate function V :

V = Vs + VT , (28)

where Vs is Lyapunov function used to prove the stability of
the controller (25), which can be computed by

Vs =
n∑
j=1

1
2
uTj uj. (29)

Similarly, the Lyapunov candidate function for the task is
denoted as VT .

First we prove the controller is stable. The derivative of Vs
is

V̇s =
n∑
j=1

uju̇j =
n∑
j=1

(
vdj + κej

) (
κ ėj
)

=

n∑
j=1

(
vdj + κej

) (
−κ2ej

)
(30)

where ėj is given in (26), and κ is a positive constant gain
matrix satisfying −κ2 6 0.
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It is worth noting that the sign of the trajectory and velocity
error is identical. If the sign of the trajectory error is positive,
which means the practical position lags behind the reference
position, a positive velocity error is needed to catch up with
the reference position. If the sign of the trajectory error is
negative, which means the practical position is ahead of the
reference position, a negative velocity is needed to return
to the reference position. As a result, vdj + κej and −κ2ej
always have opposite signs leading to V̇s 6 0.

Next we prove the stability of the task. In the case that
there is no obstacle in the environment, robots do not need to
execute the obstacle-avoidance task hence the local minimum
problem can be avoided. The equation of task stability can be
written as the following:

VT =
1
2
ρ̃Tm ρ̃m. (31)

Taking the first derivative of (31) gives:

V̇T = −ρ̃TmJmJ
†
m3mρ̃m 6 0, (32)

where JmJ
†
m = I2×2. If there are obstacles in the environment,

let us construct the Lyapunov function as:

VT =
1
2
ρ̃Th ρ̃h +

1
2
ρ̃Ta ρ̃a +

1
2
ρ̃Tm ρ̃m =

1
2
δ̃T δ̃, (33)

where δ̃ =
[
ρ̃Th ρ̃

T
a ρ̃

T
m
]T . Taking the derivative of VT gives:

V̇T = δ̃T
˙̃
δ = −δ̃T

[
Jh Ja Jr

]T vd . (34)

Substituting (11) into (21), we obtain the task output as:

vd = J†h3hρ̃h + Nh3aJ†a ρ̃a + NhNaJ
†
h3mρ̃m, (35)

where Nh = I − J†h Jh, Na = I − J†a Ja. Substituting (35)
into (34) we obtain

V̇T = −δ̃T

 3h Omh,ma Omh,mm
J†h Ja3h NhJaJ

†
a3a JaN̄ J

†
m3m

JmJ
†
h3h JmNhJ

†
a3a JmN̄ J

†
m3m

 δ̃
= −δ̃T

A11 Omh,ma Omh,mm
A21 A22 A23
A31 A32 A33


︸ ︷︷ ︸

A

δT (36)

where N = NhNa, mh and ma are the dimension of the
human intervention task and the obstacle avoidance task,
respectively. Here, JhNh is equal to 0.
A necessary condition for V̇T ≤ 0 is that the matrix A in

(36) is positive definite. A sufficient condition of this is that
all the sub-matrices of A are positive definite. It is obvious
that A11 is positive definite as long as the gain 3h > 0. The
sub-matrix A22 is positive definite if the human intervention
task and the obstacle-avoidance task are independent [35] and
the gain3a > 0. The sub-matrix A33 is positive definite if the
move-to-target task is independent to the augmented Jacobian
matrix obtained by stacking the obstacles-avoidance task and
the human intervention task, and the gain 3m is positive.

Since the rank of the Jacobian matrices J†h , J
†
a and J†m are

all 2, which satisfies the task independent condition in [35],
hence sub-matrices A11, A22 and A33 are positive definite.
However, sub-matrices A21, A31 and A32 are positive definite
only if the human intervention task, the obstacle-avoidance
task and the move-to-target task are orthogonal, which cannot
be guaranteed since the sign of N = NhNa is unclear.
We observe that (36) satisfies the following inequality:

V̇T 6 −311,m‖ ρ̃h‖
2
−322,m‖ ρ̃a‖

2
−333,m‖ ρ̃m‖

2

+321,M ‖ ρ̃h‖ ‖ ρ̃a‖ +331,M ‖ ρ̃h‖ ‖ ρ̃m‖

+332,M ‖ ρ̃a‖ ‖ ρ̃m‖

= −δ̂T1δ̂, (37)

where 311,m = min{3h}, 322,m = minj{3aj} and
333,m = min{3mj} are the upper bound on the induced norm
of A21, A31 and A32, respectively. Also

δ̂ =
[
‖ ρ̃h‖ ‖ ρ̃a‖ ‖ ρ̃m‖

]T
,

1 =

 311,m −
331,M

2 −
331,M

2
−
321,M

2 322,m −
332,M

2
−
331,M

2 −
332,M

2 333,m

 ,
where ‖ ·‖ is the Euclidean norm. The matrix 1 is positive
definite and symmetric because its main diagonal elements
are positive and its eigenvalues are positive. Thus, (37) can
be rewritten as:

V̇T 6 −λmin{1}δ̂
T δ̂ 6 0, (38)

where λmin{1} is the minimum eigenvalue of 1. This com-
pletes the proof. �
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