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ABSTRACT Conventional corporate credit evaluation models are primarily based solely on financial
variables in conjunction with supervised learning methods. However, the acquisition of the labeled sample
information required by supervised learning methods is generally a costly and lengthy process, and is
therefore difficult to obtain in practice, while the introduction of non-financial variables can be expected to
provide greater diagnostic scope. The present study addresses these issues by proposing a semi-supervised
generalized additive logistic regression model for detecting corporate credit anomalies based on a high
proportion of unlabeled sample information that includes both financial and non-financial variables. The
model not only can accommodate linear non-separable problems, but can also be trained using both labeled
and unlabeled samples at the same time, while simultaneously realizing parameter estimation and variable
selection. We also develop more precise definitions of corporate credit anomalies to increase the accuracy
of corporate default risk assessments. The model is trained and tested using a dataset composed of actual
financial and non-financial corporate data freely available on the Internet, and is demonstrated to provide
better variable selection and credit anomaly prediction with better accuracy and robustness than other
state-of-the-art models. The results reveal key financial variables correlated with corporate credit anomaly
detection, and also verify that the non-financial variables significantly improve the corporate credit anomaly
prediction accuracy of the model.

INDEX TERMS Corporate credit anomaly, semi-supervised learning, generalized additive logistic, risk
transparency, surrounding risks.

I. INTRODUCTION
Credit is a generalized metric that appraises the likelihood
that a debtor can repay the principal and interest on a loan
as scheduled without default. A reliable appraisal of the risk
of default for corporate entities is of particular importance
for ensuring the financial health of banks, securities com-
panies, funds, and other investors. Accordingly, corporate
credit assessment has always been an important research
topic in international academic and financial circles. While
corporate credit ratings are published at regular intervals by
professional rating agencies such as Standard& Poor’s (S&P)
and Moody’s Investor Service, these institutions charge
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high service fees, they do not assess all of the numer-
ous small and medium-sized enterprises worldwide, and
the sporadic nature of the ratings provided cannot reflect
short-term issues that may affect a company’s risk of default.
Therefore, market participants require supplemental tools
for evaluating corporate risk of default in real time for
any corporate entity for which pertinent information can be
obtained.

The evaluation of corporate credit is widely discussed in
current literature. According to the existing research, corpo-
rate credit evaluation depends on corporate credit evaluation
models, evaluation variables, and meaningful definitions of
corporate credit anomaly. Conventional corporate credit eval-
uation models are primarily based on financial variables in
conjunction with supervised learning methods. However, the
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acquisition of the labeled sample information required by
supervised learning methods is generally a costly and lengthy
process, and is therefore difficult to obtain in practice. More-
over, the use of both financial and non-financial variables
can be expected to increase the diagnostic scope of corporate
credit evaluation models. However, while the limited avail-
ability of labeled sample information can be addressed by the
use of a semi-supervised learning method, the introduction of
non-financial variables will result in high-dimensional data
that quickly erodes the training efficiency of semi-supervised
learning methods. Finally, existing evaluation methods rely
on corporate credit anomaly definitions that are subject to
severe limitations.

The study addresses the above-discussed deficiencies in
currently available tools applied by market participants for
evaluating corporate risk of default in real time. First,
we propose a semi-supervised generalized additive logistic
regression (SSGALR) model for detecting corporate credit
anomalies based on a high proportion of unlabeled sample
information. Second, the model employs both financial risk
variables and non-financial risk variables, which are obtained
from publicly available information contained in the text
of corporate financial reports and the risks of surround-
ing enterprises. The SSGALR model is able to make full
use of unlabeled non-financial data samples to improve its
learning performance by simultaneously conducting variable
selection when processing high-dimensional data. We verify
that the adopted non-financial variables improve the default
risk prediction accuracy of the model. Third, we compre-
hensively define corporate credit anomalies according to a
wide range of factors reflecting corporate dishonesty based
on information publicly disclosed by market sources and
other institutions. The proposed model is trained and tested
using a dataset composed of actual corporate data, and is
demonstrated to provide better variable selection and credit
anomaly prediction with better robustness than other state-of-
the-art models, including supervised semi-parametric logistic
regression, supervised logistic regression, and random forest
models.

The remainder of the article is organized as follows.
A literature review is presented in Section II. The proposed
SSGALR model and related algorithms are introduced in
Section III. The model input variables, selection of empirical
samples, and data collection are discussed in Section IV,
and the model verification results are also presented.
Section V concludes the study and presents future research
directions.

II. RELATED STUDIES
A. CREDIT EVALUATION MODELS
Current mainstream corporate default risk assessment
methods employ statistical and machine learning models
based on historical information. The most frequently used
models include neural network [1], [2], support vector

machine [3], [4], random forest [5], [6], AdaBoost [7],
and logistic regression models. Of these, logistic regression
models are most widely used because of their explanatory
power, prediction accuracy, and relatively simple calculation
methods [8]. Yan et al. [9] applied a logistic regression model
to predict the loan default risk of listed companies, and the
results indicated that the growth rate of capital maintenance,
quick ratio, and asset turnover rate have a primary impact
on the default risk of listed companies. However, logistic
regression also faces the curse of dimensionality, which has
become increasingly severe due to the reduced cost of data
collection owing to advancements in computer technology.
This was addressed by Fang et al. [10] by introducing lasso
punishment into logistic regression for predicting loan default
behavior, and demonstrated that the logistic lasso model not
only offers faster calculations by selecting the most useful
input variables from a high dimensional dataset, but can
also conduct variable selection and coefficient estimation
simultaneously. In addition, many logistic regression models
are parametric, and therefore assume that the parameters
of the model include all available information. However,
little information is generally available regarding the form
of a parametric regression model employed in risk assess-
ment, and the presupposed model form can result in inac-
curate risk predictions. This can be addressed through the
adoption of a semi-parametric regression model that need
not assume a model form in advance, while also retaining
the flexibility of a non-parametric model [11]. This tactic
was employed by Wang [12], who proposed a new type of
default probability model based on the generalized additive
model, and the model was demonstrated to provide high risk
prediction accuracy. However, this model is not appropriate
for use with high dimensional data because it cannot con-
duct variable selection. This was addressed by Zhang and
Zhang [13], who incorporated group lasso punishment into
a semi-parametric logistic regression model to obtain the
generalized semi-parametric additive model for solving the
credit scoring problem. The unique features of this model
facilitates the simultaneous estimation of model parameters
and the selection of input variables. This model serves as the
basis of the semi-parametric additive model employed in the
present work.

The practical difficultly of acquiring the labeled sample
information required by supervised learning methods limits
the size of labeled datasets available for model training, and
the credit status of most companies is unknown. This rep-
resents a serious liability because model training conducted
with only a small number of labeled samples often leads to
low generalization performance and also wastes a large vol-
ume of available unlabeled sample data. These issues can be
addressed by the use semi-supervised learning, which relies
on only a small number of labeled samples as guidance for
selecting unlabeled sample data during model training [14].
This model training approach is employed in the present
work.
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The concept of semi-supervised learning was first pro-
posed in 1992 [15], and can be traced back to the early devel-
opment of self-training algorithms [16]. Semi-supervised
learning is based on a combination of supervised and
unsupervised learning in accordance with four general
learning scenarios: clustering, classification, reduction, and
regression. Of these, classification is the most widely used
learning scenario, and representative classification algo-
rithms can be grouped into four general categories: genera-
tive algorithms [17], semi-supervised graph algorithms [18],
co-training algorithms [19], and transductive support vec-
tor machines [20]. Semi-supervised learning technology has
advanced greatly in recent years, and has been widely applied
in fields such as text classification [21], and facial recogni-
tion, image retrieval, and video segmentation [22]. Moreover,
semi-supervised learning has been applied in the field of
credit evaluation [23]–[26]. However, this machine learn-
ing method is subject to some key problems that remain
to be solved. For example, increasing sample dimension
inevitably results in an increasing volume of redundant vari-
ables, which do not contribute to the training process and
can greatly detract from training efficiency. However, con-
ventional semi-supervised learning methods generally seek
to balance the use of labeled and unlabeled sample data,
and therefore suffer from poor training performance when
employing high-dimensional data. While efforts have been
made to address the issue of data dimension reduction in
semi-supervised learning [27], many of the proposed meth-
ods are based on black box operation and suffer from poor
interpretability. The SSGALR model proposed in the present
study accomplishes data dimension reduction by appropri-
ately selecting unlabeled data samples during the training
process.

B. CREDIT EVALUATION VARIABLES
Corporate credit evaluation methods have commonly relied
on financial variables, such as solvency, developmental, and
business classifications, cash flow, and profitability, and the
significant effect of these variables on credit evaluation has
been verified [28], [29]. However, efforts have been made to
increase the diagnostic scope of corporate credit evaluation
models by introducing a number of non-financial variables,
such as customer satisfaction [30], national financial develop-
ment [31], enterprise innovation classification [32], corporate
governance [33], and corporate social responsibility [34].
These data have been demonstrated to be available to some
extent from various public sources, such as annual financial
reports, prospectuses, and audit opinions [35]. In addition,
research has demonstrated that the probability of dishonest
behavior in an enterprise increases if the owners, key person-
nel, or investors of the enterprise have exhibited dishonest
behavior [36]. This factor has been denoted as the network
effect. However, little research has focused on the use of
publicly available non-financial information, or evaluation of
the network effect in corporate credit evaluation. The present
study addresses this issue by including risk information

contained in corporate financial reports and risk information
associated with surrounding enterprises based on financial
variables and other data.

C. DEFINITION OF CORPORATE CREDIT ANOMALIES
Corporate credit anomalies must be defined meaningfully to
facilitate the classification of the corporate sample informa-
tion used in constructing corporate credit evaluation models.
However, different definitions of corporate credit anomaly
are presently applied in corporate credit status research. The
primary definitions presently applied are based on either
special treatment (ST) classifications, which are assigned
when a company has been operating at a loss for two
consecutive years [37], [38], high default risk classifica-
tions [39], [40], or high default rate classifications [41].
However, these definitions are subject to severe limitations.
Existing assignments of ST classification status apply only
to a small number of corporate entities, while the number of
small and medium-sized enterprises is very large. As such,
ST status alone is not fully representative of the overall
credit worthiness of corporate enterprises. With regard to
the other two classifications, corporate loan default risk and
default rate classifications are presently poorly disclosed
in publicly available information. Therefore, this informa-
tion is too unreliable to serve as a basis for defining use-
ful corporate credit anomalies. The present work addresses
this issue by defining corporate credit anomalies according
to a wide range of factors reflecting corporate dishonesty
based on information publicly disclosed by market sources
and other institutions. This information includes warnings
of financial loss or bankruptcy due to financial difficulties,
disclosed violations in the provisions of the securities mar-
ket, involvement in legal proceedings due to poor contract
performance and business assets being frozen by court order,
citations for abnormal business operations or serious viola-
tions of law and credibility, and unfulfilled performance of
legal demands.

III. MODELS AND ALGORITHMS
A. MODEL SETTINGS
Suppose q attribute variables (categorical variables) with
Di = (1,DTi,1,D

T
i,2 · · · ,D

T
i,q) representing the i − th obser-

vation of the attribute variables, where DTi,g ∈ Rdf g (g =
1, 2, · · · , q) represents q groups of dummy variables gener-
ated by the q attribute variables, and df g represents the degree
of freedom of the g− th group variables. Suppose k continu-
ous variables, with Zi = (Zi,1,Zi,2, · · · ,Zi,k ) representing the
i − th observation of the continuous variables. The response
variable Y is a binary variable.

If the entire sample is divided into two parts comprising
labeled sample L = {Di,Zi,Yi}

nL
i=1 of nL samples and unla-

beled sample U = {Di,Zi}
nU
i=nL+1

of nU samples, where
n = nL + nU , then the response variables, attribute variables,
and continuous variables can be written respectively in matrix
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form as

Y =
(
YL
YU

)
, D =

(
DL
DU

)
=


1 DT1,1 · · · DT1,q
1 DT2,1 · · · DT2,q
...

...
. . .

...

1 DTn,1 · · · DTn,q

,

Z =
(
ZL
ZU

)
=


ZT1,1 · · · ZT1,k
ZT2,1 · · · ZT2,k
...

. . .
...

ZTn,1 · · · ZTn,k

, (1)

where the subscripts L and U respectively represent the
labeled and unlabeled components of the response variables,
attribute variables, and continuous variables. The proposed
SSGALR model is defined as

log
(

E (Y |D,Z )
1− E (Y |D,Z )

)
= h (D)+ f1 (Z1)+ f2 (Z2)+ · · · + fk (Zk), (2)

where h (·) is a linear function, which assumes that the
attribute variables enter into the proposed model in linear
form, and fj (·) is an unknown smooth function, which is a
function of infinite order continuously derivable in its field
of definition. It is assumed that continuous variables enter
the proposed model in the form of non-parametric smooth
functions, where a spline is used to spread the estimation:

fj
(
Zj
)
=

∑T

t=1
δjtϕt

(
Zj
)
, j = 1, 2, · · · , k. (3)

Here, ϕt (·) is a B-spline base, T is the number of terms in the
expanded base, and δjt is the coefficient corresponding to the
t-th basis function of the j-th continuous variable. We adopt
T = 3, and expand the continuous variable into a cubic
spline form. Then, the j − th continuous variable of Z can
be rewritten as the following combination of basis functions:

Zj =
(
∅1
(
Zj
)
,∅2

(
Zj
)
,∅3

(
Zj
))
=


W T

1j

W T
2j
...

W T
nj

, (4)

where W T
i,j ∈ R3, i = 1, 2, · · · , n. Therefore, Z can be

rewritten as

Z =
(
ZL
ZU

)
=


W T

1,1 · · · W T
1,k

W T
2,1 · · · W T

2,k
...

. . .
...

W T
n,1 · · · W T

n,k

, (5)

where W T
i,g ∈ Rdf g ,df g = 3, i = 1, 2, · · · , n and g =

1, 2, · · · , k . Then, we combine the D and Z in matrix form

as follows.

X =
(
XL
XU

)
= (D,Z ) =

(
DL ZL
DU ZU

)

=


1 DT1,1 · · · DT1,q W T

1,1 · · · W T
1,k

1 DT2,1 · · · DT2,q W T
2,1 · · · W T

2,k
...

...
. . .

...
...

. . .
...

1 DTn,1 · · · DTn,q W T
n,1 · · · W T

n,k


(6)

Denoting the coefficients of the labeled component XL
as β, and the coefficients of the unlabeled component XU
as α yields β =

(
β0, β

T
1 , · · · , β

T
q+k

)T
∈ R

∑q+k
g=1 df g+1,

where β0 ∈ Rdf g , g = 1, 2, · · · , q + k , and α =(
α0, α

T
1 , · · · , α

T
q+k

)T
∈ R

∑q+k
g=1 df g+1, where α0 ∈ Rdf g , g =

1, 2, · · · , q+ k .
Based on the above formalizations, the objective function

of the semi-supervised generalized additive logistic is

l (α, β) = lL (β)− λ
∑q+k

g=1
s
(
df g

) ∥∥βg∥∥2 − PU (α, β, γ ),
(7)

which consists of a supervised component lL (β), a sec-
ond component that identifies groups of coefficients for
implementing the group lasso penalty, and an unsupervised
component PU (α, β, γ ). These components are defined as
follows. The first component lL (β) is a logarithmic likeli-
hood function, and is expressed as

lL (β) =
nL∑
i=1

[
yi log (pi)+ (1− yi) log (1− pi)

]
=

∑nL

i=1
[yiηi − log(1+ exp(ηi))] , (8)

where pi = exp (ηi) / (1+ exp (ηi)) and ηi = β0 +∑q+k
g=1 x

T
i,gβg = β0 + x

T
i β.

The second component λ
∑q+k

g=1 s
(
df g

) ∥∥βg∥∥2 regards the
coefficient of a dummy variable corresponding to the same
attribute variable as a group, and the coefficient of the basis
function of the same continuous variable is also regarded as
a group. The group lasso penalty is applied to the variable
matrix to select or eliminate all variables in the same group
simultaneously. Here, s

(
df g

)
is the weight coefficient. The

third component PU (α, β, γ ) is formulated according to the
correlation between the variable coefficients of unlabeled
data and labeled data, and is therefore given as the sum of
the squares of the linear differences between the variable
coefficients of the unlabeled data and the labeled data as
follows.

PU (α, β, γ ) =
n∑

i=nL+1

(
xTi α − x

T
i β
)2

+ γ
∑q+k

g=1
s
(
df g

) ∥∥αg∥∥2 (9)

The group lasso penalty is added to the variable coefficients
α of the unlabeled data so that all variables in the same
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group can be selected or eliminated simultaneously. Objective
function (7) enables the simultaneous selection of variables
for both the supervised and unsupervised components, and
also allows different variables to be selected by the two
components.

B. OPTIMIZATION ALGORITHM
The block coordinate descent method [42] is used to solve the
SSGALR model. This method is an extension of the standard
coordinate descent method that was developed for solving
the group lasso problem. Similar to the coordinate descent
method, the block coordinate descent method optimizes only
one group of variables at each iteration, and the other groups
are regarded as constants.

Objective function (7) includes two groups of coefficients
α and β. However, we consider only a single iteration of
β as an example here to describe the specific process of
optimization by the block coordinate descent method. Fixing
the value α = ᾱ, the objective function can be rewritten as
follows.

l (ᾱ, β) =
nL∑
i=1

[
yiηi−log (1+exp (ηi))

]
−λ

q+k∑
g=1

√
df g

∥∥βg∥∥2
−

∑n

i=nL+1

(
xTi ᾱ − x

T
i β
)2

− γ
∑q+k

g=1

√
df g

∥∥ᾱg∥∥2 (10)

We first apply a second-order Taylor expansion to the super-
vised component lL (β) at β̃:

lL (β) ≈ lL
(
β̃
)
+

∂lL
(
β̃
)

∂βT

(
β − β̃

)
+

1
2

(
β − β̃

)T ∂l2L (β̃)
∂β∂βT

(
β − β̃

)
, (11)

where

∂lL
(
β̃
)

∂βT
=

∑nL

i=1

(
yi − pi

(
β̃
))

xTi ,

∂l2L
(
β̃
)

∂β∂βT
= −

∑nL

i=1
xipi

(
β̃
) (

1− pi
(
β̃
))

xTi ,

and

pi (β) =
exp (ηi)

1+ exp (ηi)

= exp
(
β0 + xTi β

)
/
(
1+ exp

(
β0 + xTi β

))
.

Applying the Taylor expansion form of lL (β) along with the
derivation of the g−th group coefficients in the k−th iteration
yields the following:

∇gl (ᾱ, β)

=

nL∑
i=1

xi,g
(
yi − pi

(
β̃
))

−

nL∑
i=1

xi,gpi
(
β̃
) (

1− pi
(
β̃
))

xTi,g
(
βg − β̃g

)
−λ
√
df g

βg∥∥∥β̃g∥∥∥
2

− 2
∑n

i=nL+1
xi,g

(
xTi β − x

T
i ᾱ
)

= 0, (12)

where β̃ represents the result of the (k − 1) − th iteration.
This can be rewritten as follows:
nL∑
i=1

xi,g
(
yi − pi

(
β̃
))
+

nL∑
i=1

xi,gpi
(
β̃
) (

1− pi
(
β̃
))

xTi,gβ̃g

−

nL∑
i=1

xi,gpi
(
β̃
) (

1− pi
(
β̃
))

xTi,gβg

− λ
√
dfg

βg∥∥∥β̃g∥∥∥
2

2
∑n

i=nL+1
xi,g

(
xTi β−g − xTi ᾱ

)
− 2

∑n

i=nL+1
xi,gxTi,gβg = 0, (13)

where β−g =
(
βT1 , · · · ,β

T
g−1, 0

T , βTg+1, · · · ,β
T
q+k

)
. Simpli-

fication yields the following.[ nL∑
i=1

xi,gpi
(
β̃
) (

1− pi
(
β̃
))

xTi,g

+2
n∑

i=nL+1

xi,gxTi,g +
λ
√
df g∥∥∥β̃g∥∥∥

2

Ig

βg
=

∑nL

i=1
xi,g

(
yi − pi

(
β̃
))
+

∑nL

i=1
xi,gpi

(
β̃
)

×

(
1− pi

(
β̃
))

xTi,gβ̃g − 2
∑n

i=nL+1
xi,g

×

(
xTi β−g − x

T
i ᾱ
)

(14)

Here, the following definitions are applied.

ag =
nL∑
i=1

xi,gpi
(
β̃
) (

1− pi
(
β̃
))

xTi,g + 2
n∑

i=nL+1

xi,gxTi,g

+
λ
√
df g∥∥∥β̃g∥∥∥

2

Ig,

sg =
nL∑
i=1

xi,g
(
yi − pi

(
β̃
))
+

nL∑
i=1

xi,gpi
(
β̃
) (

1− pi
(
β̃
))

× xTi,gβ̃g − 2
n∑

i=nL+1

xi,g
(
xTi β−g − x

T
i ᾱ
)
.

Finally, Equation (14) reduces to

agβg = sg, (15)

which readily yields the result

βg = a−1g sg. (16)

The coefficients of the (q + k)-th group of β are iterated in
turn. This same procedure is then applied to the coefficients α
of the unlabeled data while holding the coefficients β fixed.
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Algorithm 1 Optimization of Objective Function (7) Using
the Block Coordinate Descent Method
Step 1: Expand the continuous variables in the explanatory
variables by cubic spline, and initialize the β coefficient
as β(0).
Step 2: Initialize the α coefficient as α(0) = β(0), and
update ag (g = 1, 2, · · · , q+ k) in turn, repeating m times to
obtain α(1).
Step 3: Fix α = α(1), and update βg (g = 1, 2, · · · , q+ k) in
turn, repeating m times to obtain β(1).
Step 4: Repeat steps 2 and 3 for k iterations until(
α(k) + β(k) −

(
α(k−1) + β(k−1)

))
is less than a preset thresh-

old value, out of loop, and pass the convergent optimal solu-
tion to step 5.
Step 5: Screen coefficients by calculating the L2 norm of each
group of coefficients. If the L2 norm of a group of coefficients
is less than a preset threshold value, the values of the entire
group of coefficients are set to 0.

The above-discussed steps are repeated until convergence
is achieved. The processing flow of the optimization of objec-
tive function (7) is given as Algorithm 1.

IV. EMPIRICAL ANALYSIS
A. VARIABLES FOR CORPORATE CREDIT ANOMALY
DETECTION
The financial and non-financial variables employed in the
present study are listed in Table 1.

B. EMPIRICAL SAMPLE SELECTION AND DATA
COLLECTION
The present study employs a dataset composed of actual
corporate data for training and testing the proposed model.
The processes employed for obtaining actual corporate data,
and the transformation of that data into the inputs and tar-
get outputs of the model are described in the following
subsections.

1) SAMPLE SELECTION
The data samples were selected from the listed companies
in China. This listing included 3584 companies, as of 2018.
Here, 322 labeled data samples reflecting anomalous credit
were selected during the period of 2000 to 2018 according
to the definition of corporate credit anomaly presented in
Section II. The proportion of labeled anomalous credit sam-
ples to normal credit samples generally adopted is either 1:1,
1:2, or 1:5 [43], [44]. Therefore, we selected 644 labeled
normal credit data samples over the same accounting period
of 2000 to 2018 according to the ratio of 1:2. Therefore,
the dataset includes 966 labeled samples and 2618 unla-
beled samples. Training and testing datasets were randomly
selected from the labeled and unlabeled samples separately,
with 70% of the data being included in the training dataset
and the remaining 30% in the testing dataset.

TABLE 1. List of selected financial and non-financial variables employed
for corporate credit anomaly detection.

2) DATA COLLECTION
The sample financial data were obtained from the
Guo Tai’an database (www.gtarsc.com) and the Wind
database (www.wind.com.cn). The historical penalty records
and default risk data of surrounding corporate entities
were obtained from the Tianyan credit reference agency
(www.tianyancha.com).

The China Securities Regulatory Commission (CSRC)
stipulates that a corporation must include a public
disclosure in its annual financial report regarding its
prospects for realizing its future business objectives and
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Algorithm 2 Risk Transparency Calculation Method
Step 1: Obtain the text data source for risk analysis from the
annual financial reports of the sample enterprises collected
on the website www.cninfo.com.cn.
Step 2: Text segmentation and risk lexicon extraction. The
text is segmented using the Python stuttering segmentation
toolkit. In the absence of an established enterprise business
risk lexicon, a business risk lexicon is constructed here based
on the segmentation results. The constructed lexicon includes
439 negative words, such as pressure, cost, challenge, crisis,
disadvantage, compression, severity, dependence, aging, and
loss.
Step 3: Quantify the risk analysis of the text, and apply
freqr/lent to calculate the value of risk transparency.

development strategy. The analysis provided by management
is intended to meet the information needs of investors by
divulging the current development status and future operation
direction of the enterprise. A quantitative analysis of these
documents is applied in the present study to determine risk
transparency as an index reflecting the level of corporate
social responsibility consciousness. Because most of the
accounting information and analysis disclosed in annual
financial reports are not affected by writing style [45],
we measure risk transparency according to number of iden-
tified negative words found in the documents. The specific
steps are presented in Algorithm 2.

3) DATA PREPROCESSING
Generally, less than 20% of financial variable data, such as
current ratio, quick ratio, and equity ratio, were absent from
the dataset. These missing values were replaced using the
mean imputation method. In addition, outlier data with values
less than the 1% quantile and greater than the 99% quantile
were respectively replaced with the 1% quantile and 99%
quantile values. Finally, the values of the continuous variables
were first standardized prior to expanding them with cubic
splines.

V. RESULTS
A. MODEL PREDICTION PERFORMANCE
The corporate credit anomaly prediction performance of the
proposed SSGALR algorithm was verified by comparisons
with conventional logistic regression algorithms, including
the supervised semi-parametric logistic regression (SSPLR)
and supervised logistic regression (SLR) algorithms, in addi-
tion to extreme gradient boosting (XGBoost), which is a
high-performance ensemble learning algorithm commonly
employed in regression and classification applications. These
algorithms were used to train the corporate credit anomaly
detection models using the Python 3.6 programming lan-
guage. The performance of the algorithms was validated in
terms of the following recall (R), F1-score (F1), and accuracy
rate (ACC) metrics defined according to the confusion matrix

TABLE 2. Confusion matrix.

entries listed in Table 2:

R =
TP

TP+ FN
, P =

TP
TP+ FP

,

ACC =
TP+ TN

TP+ TN + FP+ FN
, F1 =

2× P× R
P+ R

. (17)

The corporate credit anomaly prediction performance of
the four algorithms are presented in Table 3 in terms of R,
ACC, and F1 for the training and testing datasets. It can be
seen from the results that the prediction performances of the
four algorithms differ significantly, and that the SSGALR
algorithm provides the best prediction performance of all
algorithms considered in terms of all three performance
metrics.

TABLE 3. Comparison of prediction performances for four algorithms in
terms Recall (R), Accuracy (ACC), and F1 score (F1).

The bootstrap method was applied to explore the per-
formance of the four algorithms in terms of robust-
ness. We resampled the data samples for 3584 companies
100 times, where 300 labeled samples and 811 unlabeled
samples were resampled each time to ensure that the number
of resampled samples was proportional to the number of
corresponding samples employed originally. Box plots rep-
resenting the classification errors of the SSGALR, SSPLR,
and SLR algorithms over the 100 resampling operations are
presented in Fig. 1. It can be seen that the average classifica-
tion error of the SSGALR algorithm is less than the average
classification errors of the SSPLR and SLR algorithms, and
the fewer outliers indicates that the proposed algorithm is
affected less by sample irregularities. This demonstrates that
the proposed SSGALR algorithm is more robust than the two
conventional supervised regression-based algorithms.

B. ANALYSIS OF KEY VARIABLES
Table 4 lists the values of the coefficients α and β obtained
by the SSGALR algorithm for the list of variables given
in Table 1. The results indicate that coefficient values are non-
zero only for variables X3, X4, X6, X11, X13, X16, X19, X20,
and X22, indicating that these were the only variables con-
sidered that are correlated with corporate credit anomalies.
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FIGURE 1. Box plots of the classification errors of the SSGALR, SSPLR, and
SLR algorithms obtained after resampling the data 100 times.

TABLE 4. Prediction results OF the SSGALR algorithm.

We note here as well that the absolute values of the coeffi-
cients α obtained for the unlabeled samples were slightly less
than the absolute values of the coefficients β obtained for the
labeled samples. This is because the group lasso penalty is
added to the variable coefficients α in Equation (9), which
decreases the absolute values of the coefficients. Of these,
the absolute values of only the financial variables X3, X4, X13,
and X16 were relatively large, indicating that they are highly
correlated with credit anomaly prediction. Here, X3 (equity
ratio) and X4 (cash flow to debt ratio) reflect the solvency
of an enterprise. The equity ratio is an important indica-
tor of whether the financial structure of an enterprise is
stable. An increasing equity ratio increases the likelihood
of long-term solvency, such that the probability of anoma-
lous corporate credit decreases. The cash flow to debt ratio
reflects corporate solvency from two aspects: cash inflow and

cash outflow. An increasing cash flow to debt ratio increases
the likelihood that an enterprise can repay its debts on sched-
ule, such that the probability of anomalous corporate credit
decreases. The variable X13 (net profit on total assets) is a
measure of income from assets, and reflects the profitability
of an enterprise. The variable X16 (net profit growth rate)
reflects the developmental capacity and operating efficiency
of an enterprise, which increase with increasing net profit
growth rate. Accordingly, increasing X13 and X16 decrease
the probability of anomalous corporate credit. From the per-
spective of non-financial variables, we note that X22 (risk
transparency), X20 (credit of surrounding corporate entities),
and X19 (number of penalties) reflect corporate credit anoma-
lies to a lesser extent than the financial variables discussed
above. Here, increasing risk transparency (X22) represents
an increasing level of corporate social responsibility, which
decreases the probability of anomalous credit. An increasing
risk of default in surrounding enterprises (X20) is observed
to increase the probability of anomalous credit. Finally,
an increasing number of penalties levied against an enterprise
(X19) increases the probability of dishonesty, which increases
the probability of anomalous credit.

TABLE 5. Prediction performances of the SSGALR algorithm with
successively increasing levels of non-financial variables.

The effects of non-financial variables X22, X20, and X19 on
the corporate credit anomaly prediction performance of the
SSGALR algorithm were evaluated by comparing the perfor-
mances obtained for different sets ϕ of variables including
all significant financial variables ϕ1 = X3, X4, X6, X11, X13,
X16, and sets including the significant non-financial variables
added in succession as ϕ2 = ϕ1 + X22, ϕ3 = ϕ2 + X20,
and ϕ4 = ϕ3 + X19. The prediction performances of the
SSGALR algorithm obtained for the four variable sets are
listed in Table 5 in terms of the ACC and F1 metrics. The
results indicate that both the ACC and F1 values generally
increase substantially with increasing non-financial infor-
mation, although the addition of X19 is observed to have a
negligible effect on the F1 value of the results. These results
demonstrate that the non-financial variables associated with
risk transparency, credit of surrounding enterprises, and num-
ber of penalties play significant roles in the detection of
corporate credit anomalies.

VI. CONCLUSION
The present study addressed the generally costly and lengthy
process associated with supervised learning methods and
the loss of diagnostic scope associated with the sole use of
financial variables in conventional corporate credit evaluation
models by proposing a semi-supervised generalized additive
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logistic regression (SSGALR) model for detecting corporate
credit anomalies based on a high proportion of unlabeled
sample information that includes both financial and non-
financial variables. The model not only can accommodate
linear non-separable problems, but can also be trained using
both labeled and unlabeled samples at the same time, while
simultaneously realizing parameter estimation and variable
selection. We also developed more precise definitions of
corporate credit anomalies to increase the accuracy of cor-
porate default risk assessments. The model was trained and
tested using a dataset composed of actual financial and
non-financial corporate data freely available on the Internet,
and its performance and robustness were demonstrated in
comparisonwith SSPLR, SLR, andXGBoost algorithms. The
results yielded several interesting findings.

The proposed SSGALR algorithm performed better than
the other algorithms considered in terms of variable selection,
corporate credit anomaly prediction, and model robustness.
Increasingly high-dimension data requires that the variables
be screened in the process of modeling, which further
demonstrates the superiority of the proposed semi-supervised
method.

The results demonstrated that the financial variables most
correlated with corporate credit anomaly in the SSGALR
model were the equity ratio, net profit on total assets, net
profit growth rate, cash flow to debt ratio, equity multiplier,
and total assets turnover rate, while the non-financial vari-
ables most correlated with corporate credit anomaly were risk
transparency, credit of surrounding corporate entities, and the
number of penalties.

The significant non-financial variables substantially
improve the corporate credit anomaly prediction performance
of the SSGALR model. These results verify that the number
of negative words derived from the annual financial reports of
companies and evaluation of surrounding risks are effective
tools for evaluating the credit of corporate entities. This is
particularly beneficial for evaluating the credit of small and
medium-sized enterprises for which a full range of financial
data may not be available.

Although this study has made contributions with both the-
oretical and practical significance in the field of corporate
credit anomaly detection, topics remain to be explored. First,
we considered only text associated with future default risk
analysis in annual financial reports. In the future, we can
mine other information in financial reports associated with
credit evaluation. Second, we must expand the volume of
corporate non-financial sample data employed in the model,
particularly data associated with small and medium-sized
enterprises, to further test the effect of non-financial variables
in the SSGALR model.
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