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ABSTRACT Measures are essential resources to improve quality and control costs during software develop-
ment. One of the main factors for having successful software measurement programs is measure trustworthi-
ness, defined as how much a user can trust a measure to use it with confidence. Such confidence enables the
users to interpret them and use them for supporting decision-making. ISO/IEC 15939:2007 describes four
stages that influence such interpretability: measure selection, measure validation, threshold definition, and
data validation. The literature is scarce in supporting data validation, which directly impacts the measure’s
trustworthiness value. This article aims to detail a method that uses Bayesian networks for supporting data
validation and shows its application in practice to four software development projects from one company.
The proposed method uses Bayesian networks to calculate the degree to which a collected number or symbol
represents the real value for the measures and is integrated with GQM for assessing the measurement
program’s goals. First, the measurement users must create GQM model hierarchical structures, use it as
input for constructing the Bayesian network, validate the Bayesian network, and, finally, use it to support
decision-making. A tool to support the proposed method was developed and is freely available. Further,
herein, the results of the case study are presented. We identified four benefits in using the proposed method:
Externalization, Diagnosis support, Measure interpretation improvement, and Decision-making support.
Given this, even though the initial effort to use the proposedmethod lasted, on average, one hour and fourteen
minutes, the benefits of using it outweighed the effort of applying it. Therefore, our findings suggest that
there was a positive intention in adopting the proposed method in practice.

INDEX TERMS Goal-question-metric, Bayesian network, software measurement.

I. INTRODUCTION
Measurement is an important activity to improve quality and
control costs during software development [1]. According to
Finkelstein and Leaning [2], software measurement is the
process of defining numbers or symbols for the attributes
of software entities (e.g., the attributes size, maintainability,
and efficiency), which is a challenging endeavor given the
abstract nature of software [3]. Mathias et al. [4] claimed
that whenever a value is defined for an attribute, there is
a measure, and a measure is a combination of measures.
In practice, the terms ‘‘measure’’ and ‘‘measure’’ are used
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interchangeably; in this article, we use the term ‘‘measure’’
as defined in ISO/IEC 15939:2007 [5].

Software measurement enables planning, monitoring, con-
trolling, and evaluating processes, products, and resources
[6]–[9]. The data provided by software measurement gives
the users a detailed view of the processes’ execution and
enables them to make more informed decisions [10], [11].
Large-scale organizations such as HP, Nokia, and NASA
have reported that when used during the early stages of the
development cycle, software measurement helps fixing and
preventing defects [12]. More recently, Prause and Hönle
present a domain-dependent software analytic tool in the
context of the European Cooperation for Space Standardiza-
tion (ECSS) measure framework to improve the transparency
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of software development in customer-supplier relationships
of space missions [13]. Chorás et al. [14], [15] report a
practical experience on usingmeasures related to the software
development process to support Small and Medium Enter-
prises in developing software following an Agile method-
ology. Martinez-Fernandez et al. [16] present a case study
on the use of analytics tools to continuously assess and
improve software quality. Ram et al. [17], [18] discuss the
use of measures in the context of agile software development.
A more recent study by Manzano et al. [19] present a novel
method called SESSI (Specification and Estimation of Soft-
ware Strategic Indicators) to support software-development
intensive organizations with guidance and tools for exploiting
software development related data and expert knowledge to
improve their decision making.

Although there are potential benefits to applying software
measurement, a poorly defined measurement program can
lead to several issues. Such issues might be related to col-
lecting useless, redundant, incomplete, or low-quality data,
resulting in the waste of effort and inconclusive and erroneous
data analysis (i.e., ‘‘garbage-in, garbage-out’’). Implementing
a measurement program is challenging, and despite having
much available documentation about it (e.g., CMMI-Dev, Six
Sigma, IEEE Std 1061, Practical Software Measurement, and
ISO/IEC 15939:2007), information on how to execute them
in practice is scarce [20]. Further, Meding and Staron [21]
argue that interpreting the existing standards is hard.

As a result, more than 80% of software measurement ini-
tiatives fail within their first 18 months. An explanation for
such a phenomenon is the challenge to use and understand
the measures [1]. Fenton and Neil [22] argued that measures
are mostly used for quantification purposes, but not for its
original purpose: to support decision-making. Later, Fenton
and Bieman [23] claimed that most initiatives fail because
they fail to collect useful data and focus on the easy or conve-
nient ones. Such a claim leads to the main factor for having
successful software programs: measure trustworthiness [24],
described by Ram et al [24] as how much a user can trust a
measure to use it with confidence. Unfortunately, as discussed
by Ram et al. [24], despite its importance, it is the less known
factor in the literature. We argue that for a measure to be
useful to support decision-making (i.e., interpreted), it must
be trusted by the measurement users (e.g., project manager or
quality manager).

According to ISO/IEC 15939:2007, there are four stages of
the measurement process that influence such interpretability:
• Measure selection, which consists in selecting adequate
measures to represent the attributes of the entities of
interest;

• Measure validation, which consists in determining if
the selected measures measure what they are intended
to;

• Thresholds definition, which consists in defining val-
ues (or rules) that assists in classifying the measures
(e.g., a red flag indicating that the product should not
be released);

• Data validation, which consists of analyzing the level
of confidence in the accuracy (i.e., reliability) of the data
associated with the measures.

Regarding Measure selection, Bukhari, Yahaya and Dera-
man [25] discussed several proposed solutions such as Best
Professional Judgement [26], Historical Precedence [27],
Web Quality Model [28], Meta-measures [29], Multi-Criteria
Decision Analysis [30] and Goal-Question-Metric (GQM)
[31]. More recently, Quality Model-specific initiatives have
been proposed, such as Quamoco [32] and Q-Rapids [33],
which are similar to GQM. According to Bukhari, Yahaya,
and Deraman [25], even though there is no consensus about
how to select measures, GQM is the most recommended
approach.
Measure validation has been extensively discussed

[34]–[36]. Even though, as with Measure selection, there is
no consensus about how to validate measures, the studies
of Smith and Williams [34] and Antinyan et al. [36] are
extensive guidelines on how to perform this stage.

There have also been several studies covering Thresh-
olds definition (i.e., reference values) [37]–[39], which are
expert-driven or data-based. On the other hand, despite been
discussed by Basili [40], Data Validation has not been much
explored by the literature. The main concern on this stage is
the degree to which a collected number or symbol represents
the real value for a given measure, which we define as mea-
sure reliability. For instance, if the number of defects for a
given system is 0, but no tests were performed, this measure
is not reliable. Therefore, the Data validation stage and mea-
sure reliability directly impact the measures’ trustworthiness
value [24].
Definition 1 (Measure reliability): The degree to which a

collected number or symbol represents the real value for a
given measure.

As far as we are concerned, the only study to address this
stage was Perkusich et al. [41], which presented a method
to build Bayesian networks to assist in interpreting mea-
sures considering risks of the measurement process. How-
ever, Perkusich et al. [41] have the limitations presented in
what follows:

• It did not present the necessary details of how to con-
struct the Bayesian networks (e.g., it was claimed that
the measurement idiom [42] was applied, but the paper
has no details regarding how it was applied).

• The terminology used was not in conformance with
ISO/IEC 15939:2007.

• It did not present tool support.
• The validation results were presented superficially.

For improving the current support to the Data Validation
stage, we complemented the state-of-the-art by evolving the
method presented in Perkusich et al. [41], by integrating it
with GQM (i.e., the most recommended approach for Mea-
surement selection) and adapting it to conform with ISO/IEC
15939:2007. Further, we developed a tool for supporting the
method’s adoption in the industry and evaluated the proposed
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solution with a case study with four software development
projects.

This article discusses the theory behindMeasurement reli-
ability and shows how it can be applied, in combination with
Bayesian networks, to support the Data Validation stage.
Further, it explains how to construct Bayesian networks for
calculating the degree to which a collected number or symbol
represents the real value for a given measure and presents an
overview of a tool developed for supporting such an endeavor.
Finally, it summarizes the results of applying the proposed
solution to four software development projects.

In what follows, Section II presents a brief descrip-
tion of Bayesian networks and justify their use in our
method; Section III explains the proposed method in details;
Section IV presents an overview of the tool developed to
support adopting the proposed method; Section V reports the
design and results of the case study; and, finally, Section VI
presents our conclusions including our final remarks and
future works.

II. BAYESIAN NETWORKS OVERVIEW
Bayesian networks belong to the family of probabilistic graph
models and are used to represent knowledge about an uncer-
tain domain. A Bayesian network, B, is a directed acyclic
graph that represents a joint probability distribution over a
set of random variables V . The network is defined by the
pair B = {G,2}. G is the directed acyclic graph in which
the nodes X1, . . . ,Xn represent random variables and the arcs
represent the direct dependencies between these variables.
2 represents the set of the probability functions. This set
contains the parameter θxi|πi = PB(xi|πi) for each xi in Xi
conditioned by πi, the set of the parameters of Xi in G.
Equation 1 presents the joint distribution defined byB overV .

PB(X1, . . . ,Xn) =
n∏
i=1

PB(xi|πi) =
n∏
i=1

θXi|πi (1)

Figure 1 presents an example of a Bayesian network.
In Figure 1, ellipses represent the nodes, arrows represent
the arcs, and tables represent the probability functions. Even
though the arcs represent the causal connection’s direction
between the variables, information can propagate in any
direction [43].
Bayesian networks have many benefits, such as suitabil-

ity for small and incomplete data sets, structural learning
possibility, the combination of different sources of knowl-
edge, an explicit treatment of uncertainty, support for deci-
sion analysis, and fast responses [44]. Therefore, they are
commonly applied to support systems with uncertainty [45].
Bayesian networks have been used for several expert sys-
tems such as assisting in safety decision making in com-
plex project environments [46] and predicting performance
in innovation projects given their transformational leadership
characteristics [47].
Bayesian networks have many benefits, such as suitabil-

ity for small and incomplete data sets, structural learning

FIGURE 1. A Bayesian network example.

possibility, the combination of different sources of knowl-
edge, an explicit treatment of uncertainty, support for decision
analysis, and fast responses [44]. Therefore, they are com-
monly applied to support systems with uncertainty.

There are two challenges to build Bayesian networks:
building the directed acyclic graph and defining the probabil-
ity functions [48]. To assist in building the directed acyclic
graph, [42] presents a set of idioms, which are Bayesian
network fragments that represent the graphical part of generic
types of uncertain reasoning.

In this paper, we only present the idioms used in our
method: cause-consequence, measurement, and synthesis.
Cause-consequence idiom models the uncertainty of a causal
process with observable consequences. Measurement idiom
models the uncertainty about the accuracy of any measure-
ment. Synthesis idiommodels the synthesis or combination of
many nodes into one node to organize the Bayesian network.
Figure 2 presents examples of such idioms.

The Bayesian network’s probability functions are usually
represented as node probability tables. The two forms to
collect data and define node probability tables are through
(i) databases and (ii) domain experts [49]. Defining node
probability tables from databases can be automated by a pro-
cess called batch learning [50]. However, for many practical
problems, one rarely finds an adequate database. Manually
defining node probability tables through domain experts can
become unfeasible depending on the number of nodes and
states.

As shown by Fenton et al. [51], all kinds of inconsistencies
could occur if domain experts try to elicit the probability
table exhaustively for a node with a large number of states
(e.g., 125). There are several methods to reduce this complex-
ity and to encode expertise in large node probability tables.
Noisy-OR [52] and Noise-MAX [53] are well-established
methods, but Noisy-OR only applies to Boolean nodes
Noisy-MAX does not model the range of relationships we
seek here. Das [54] proposed the weighted-sum algorithm to
populate node probability tables while easing the extent of
knowledge acquisition for nodes with an ordinal scale.
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FIGURE 2. Examples.

III. PROPOSED SOLUTION
This section describes the proposed solution for support-
ing the Data validation stage of the software measurement
process, as described on ISO/IEC 15939:2007. It consists
of a method for constructing Bayesian networks to calcu-
late the measurement reliability. As previously discussed,
we define measurement reliability as ‘‘the degree in which
a collected number or symbol represents the real value for a
given measure’’. Notice that measure reliability is different
than measure validity. Measure validity is related to how
representative the measure is for measuring the intended
attributes of the given software entities and is associated
with the Measure validation stage of ISO/IEC 15939:2007.
Measure reliability is related to the procedures deployed to
operationalize the measurement program (e.g., data collec-
tion procedures); thus, it is associated with the Data valida-
tion stage of ISO/IEC 15939:2007. Both, measure validity
and measure reliability have a direct influence on measure
trustworthiness [24]. In what follows, Section III-A presents
the conceptual model that we defined for measure reliability,
and Sections III-B and III-C describe the proposed method,
which applies the conceptual model for building the Bayesian
networks.

A. MEASURE RELIABILITY
We describe measure reliability in terms of three uncertainty
sources: entity bias, measure collection process and measure
reporting process. Entity bias refers to the bias in creating the
artifact that negatively influences the measurement program.
Examples of entity bias are using mocks or fake methods
to increase the code coverage by testing tools. Measure col-
lection process is the process to collect the data associated
with a measure, which can be manual (e.g., perform manual
tests to measure the number of unique defects) or automatic

(e.g., use of code coverage tool to measure the size of
the test suite). Measure reporting process is the process to
report measures, which can rely on humans (e.g., report a
defect) or not (e.g., report the code coverage). To exem-
plify the difference between both processes, an invalid defect
(i.e., an expected system behavior that is incorrectly consid-
ered as a defect by the tester) is an issue of the measure col-
lection process; a duplicated defect, of the measure reporting
process. Thus, we define the concept of reliability factors in
what follows.
Definition 2 (Reliability factors): The factors (i.e., activ-

ity, role, or tool) that influence the measure’s reliability.
In this context, there are three sources of uncertainty (or
types of factors): entity bias, measure collection process, and
measure reporting process.

Notice that both, the measure collection process and mea-
sure reporting process are also subject to bias (or risks).
For instance, examples of bias concerning the measure col-
lection process are writing unit tests but not attempting to
break the code [55], writing test code with no asserts, and
computing code coverage using incorrect filters (i.e., filtering
out relevant packages of the software). Regarding measure
reporting process, an example of bias would be to have a
testing team that is paid per defect found and purposefully
registers duplicated or invalid defects to increase the defect
count and, consequently, its payment. Figure 3 shows the
conceptual model for measure reliability.

FIGURE 3. Conceptual model for measure reliability.

B. METHOD OVERVIEW
This section introduces the proposed method to build
Bayesian network-based models to evaluate the reliability
of measures, answer each question, and assess the goals
defined using GQM. The models consider reliability factors
(i.e., entity bias, measure collection process factors and mea-
sure reporting process factors) and risks. For each collected
measure, the end goal is to calculate its interpretation, which
reflects the confidence the decision-maker should have to use
the given measure.

As shown in Figure 4 the proposed method consists of
five steps: (i) goals, questions, and measures identification;
(ii) Directed Acyclic Graph (DAG) construction; (iii) prob-
ability functions definition; (iv) Model validation; and (v)
Model usage. In the following paragraphs, we briefly describe
the proposed method.

In step (i), a knowledge acquisition meeting with prac-
titioners is performed to identify the goals, questions, and
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FIGURE 4. Overview of the method.

measures associated with the quality focus stated in the goals.
Abstraction sheets or a similar tool can be used to acquire
knowledge, keeping in mind that we are not interested in
variation factors (i.e., factors that explain baseline hypothe-
ses), but in reliability factors (i.e., factors that explain the
confidence that we have in the collected measure).

As with variation factors, it is possible to define questions
and measures for each reliability factor. By the end of this
step, we end up with groups of quality focus and reliabil-
ity factors measures. Each group contains measures used to
answer a question related to a quality focus. Notice that a
measure can belong to more than a group. We present more
details on how to execute this step in Section III-C.
Step (ii) is also executed during this meeting. This step

focuses on building the DAG corresponding to the project.
This step includes the identification of relationships between
measures, risks, and reliability factors. The end goal is to have
a DAG constructed for each goal to be assessed.

In step (iii), the probability functions of the Bayesian net-
works are defined. There are several possibilities for execut-
ing this step, such as applying the ranked nodes method [51]

or the weighted-sum algorithm [54], for ordinal nodes,
or Noisy-OR, for Boolean nodes.

In step (iv), the model is evaluated by the measurement
users, using expert-based Bayesian network validation pro-
cedures such as model walkthrough (i.e., simulated scenar-
ios) [56], [57], and, if data is available, using data-driven
validation such as outcome adequacy (i.e., predictive accu-
racy) [56], [58]). Notice that steps (ii), (ii), and (iv) are
directly related to the Bayesian network and are aligned
with the Expert-based Knowledge Engineering of Bayesian
networks (EKEBN) method [56]. Finally, whenever the mea-
surement users are satisfied with the model performance, it is
used for performing decision analysis, in step (v).

C. METHOD DETAILED DESCRIPTION
This section presents details about how to execute themethod.
The method is presented formally to avoid ambiguity, but
also with a running example, to improve its understandability.
Figure 5 presents details of the five steps of the proposed
method. In what follows, Sections III-C1, III-C2, III-C3,
III-C4, and III-C5 present details of the method’s steps (i),
(ii), (iii), (iv), and (v), respectively.

1) STEP (i): GOALS, QUESTIONS, AND MEASURES
IDENTIFICATION
In step (i), we apply GQM, and identify the goals, questions,
and measures. Additionally, we perform tasks to organize the
data for constructing the Bayesian network (i.e., steps (ii),
(iii), and (iv)).

FIGURE 5. Proposed method steps.
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Step i-a: identify the set of goals, questions and measures
regarding the project. We define a set of goals as G =
{g1, . . . , g|G|}, where gi represents a project goal and |G| is
the number of goals defined by project. Then, we define a
set of questions Q = {q1, . . . , q|Q|}, where qi represents
a question related to, at least, one goal used in the project
and |Q| is the total number of questions. Since each ques-
tion should be associated with at least one goal, we create
a set of relationships between goals and questions T and
t(g, q) means that goal g and question q are related. Finally,
we define a set of measures M = {m1, . . . ,m|M |}, where mi
is a measure and |M | is the number of measures selected.
Example: a GQM model hierarchical structure containing

the goals, questions, and measures of a project is shown
in Figure 6. In this example, the goal of the practitioner
is to ‘‘Analyze the software product with respect to the
number of defects for the purpose of characterization from
the point of view of the developer’’. For the quality focus,
the measurement user formulates the question, ‘‘How many
defects does the product have?’’. For the reliability factor,
the measurement user formulates the question, ‘‘What is the
testing quality?’’. For the first question, themeasurement user
chooses the measure Number of open defects and, for the sec-
ond, Code coverage. If the Number of unique defects identi-
fied is (near) zero and Code coverage is high, and it increases
the confidence that the software behaves as expected.

FIGURE 6. Example of a GQM model hierarchical structure.

Step i-b: group the measures, given the question they
answer. The same measure can belong to multiple measure
groups because it can be used to answer multiple questions.
Each measure group is represented by a set, where each
element belongs toM .
Example: measures related to quality focus Number of

defects, such as Number of opened defects and Number of
static code analysis warnings, might belong to the same
group.

Formally, we represent the set of measure groups as S =
{S1, . . . , S|Q|}, where Si represents the ith group of measures.
Each group contains only measures used in the project and
corresponds to only one question, so ∀s∈Si (s ∈ M ) and mi ∈
one or more s.

We represent the relationship between ameasure group and
a question as r(Si, q), which means that measures contained
in the group Si answer question q. We also create a set of A

that contains every relationship between measure groups and
questions. Thus, ∀s∈S∃q∈Q (r(s, q) ∈ A).
Step i-c: classify each group Si ⊂ S in levels according

to the dependency between the measures and the importance
of them regarding the question they answer. Thus, we define
a set of levels L = {L1, . . . ,L|L|}, where |L| is the number
of hierarchical levels of the group Si. For each level Li ∈ L,
we have to make sure that eachmeasure belonging to the level
is also contained in Si, so ∀Li∈L∀m∈Li (m ∈ Si).
In practice, the levels can be defined using a simple rule: if

the measure is related to the quality focus, place it in the first
level; otherwise, if it is related to reliability factors, place it in
the second level. Afterward, with more analysis, it is possible
to decompose S into more levels.
Example: for the example given earlier, since the number

of defects detected depends on the quality of the tests (i.e.,
reliability factor), Number of opened defects ∈ L1 and Test
coverage ∈ L2. Number of opened defects belongs to the first
level because it is directly related to the quality focus of the
question ‘‘How many defects?’’. Conversely, Test coverage
belongs to the second level because it is related to the test
strategy, which is themeans to collect data regarding software
defects. Therefore, it is considered a reliability factor.
Notice that, since each measure group Si ⊂ S is associated

with a question qi ∈ Q, by logical consequence, given T , each
Si is associated with at least one goal gj ∈ G.

2) STEP (ii): DAG CONSTRUCTION
In step (ii), for each goal gi ∈ G, we define a DAG. Until each
gi and the associated Si are empty, we perform a sequence
of steps. The process of constructing the DAG identifies the
reliability factors (might be associated with measures) and
measure collection risks that influence the measure’s relia-
bility. The reliability factors can be decomposed by applying
the synthesis idiom until the practitioner defines that the leaf
nodes represent observable variables. An observable variable
represents a process factor that the practitioner judges to
be easily observable in practice, such as identifying if there
are sufficient tools available for the team to perform the
necessary tests. A risk is decomposed into factors that control,
trigger or mitigate it. This step is subdivided into nine steps,
which are described as follows.
Step ii-a: For each goal gi, add the relationships p(q, gi),

where p(x, y) indicates that x is a parent of y. The rela-
tionships pi must be defined in terms of T . In other words,
for each t ∈ T , there must be a relationship p connecting
questions and goals (∀g∈G (t(g, q) ∈ T → p(q, g) ∈ P)).
P is the set of parent-child relationships representing the

DAG of the Bayesian network. In practice, at the end of
this step, the DAG of the Bayesian network contains nodes
for each goal and question and edges connecting the nodes
following the rules defined in T , where the questions are
parent nodes, and the goals are child nodes.
Step ii-b: the steps described from here on are applied for

each Si ⊂ S. First, get and remove each element contained in
the first nonempty set that represents a level (starting from L1)
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of Si and call it fj. Add a relationship to P, a set of parent-child
relationships: p(fj, q), where r(Si, q) ∈ A and p(x, y) indicates
that x is a parent of y.
Step ii-c: create a node IFj , which represents the interpre-

tation of fj. The interpretation of a measure represents its
value considering the reliability factors, further explained in
step ii-d.
Step ii-d: create two nodes, IFi−M and IFi−E , which rep-

resents, respectively, the actual data collected for the mea-
sure and the measurement error. Add two relationships to P:
p(IFi , IFi−M ) and p(IFi−E , IFi−M ). Up to this point, we have
only applied the measurement idiom [48]. For IFi−M and IFj
and the measurement user can model it as Boolean or ordinal
nodes (i.e., the same scale for both nodes). We recommend to
model IFi−E as an ordinal node.
It is worth mentioning that the raw data collected for the

measures are usually on different scales, such as numerical
or proportional. Therefore, to operationalize the conversion
of scales into a Boolean or ordinal one, the measurement
user should use thresholds using any literature’s techniques.
Therefore, this step relates to the stage Thresholds definition,
as described in ISO/IEC 15939:2007. For example, for the
Code coverage measure, the measurement user might decide
to use a 3-points Likert scale (i.e., Bad, Moderate, Good)
and that it is bad if lower than 50%, moderate if greater than
50% and below 80%, and good if greater or equal than 80%.
IFi−E represents the Error and represent the measurement’s
uncertainty, which is further discussed in step ii-e. It is out
of the scope of this paper to discuss details regarding how to
define thresholds.

FIGURE 7. Error fragment template.

Step ii-e: if it makes sense, apply the synthesis idiom [48]
and decompose the Error node (IFi−E ) into: measure collec-
tion process factors, measure reporting process factors, and
entity bias. We call this structure the Error fragment template
(see Figure 7). Continuing the example started in Figure 6,
Figure 8-1 presents the result of applying the Error fragment
template. The measure collection process factors is repre-
sented by test process quality and measure reporting process
factors, by error report quality. For this case, there are no
entity bias to be considered. However, the user is free to
modify the template given the measurement context. In this
case, we considered that the user found valuable to represent
Test bias, which is related to measure collection process
factors separately. Further, it is important to notice that the

FIGURE 8. Example of applying the Error fragment template.

measure used in the template is Number of defects, because,
in this example, it is the only measure belonging to the first
level.
Step ii-f: For each parent PE of IFi−E , create a set of risks R

and, for each element r ∈ R, add a relationship p(r,PE ) to P.
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Risks can exist due to tools, teams, activities, or the collection
of other measures. Themeasurement users are responsible for
identifying the risks since they know the measurement pro-
gram’s context (i.e., organization and project information).
Step ii-g: If necessary, for each risk r ∈ R, apply the

synthesis idiom, and decompose it into factors that the practi-
tioners can observe (e.g., activity, practice or characteristic).
This step is similar to the process of breaking down ques-
tions into subquestions, in GQM. For instance, say that r1
represents a factor associated with a team. In this case, r1
could be decomposed into Communication, Experience and
Expertise. For every r ∈ R, a node must be added to the DAG.
In case another measure m contained in the next level of Si
(m ∈ Ll+1 ∧ m 6= Fi ∧ Fi ∈ Ll) influences the measure
fj, repeat steps ii-a to ii-d using m instead of fj and add a
relationship p(Im, Ifj−E ) to P. For instance, in the example
shown in Figure 8-2, the measure Code Coverage, contained
in level two, is part of the measure collection process factor
of the measure Number of unique defects, contained in level
one.
Step ii-h: For each risk r ∈ R, add a controller c and add a

relationship p(c, r) to P. The controller should be something
that controls, triggers or mitigates the risk. It is possible
for a risk to have multiple controllers. Add one relationship
for each controller. For instance, Developers experience and
Developers testing their own code could control the factor
Tests bias. Figure 8-3 presents some risks and controller
nodes corresponding to the example illustrated previously
in Figure 8-2.
Notice that, before executing this step, it might be the

case that the leaf nodes of the Bayesian network can already
be considered as a controller. For instance, for the example
shown in Figure 8-3, the nodes Team quality and Tests quality
might have been defined as a refinement of the node Tests
process quality in step ii-g. Therefore, while executing step ii-
h, the user might consider that, semantically, Team quality is a
controller for the risk of having a low-quality testing process.
The same reasoning could have been applied for Tests quality.
Step ii-i: Refactor the directed acyclic graph. First, make

sure all the relationships r ∈ Q make sense (e.g., the risk
nodes represent a risk to themeasurement that they are related
to). For performance purposes, group common factors to
avoid combinatorial explosion (i.e., children nodes with a
high number of parents). As a rule of thumb, attempt to have
nodes with at most four parents. For a grouping to be valid,
some of its parent node state combinations must be equivalent
in terms of their effect on the child node [42]. Furthermore,
if a parent node has only one child, the practitioner can
evaluate if it is valuable to discard it and connect its child
node directly to its parent node. Finally, for understandability
purposes, modify the names of the nodes whenever it is
appropriate.

3) STEP (iii): PROBABILITY FUNCTIONS DEFINITION
The last step (iii) is to define the probability functions for all
the nodes in the Bayesian networks. For this purpose, there

are many alternatives available in the literature, as discussed
in Sections II and III-B. If data is available, the probability
function parameters can be learned. Otherwise, expert knowl-
edge might be elicited using, for instance, the ranked nodes
method [51] or the weighted-sum algorithm [54].

The probability function for the node representing the
collected measure (represented by IF−M in Figure 7) is cal-
culated differently than other nodes because it is an instance
of the measurement idiom. Therefore, it is necessary to use a
partitioned expression [42] with a partition for each possible
state of the node IF−E . For instance, assuming that a 3-point
Likert scale represents IF−E , there would be three partitions,
in which a probability function is defined for each partition.

Depending on the calculated values for IF−E , the result-
ing value for IF (i.e., the measure ‘‘interpretation’’ node)
is calculated combining the probability functions of IF−M
using backpropagation. For instance, given that IF−E =
(Low, 0.3), (Medium, 0.45), (High, 0.25), to calculate the
values for IF , it would be necessary to use the weight of 0.3
for the IF−M probability function related to the state ‘‘Low’’
of IF−E ; 0.45 for the state ‘‘Medium’’; and 0.25 for the state
‘‘High’’.

4) STEP (iv): MODEL VALIDATION
After having the first complete version of the Bayesian net-
work constructed, which includes its structure (i.e., DAG)
and parameters (i.e., probability functions), it is necessary
to validate it. For this purpose, we followed the EKEBN
method [56], and recommend to execute it with two steps:
first, an expert-driven procedure (i.e., model walkthrough)
and, if possible, a data-driven one (i.e., outcome adequacy).
The model walkthrough aims to obtain a subjective assess-
ment of how well the experts ‘‘feel’’ that the model calcu-
lates what it is supposed to estimate, at face value (i.e., face
validity) [59]. For this purpose, the experts (i.e., measurement
users) must define ‘‘what-if’’ scenarios (i.e., simulated sce-
narios), establishing a set of inputs and expected outputs, and
compare them with the calculated outputs.

The next step is to apply the outcome adequacy method.
Notice that, usually, there is no historical data regarding the
variables included in the model. For these cases, we rec-
ommend applying this step as part of an empirical cycle
(e.g., action research) such as the one described by Antinyan
et al. [36], inwhich themodel would be applied. Still, it would
be used with care to support decision-making until the mea-
surement users verify that the model is representative of the
reality.

For this purpose, real case scenarios are used to assess, for
each case, the frequency (i.e., probability) with which the
state (e.g., ‘‘Low’’, ‘‘Medium’’, ‘‘High’’) for the Bayesian
network’s goal nodes with the highest probability matches the
state identified in practice. For instance, if themodel indicates
that, for a given goal node, the ‘‘High’’ state has the highest
probability, and, in practice, it was observed that the goal was
‘‘High’’, this scenario confirms that the model is performing
correct goal assessments.

198808 VOLUME 8, 2020



R. Saraiva et al.: Bayesian Networks-Based Method to Analyze the Validity of the Data of Software Measurement Programs

FIGURE 9. Example of scenarios for data collected and ‘‘interpreted’’.

Conversely, suppose the model’s calculations do not con-
form with the real observations. In that case, the measure-
ment user must analyze if such disagreement results from the
model’s scope, an unexpected outcome, or a model error [60].
Regarding themodel scope, themodel might purposefully not
consider variables that might influence the goal assessment.
In this case, the measurement user might decide to clarify the
model’s scope, maybe including factors that were not initially
considered.

An unexpected outcome is a low-probability observed out-
come (i.e., it was not expected to happen). In this case, it is
concluded that the model’s assessment was correct, and no
model changes are triggered. However, this case clarifies
the importance of understanding the probabilities’ mean-
ing represented with the random variables that compose the
Bayesian network.

For the third case (i.e., model error), it might be necessary
to go back to step (ii) and modify the model. Finally, in the
cases where there is historical data, the outcome adequacy is
applied using a subset of real case scenarios extracted from
historical data to verify the Bayesian network’s goal nodes.

5) STEP (v): MODEL USAGE
After applying the described steps, the Bayesian network is
constructed and ready for use. The measurement users should
use the model to analyze the reliability of the measures and,
consequently, follow the models’ causal reasoning and assess
the goals.

Figure 9 shows two possible scenarios for the data col-
lected and ‘‘interpreted’’ (i.e., considering its calculated reli-
ability) for a given measure. Since each node in the Bayesian
network is a random variable, each possible state is associated
with a probability (i.e., probability function). The shape of
the probability function for the collected data always has the
value of 100% associated for a given state, and 0 for the
remaining ones. The exception here would be for the case of
using probabilistic thresholds [61]–[64], which the shape of
the probabilistic function would follow from the uncertainty
of the defined thresholds.

In Figure 9, for both examples, there is a value of 100%
associated with the state High, meaning that the collected

data for the given measure (i.e., the evidence) was associated
with the state High. The shape of the probability function
for the ‘‘measure interpretation’’ varies given the input of
the nodes associated with the Defect fragment associated
with the given measure. In Figure 9, for case (A), the slope
of the curve that fits the data is shallow, and there is only
44.338% of the real value being the same as the collected.
Such uncertainty is a result of flaws in the measurement
collection or reporting process or unhandled risks. As a result,
it is recommended to use such a measure for goal assessment
with care. Additionally, the measurement user should use
the Bayesian network to diagnose the measurement process
and improve it. For instance, it could be diagnosed that the
significant source of uncertainty is the lack of experienced
testers.

Conversely, for case (B), notice that we have a high
probability (82.112%) of the ‘‘interpreted measure’’ to be
the same as the evidence collected for the measure. In this
case, notice that the line that fits the data has a steep slope.
Ideally, the slope for such a line should be undefined (i.e.,
vertical), meaning that the ‘‘interpreted’’ data matches the
collected data perfectly; however, this is unrealistic. There-
fore, the measurement user should aim for having very steep
slopes.

Finally, notice that it is possible, if needed, to use multi-
ple levels of questions. For instance, for a question related
to Software Maintainability, it might be necessary to add
subquestions related to Analyzability, Modularity, Modifia-
bility, Reusability, and Testability. Even though we have not
previously formalized this scenario in the proposed method,
the procedure would be analogous, resulting in an additional
layer on the Bayesian network for each question layer.

IV. TOOL SUPPORT
This section presents an overview of a Web-based tool,
namely, Software AttributesMeasurement (SAM), developed
to operationalize the proposed method. The development
of such a tool, contemplating all the steps of the proposed
method, the underlying conceptual models, and the relation-
ship between the information entities, can be considered,
in effect, a semi-formal demonstration of the feasibility of
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FIGURE 10. SAM tool architecture.

the practical application of the concepts related to modeling
the measures’ reliability and goal assessment with Bayesian
networks, inherent to the proposed method. The main goal of
developing SAM was to serve as a proof of concept, support-
ing the usage of the proposed method and easing technology
transfer to the industry.

We developed the SAM tool using the MEAN.JS1 stack
for Web development. For the Bayesian network inferences,
we used the SMILE engine2 and KaizenRNM3). Its source
code is freely available on GitHub.4

Figure 10 presents SAM tool’s architecture. Notice that
SAM delegates the responsibility of communicating to data
sources (e.g., project management, continuous integration,
or source code management tools) to a Business Intelligence
tool. In practice, we implemented such connections using
Pentaho.5 However, theoretically, any tool that exports data
using JSON could be easily connected to SAM, which eases
the process of automating the process of collecting measures
for feeding the Bayesian network.

SAM tool supports applying the proposed method, includ-
ing a guided construction of the GQM model and measure
reliability modes, and configuring the measures’ thresholds.
For setting the measure’s thresholds, it is possible to connect
a node from the Bayesian network to a data source, and the
number of thresholds is defined given the node’s states (e.g.,
two states for a Boolean node). In SAM, it is possible to define
the threshold rules, given the collected data’s original scale.

The connection with the data source, through a Business
Intelligence, is configured for each node of interest. For this
purpose, it is only required that the Business Intelligence tool
is connected correctly and that it exports the data through
JSON to be consumed by the SAM tool.

1http://meanjs.org/
2https://www.bayesfusion.com/smile/
3https://github.com/isevirtus/KaizenRNM
4https://github.com/isevirtus/SAM
5https://www.hitachivantara.com/en-us/products/data-management-

analytics/pentaho-platform.html

V. CASE STUDY
To evaluate the proposed method in terms of adop-
tion potential, we applied it to an industrial case study.
According to Runeson and Höst, case studies provide a
more in-depth understanding of phenomena under study
in its real context [65]. We performed a case study with
four industrial software development projects at VIRTUS,6

a Research, Development, and Innovation Center in Informa-
tion Technology, Communication, and Automation, in Camp-
ina Grande, Brazil. VIRTUS was chosen due to existing
academia-industry cooperation projects executed by profes-
sionals and in partnership with companies to develop market
software products. Therefore, our evaluation context is on
real industry projects, and the duration of the case study was
45 days. In what follows, this section characterizes the case
study’s context (Section V-A), design (Section V-B), results
(Section V-C), and threats to validity (Section V-D).

A. CONTEXT CHARACTERIZATION
This section presents information to characterize VIRTUS
following the context facets described by Petersen and
Wohlin [66]: product, process, practices and techniques, peo-
ple, organization and market.

VIRTUS is a research, development, and innovation
nucleus focusing on information, communication, and
automation technology. It is a supplementary organization
of the Federal University of Campina Grande (UFCG). The
organization manages hundreds of engineers and researchers,
colocated in its headquarters in Campina Grande, Brazil.

VIRTUS was founded in 2015 by researchers from UFCG
with over fifteen years of experience in research and devel-
opment projects and executes projects in several technolog-
ical domains, including data science, Web systems, mobile
systems, artificial intelligence, augmented reality, embedded
systems, and hardware. Furthermore, the projects focus on
diverse market segments, including security, biometry, and
business intelligence. The projects usually last between ten

6 https://www.virtus.ufcg.edu.br/
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and eighteen months and result from incentive mechanisms
between academy and industry promoted by the Brazilian
government. Typically, between forty and fifty projects are
executed per year, having industry partners such as Asus,
Envision, Ericsson, and many other small, medium, and
large-size technology companies.

From the structural perspective, VIRTUS can be consid-
ered to be hierarchical and project-oriented. However, it has
a quality department responsible for defining the guidelines
for the projects’ quality process - including the measurement
system - and audit them. During the study’s execution, VIR-
TUS was not certified by quality models such as ISO 9001 or
maturity models such as CMMI or MPS.Br. However, its
list of industry partners is an indicator of its development
process’s quality and maturity.

In general, the projects are executed using agile approaches
such as Scrum or Kanban. The development practices and
tools follow the guidelines defined for the organization but
are adapted given the needs of the projects (e.g., programming
language and type of system). VIRTUS uses a proprietary
tool to support project management, which integrates require-
ment, test and issue management, source code repositories,
and software build systems. Such a tool enables the trace-
ability of the development artifacts following a model similar
to the Agile Traceability Information Model, popular in agile
management tools (e.g., Rally7).

B. DESIGN
We executed the case study following the guideline presented
by Runeson and Höst [65]. In what follows, Sections V-B1,
V-B2, and V-B3 present, respectively, the objectives, units of
analysis and subjects, and procedures of the case study.

1) OBJECTIVES
The objective of the case study to analyze the proposed
method concerning its adoption intention from the viewpoint
of project leaders. For this purpose, we used as the ground
theory for defining the research questions the Technology
Acceptance Model (TAM) construct [67]. TAM is composed
of two constructs: Perceived usefulness and Perceived ease of
use. Given this, we defined the following research questions:
• RQ1 What are the perceived benefits of using the pro-
posed method for supporting managerial decision mak-
ing at VIRTUS?

• RQ2What is the perceived effort in adopting the method
at VIRTUS?

RQ1 relates to TAM’s Perceived usefulness construct and
takes into consideration that software measures should be
used for supporting decision-making [23]. RQ2 relates to
TAM’s Perceived effort construct.

2) UNITS OF ANALYSIS AND SUBJECTS
The case study had four units of analysis. Each unit of
analysis was a software development project from VIRTUS.

7http://www.rallydev.com

All projects are composed of small teams. We present details
regarding the team’s composition in what follows:
• Project 1 with ten members, one project leader, seven
developers, and two testers;

• Project 2 with six members, one project leader, three
developers, and two testers;

• Project 3 with eleven members, two project leaders, six
developers, and three testers;

• Project 4 with twelve members, two project leaders,
eight developers, and two testers.

All projects focused on developing Android-based appli-
cations for mobile devices (i.e., smartphones and tablets).
Project 1’s goal was to develop a prototype that applies
video playback techniques to assist viewers while watching
videos. Project 2 and 4’s goal was to deliver an application
integrated with wearable devices, such as smartwatches and
smart wristbands. Project 3’s goal was to implement a dis-
tributed volunteer computing application to help to simulate
biomolecular phenomena [68]. Also, all projects used itera-
tive and incremental development processes and Scrum as the
project management framework.

For each unit of analysis (i.e., project), the subjects were
project leaders. At VIRTUS, the project leaders executed
tasks related to the process and team leadership (i.e., man-
agement, as a Scrum Master), design, and implementation.
Table 1 presents the profile of the subjects. By analyzing
their profile, we noted that they had few or no experience
with GQM, despite most of them being experienced software
engineers.

TABLE 1. Subjects profile.

3) PROCEDURE
For each unit of analysis, we executed the procedure pre-
sented in Figure 11, which is divided into two phases.

a: MODELS CONSTRUCTION PHASE
During this phase, the subjects learned basic concepts regard-
ing the method. Afterward, with one of the researchers’
assistance, they built GQM models and applied the proposed
method to construct the Bayesian networks. The following
activities were executed:
Introductory course - A researcher acted as a trainer,

explaining the concepts necessary to apply the proposed
method, e.g., GQM and Bayesian networks. Basic concepts
and examples were presented. Some questions addressed
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FIGURE 11. Procedure applied for each case study’s unit of analysis.

were: ‘‘How to define goals?’’, ‘‘Given the goals, how to
define questions and measures?’’, ‘‘What is a Bayesian net-
work?’’, ‘‘How to apply the method?’’ and ‘‘When to stop
decomposing the factors?’’.
GQM identification - A researcher assisted the subjects in

executing the method’s step (i), which consisted of building
the GQMmodel hierarchical structure. For all nodes, the sub-
jects decided to use an ordinal scale.
DAG construction - A researcher assisted the subjects in

executing the method’s step (ii), which consisted of building
the Bayesian networks’ DAG. For all nodes, the subjects
decided to use an ordinal scale.
Probability function definition - In this activity, the

method’s step (iii) was executed. For this purpose, since all
the nodes were ordinal, we applied the ranked nodes method
(RNM) [51]. In RNM, each node is represented as a doubly
truncated normal distribution (TNormal distribution). The
TNormal distribution is characterized by two parameters:
mean (µ) and variance (σ 2). µ is calculated by a weighted
expression that reflects the parents’ influence on a given node.
µ is calculated by a weighted expression that reflects the
parents’ influence on a given node. There are four weighted
expressions: weighted mean, weighted minimum, weighted
maximum, andmixedmin-max. σ 2 represents the uncertainty
about the results.

For configuring the parameters µ and σ 2, we applied the
procedure presented in Perkusich et al. [49]. The first stepwas
to, for each child node, order the relationships between them
and their parents their relative magnitude. For example, if a
node B has a more significant influence on A thanC , the order

FIGURE 12. Example of survey question for a node ‘‘A’’ .

should be B−A and C−A, in which B−A is the relationship
between B and A while C − A is the relationship between C
and A. This is done by collecting data through a survey with
a question for each child node in the DAG. All the survey
questions followed the same format, as shown in Figure 12,
in which B and C are parents of A.
For instance, considering that a practitioner defined that the

influence ofFunctional tests quality (B) on Tests quality (A) is
greater than the influence of Non-functional tests quality (C).
In this case, the weighted expression representing these rela-
tionships would be assumed to be A = 2×B+C . Afterward,
the subjects defined which type of weighted expression to
be used to generate the probability functions. Finally, they
defined the nodes’ variance.
Model validation - In this activity, the method’s step (iv)

was executed. After having the Bayesian networks con-
structed, the subjects defined simulated scenarios, repre-
senting their experience with software projects, to perform
the model walkthrough (i.e., face validity). After this task,
no modifications were performed in the models. In this study,
we did not execute the outcome adequacy, given that there
was no historical data regarding the models’ variables. The
Bayesian networks’ calculations were analyzed during the
case study.
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b: MEASURES COLLECTION PHASE
This phase lasted 45 days, or three iterations (i.e., sprints).
During this phase, the subjects entered evidence into themod-
els, used the method (step v), and evaluated it. The following
activities have been planned:
Measures collection - At the end of each iteration, the sub-

jects and a researcher met. During this meeting, the subject
inputted measures collected into the Bayesian networks as
evidence of the corresponding nodes (i.e., the nodes repre-
senting the data collected for the given measures). Further-
more, the subjects inputted evidence regarding the reliability
factors and risks’ controllers (i.e., leaf nodes). Finally,
the subjects and one researcher analyzed the calculated data.
Measures evaluation - A post mortem structured interview

was executed in which we collected qualitative data from the
subjects to evaluate the proposed method.

Given the study’s research questions, during the method’s
evaluation, we needed to measure the variables Perceived
benefits andPerceived effort. In what follows, we present how
we measured them.
Perceived benefits is the extent to which the person

thinks using the system enhances his or her job perfor-
mance [69]. To measure the perceived benefits of the
proposed method, during the post mortem structured inter-
view sessions, we asked two questions: ‘‘Did using the pro-
posed method increase the confidence in the decision-making
regarding the goals’ assessment?’’ and ‘‘Did the use of
the proposed method support decision-making to improve
the software process?’’. For both questions, we collected
open-ended answers (qualitative data). Furthermore, we con-
sidered the artifacts constructed by the subjects during the
case study.
Perceived effort consists of analyzing the effort (i.e., cost)

in adopting a solution. To measure the perceived effort of
using the proposed method, we asked the subjects, ‘‘How do
you analyze the effort of applying the proposed method?’’.
Thus, we collected an open-ended answer (i.e., qualitative
data). We also considered the period taken to execute the pro-
posed method’s tasks during the case study (i.e., quantitative
data).

It is worthy of mentioning that, traditionally, when using
the TAM construct, the data is collected through sur-
veys (i.e., questionnaires) using predefined instruments with
close-ended answers and statistically analyzed. However,
given that we only collected data from four subjects, for
having richer data, we decided to use open-ended questions.

Therefore, we used a mixed-methods approach to collect
the data for the case study. For this purpose, we used methods
such as interviews, questionnaires, and project data. We used
an unstructured interview to collect information from the
subjects for building the GQM model hierarchical structures
and the Bayesian networks’ DAG.We used a questionnaire to
collect data and define the probability functions. The subjects
collected data from the project to input as evidence on the
models. Finally, we used a structured interview to collect data
from the subjects for evaluating the proposed method.

C. RESULTS AND DISCUSSION
This section discusses the results of executing the proposed
method by following the procedure presented in Section V-
B3 to four projects. Section V-C1 presents the constructed
artifacts and Sections V-C2 and V-C3 discuss, respectively,
the results for RQ1 and RQ2.

1) CONSTRUCTED ARTIFACTS
For each project, we constructed two artifacts: a GQMmodel
hierarchical structure and the Bayesian network. All projects
shared the goal of assessing product quality. All projects,
except Project 3, shared the goal of assessing the team’s
productivity. On the other hand, since the projects have differ-
ent contexts, different measures were identified, which, as a
consequence, resulted in different models.

The Bayesian networks for Project 1 had 70 nodes; for
Project 2, 45; for Project 3, 63; and for Project 4, 56. The
number of nodes reflects the number of measures chosen and
the details of the process (i.e., reliability factors and risks)
that the subjects modeled, following the steps presented in
Section III. Table 2 presents the measures defined for each
project.

TABLE 2. Measures used in the analyzed projects.

Due to space limitations, this article only presents the
artifacts and resulting analysis for Project 1, which was
the one with the most used measures and largest models.
Figure 13 shows the resulting GQMmodel hierarchical struc-
ture. Figures 14 and 15 shows resulting the Bayesian net-
works’ DAG. Figures 16 and 18 presents data regarding the
independent measures from the report generated with the
calculated data. The constructed artifacts and the data for the
remaining projects are publicly available8.9

By analyzing Figure 16, we concluded that for this project,
the confidence regarding Number of defects was low to
moderate. Such reasoning was a logical consequence of the
observed difference between the collected and interpreted
values. For instance, for Sprint 1 (i.e., first iteration), the col-
lected value was 100%Medium and the interpreted, 35.482%
Medium. Such a scenario means that even though theNumber
of defects collected was within the threshold Medium, after
considering the reliability factors (i.e., accuracy defects),
we were not confident about the real status of Number

8http://bit.ly/BNValidFiles
9https://1drv.ms/b/s!AojD1Jf8hcECiM83989tusS3XTEVeQ?e=ap77aq
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FIGURE 13. GQM model hierarchical structure used by Project 1.

FIGURE 14. Complete DAG constructed for Project 1 goal Evaluate system quality.

FIGURE 15. Complete DAG constructed for Project 1 goal Evaluate value
delivered per sprint.

of defects. The explanation for such reasoning was because
its probability of being Low, Medium, or High was similar
(i.e., the curve fitting the data had a shallow slope).

The subject concluded that this confidence reflects the lack
of proper testing practices, issues with tools, and devices’
availability for testing purposes. The confidence regarding
Static code analysis warningswas also low to moderate. This
confidence reflected issues such as false positives caused
by tools’ misconfigurations. On the other hand, the confi-
dence forCheckstyle documentation warningswas high. This
level of confidence was reflected in the calculated values for
the goal Evaluate system quality shown in Figure 17. The
calculated results implied that given the project’s situation,
the ScrumMaster should be careful to answer the questions
‘‘How many defects?’’ and ‘‘What is the source code qual-
ity?’’, and, therefore, assess the goal Evaluate system quality.

On the other hand, by analyzing Figure 18, we concluded
that the confidence regarding Sprint Burndown was high,
because the curve fitting the data had a steep slope. This level
of confidence was reflected in the calculated values for the
goal Improve value delivered per sprint shown in Figure 17.
Therefore, the ScrumMaster should be confident to answer
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FIGURE 16. Collected and interpreted measures for Project 1 goal Evaluate system quality.

the question What is the sprint progress? and assess the goal
Improve value delivered per sprint.

2) PERCEIVED BENEFITS OF APPLYING THE PROPOSED
METHOD (RQ1)
This section discusses RQ1, which explored the perceived
benefits of applying the proposed method. As discussed in
Section V-B3, after constructing the artifacts, we interviewed
the subjects and asked them two questions related to this
research question. Tables 3 and 4 present the answers for both
questions.

After the interview, Subject 4 complemented his answers
by claiming that, before applying the proposed method,
he did not trust the measure ‘‘Number of defects’’. Using
the proposed method and analyzing the data, he performed a
root-cause analysis and identified improvement opportunities
for the testing process. Furthermore, he claimed that the
Bayesian network helped to visualize the process as a whole
to interpret the measures, and, consequently, assess the goals.

Finally, he said that, as a result of the analysis, he started to
research better tools to manage the development process and
for static code analysis.

We analyzed the collected answers (see Tables 3 and 4)
using an inductive codification approach. As a result,
we identified four benefits: Externalization, Diagnosis sup-
port, Measure interpretation improvement and Decision-
making support. Externalization refers to transforming tacit
knowledge, regarding the process and measures, into explicit
knowledge through the Bayesian network. Such benefit is
supported by Subject 1 saying that the proposed method
‘‘. . . showed something that we already had a feeling.’’ Sub-
ject 4 claimed that ‘‘With themethod, we have concrete data.’’
Diagnosis support, which is a known characteristic of

Bayesian networks [70], refers to supporting root-cause anal-
ysis to diagnose the source of the uncertainty in the mea-
sure’s interpretation. Such benefit was claimed by Subject
3 when he said that ‘‘. . . It provided a very useful insight into
what was happening on our project.’’ and that ‘‘it helped to
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FIGURE 17. Calculated values for Project 1 goals.

FIGURE 18. Collected and interpreted measures for Project 1 goal Evaluate value delivered per sprint.

identify problems by having a look in the big picture’’. Fur-
ther, Subject 4 claimed that, by using the proposed method,
his team could ‘‘identify where the main problems are. . . ’’.
Subject 4 also gave a detailed example of a root cause analysis
performed by the team: ‘‘. . .we knew that we had issues
with tests, but we could not objectively identify the root
causes. After using the method, it is clear that the prob-
lem is that the team members do not have enough experi-
ence writing tests.’’ Subject 1 claimed that using the pro-
posed method gave them a ‘‘deeper understanding of issues
in our process.’’ Such analysis is also backed by analyz-
ing the subjects’ Bayesian networks, which were detailed

enough to enable the subjects to diagnose the measurement
process.

Having Diagnosis support, leads to Decision-making sup-
port. Subject 3 claimed that ‘‘. . .Based on this feedback,
we focus on some metrics in favor of others. For the ones
that demonstrated fewer confidence levels, we had internal
discussions to find out what could be the reason for such
results.’’ Subject 1 and 4 suggested that the proposed method
supported improving the process. Further, using the proposed
method also had the benefit of supporting Measure inter-
pretation improvement. Subject 3 claimed that, by analyz-
ing the data generated using the proposed method, his team
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TABLE 3. Answers to question ‘‘Did using the proposed method increase
the confidence in the decision-making regarding the goals’ assessment?’’.

TABLE 4. Answers to question ‘‘Did the use of the proposed method
support decision-making to improve the software process?’’.

‘‘worked on fixing some aspects that were decreasing the
confidence level in these metrics.’’

A possible adoption limitation was pointed about by Sub-
ject 2 when he claimed that using the proposed method ‘‘is
probably better for projects that are bigger and have a constant
stream of incoming bug reports.’’ However, it is worthy to
notice that the given project’s goal was to develop a prototype
with less emphasis on product and process quality.

RQ1: The proposed method has the benefits of Exter-
nalization, Diagnosis support, Measure interpretation
improvement and Decision-making support improve-
ment.

3) PERCEIVED EFFORT OF APPLYING THE METHOD (RQ2)
This section discusses RQ2, which explored the perceived
effort of applying the proposedmethod. On average, the intro-
ductory course lasted 30 minutes for each project; the DAG
construction meeting, 1 hour; the probability function defini-
tion, 14 minutes. Furthermore, the measures collection meet-
ing lasted, on average, 25 minutes. Therefore, on average,

TABLE 5. Answers to question ‘‘How do you analyze the effort of
applying the proposed method?’’.

the practitioners’ total effort to execute the proposed method
was 2 hours and 9 minutes. Furthermore, as discussed in
Section V-B3, after constructing the artifacts, we interviewed
the subjects and asked them one question related to this
research question. Tab 5 presents the answers for such a
question.

By analyzing the answers shown in Table 5, notice that
Subjects 1, 2, and 4 concluded that the effort to use the
method was overweighted by the benefits provided. Further,
it is worthy to notice that Subject 3 and 4 indicated that
applying the steps (i) - (iv) of the proposed method was
costly. Such observations are consistent with the time spent to
execute such steps. We registered an average of one hour and
fourteen minutes to build the Bayesian networks. Afterward,
for each iteration, the subjects spent 25 minutes to use the
constructed Bayesian networks. Considering that they work
a regular 40 hours/week, it took 0.5% of their work capacity.
Further, notice that, for this study, the data were collected
manually. However, at least part of the data could be collected
automatically.

On the other hand, subject 2 judged that it was not wor-
thy of using his project method. As already mentioned,
in project 2, since the goal was to build a prototype, it was not
worth spending effort on process and quality improvement
activities. Therefore, we believe that his perception is not
specifically for the proposed method but for any software
measurement initiative.

RQ2: The initial effort to use the proposed method is
considerable, given the need to construct the models.
However, the effort of using the Bayesian networks is low,
even with manual data collection. It is worth mentioning
that using the method might not be worth it for projects to
deliver prototypes (or proof of concept).

D. THREATS TO VALIDITY
This section discusses the threats to the validity of the case
study in light of the classification presented by Runeson
and Höst [65] and Yin et al. [71]. Therefore, we classified
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the threats to validity as internal, construct, external, and
reliability.

The internal validity relates to how much the study’s con-
duction assures that the causal relationship between treatment
and outcome, if any, is not a result of a factor not controlled by
the researcher. In our case, during the DAG construction (step
ii), given its duration, the subject might have fatigued and,
consequently, built low-level models. Tominimize this threat,
we paused whenever necessary and used the researchers’
prior knowledge with Bayesian networks to construct them.
A threat to the study’s internal validity is related to the
researchers’ presence, using the proposed method, especially
constructing the Bayesian networks. However, it is a charac-
teristic of the proposed method to assume that the measure-
ment analyst has enough knowledge on applying Bayesian
networks.

The construct validity refers to the relationship between
theory and observation, assuring that the treatment reflects
the cause’s construct, and the outcome reflects the construct
of the effect. In other words, the construct validity relates to
how much the case study measured what it was supposed to.
The study’s conclusions were based on interview analysis and
the data collected during the events and artifacts constructed
during the case study. We minimized this threat by using the
TAM construct and having open-ended questions to collect
data from the subjects reviewed by an independent researcher
to avoid bias.

The external validity refers to the ability to generalize
the results given the sample of the population. As discussed
previously, the outcomes of the study cannot be statistically
generalized. However, Sections V-A and V-B2 detail the con-
text in which the proposed method was applied.

The reliability refers to how much the data and ana-
lyzes depend on the researchers. We minimized this threat
by having the data collected reviewed by the study’s sub-
jects. Finally, the generated codes from the inductive anal-
ysis of the qualitative data were peer-reviewed by the
researchers.

VI. FINAL REMARKS
This article presents a method, integrated with GQM, to sup-
port validating the data from software measurement pro-
grams. The proposedmethod relies on the concept of measure
reliability, which we defined as ‘‘the degree in which a col-
lected number or symbol represents the real value for a given
measure’’. The proposed method conforms with ISO/IEC
15939:2007 and uses Bayesian networks to model the reli-
ability of measures. We developed a tool to support adopt-
ing the proposed method, which is freely available. Further,
we evaluated the proposed method regarding its adoption
intention with the project leaders from four software devel-
opment projects through a case study. The case study results
indicated that, for projects that need to focus on product
quality andmeet time-to-market, the benefits of using the pro-
posed method outweigh the effort to apply it. We identified
four benefits of using the proposed method: Externalization,

Diagnosis support, Measure interpretation improvement and
Decision-making support. Therefore, our findings suggest
that there was a positive intention in adopting the proposed
method in practice.

A limitation of our results is that it was only applied to
VIRTUS, which might have biased our conclusions regarding
the proposed method’s adoption potential. Such reasoning
follows from the fact that the personnel at VIRTUS are used
to dealing with innovation daily, which might influence their
positive attitude towards the innovativeness of the proposed
method. Further, a characteristic of the proposed method is
the need to have the measurement analyst to have a back-
ground in Bayesian networks. However, Bayesian networks
have been widely used for software measurement [72]–[74],
and it is important to point out that having a champion and
a guru is known to be a key factor for having successful
measurement programs [24], [75]. An external measurement
guru helps raise initial enthusiasm for the program, while
the champion helps sustain it. Both can introduce and/or
improve team maturity and engagement on new knowledge
and skills. Another benefit if using Bayesian networks as the
foundations for the software measurement process models
is the potential to reuse the existing models available in the
literature.

Our work focused on improving the measures’ trustwor-
thiness, which is the main factor for maximizing the chances
of success of a measurement program’s long-term use in agile
software development. As a logical consequence, we aimed to
improve the interpretability of software measures. Our future
work will involve integrating and evaluating the proposed
method combined with measure validation and thresholds
definition approaches. Further, we will explore how to ease
the process of constructing Bayesian networks for software
measurement by reusing the knowledge already available in
the literature by applying reuse-driven software engineering
principles such as reusing components, API, frameworks, and
libraries.
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