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ABSTRACT Although most transfer learning methods can reduce the difference of the feature distributions
between the source and target domains effectively, some classes in the two domains may still be misaligned
after domain adaptation, especially for the classes with similar features such as ‘‘bicycle’’ and ‘‘motorcycle’’.
Therefore, a graph regularization based adversarial network model is proposed, whose innovations mainly
include the following two aspects: First, a constraint functionwhich is used tomeasure the difference between
the features belonged to different classes is proposed, whose purpose is that not only the training accuracy is
taken into account during supervised training, but also the difference between classes should be enlarged as
much as possible; Then, a graph regularization constraint function is proposed, which makes all the classes
have good local preserving properties after domain adaptation, and further reduces the possibility of all
classes being misaligned. Experimental results on several cross-domain benchmark datasets show that our
newly proposed approach outperforms state of the art methods.

INDEX TERMS Adversarial network, domain adaptation, graph regularization, image classification, transfer
learning.

I. INTRODUCTION
For image classification, most of traditional methods need a
large number of labeled samples during training, and obtain
the recognition model through supervised learning. However,
it is very expensive and time-consuming to annotate these
samples, therefore, we hope that even if a limited number
of labeled samples are supplied, the recognition model with
good universality can be also obtained. As we know, when
there is a certain difference in feature distributions between
two datasets, the knowledge can be still transferred from one
dataset to the other dataset by domain adaptation, i.e., from
the source domain to the target domain, so for small sample
learning it is very necessary to propose an effective domain
adaptation method [1].

It can be seen from the existing researches on domain
adaptation that the most prominent problem we face is that
some classes with strong similarity in the source and target
domains are likely to be misaligned after domain adaptation,
and the samples which belong to these classes in the target
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domain may be misclassified [2]. To address this challenge,
we propose a graph regularization based adversarial network
model, and its contributions mainly include the following
two aspects: 1) When performing supervised learning on the
dataset in the source domain, the classes with significant
differences are usually easy to be classified correctly such
as ‘‘person’’ and ‘‘airplane’’. However, if we only take the
training accuracy into account, and don’t consider how to
enlarge the difference between classes, the samples in the
target domain which belong to the classes with similar fea-
tures are likely to be misclassified. To this end, we propose a
new function to measure the discrimination between classes,
thus all classes are strongly distinguishable from each other
through imposing the discrimination constraint on the model
as shown in Fig. 1; 2) To align all the classes in the source and
target domains accurately, a graph regularization constraint
is imposed on the feature layer in the proposed model, thus
all the classes have good locality preserving properties after
domain adaptation. As shown in Fig.2, the symbols with
different shapes represent four classes of objects, and the
length of the line between two classes represents the similar-
ity of the classes, where the similarity of class A and class B
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FIGURE 1. Schematic diagram of the feature distributions of the classes in source domain after supervised
learning.

FIGURE 2. Schematic diagram of the feature distributions of the classes in the source and
target domains after domain adaptation.

can be represented by SAB. The purpose of imposing graph
regularization constraint on the model is that after domain
adaptation the feature similarities between each class and its
adjacent classes in the source domain are almost the same as
in the target domain. i.e., SsAB ≈ S tAB, S

s
AC ≈ S tAC , S

s
AD ≈

S tAD, where s and t represent the source and target domains
respectively.

The remainder of this article is organized as fol-
lows. In section II, some related works are addressed.
In section III, the details of the proposed domain adaptation
method are given. We have proved the effectiveness of the
proposed method through the experiments that were con-
ducted on some standard cross-domain recognition datasets
in section IV. Finally, conclusions are drawn in section V.

II. RELATED WORK
In recent years, deep neural networks have been proved
effectively in domain adaptation, and the existing methods
based on deep neural network can be roughly divided into the
following categories.

The first category is based on discrepancy, i.e., the dis-
crepancy between the features which are extracted from
the source and target domains should be as small as pos-
sible, where the commonly used functions for measuring
feature discrepancy are shown as follows: Maximum Mean
Discrepancy (MMD) [3], [4], Joint Maximum Mean Dis-
crepancy (JMMD) [5], Weighted Maximum Mean Discrep-
ancy (WMMD) [6], Wasserstein discrepancy [7], Sliced

Wasserstein Discrepancy (SWD) [8], Orthogonal Discrep-
ancy [9], Correlation Discrepancy [10]–[12], Source-Guided
Discrepancy (SGD) [13], Contrastive Domain Discrepancy
(CDD) [14] and pseudo-label differences [15], [16]. Besides
the marginal distributions, the output class distributions are
also considered in domain adaptation [17]. In addition,
multi-domain adaptation can be achieved through moment
matching [18], [19].

The second category is based on adversarial network,
i.e., through using the extracted features to deceive the
domain discriminator as much as possible, it is difficult to
determine whether the features are from the source domain
or the target domain [20]–[22]. In recent years, some schol-
ars have carried out research on domain discriminator, for
example, the discriminator can be optimized by using a
gradient inversion layer in [23], Margin Disparity Discrep-
ancy (MDD) is proposed to solve the distribution comparison
with the asymmetric margin loss [24], and Batch Spectral
Penalization (BSP) is proposed to boost the feature discrim-
inability [25]. In addition, through improving single domain
discriminator into multiple domain discriminators, the fea-
tures of different levels [26] and the features of different
classes [27], [28] can be aligned more accurately, and the
domain discriminator can be also designed based on two-level
domain confusion scheme [29]. The method is still effective
when the number of classes in the source domain is more than
in the target domains [30], [31], and the number of classes in
the target domain is more than in the source domains [32].
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The third category is based on reconstruction, where the
existing reconstruction-based methods can be divided into
two subcategories further, one is using encoder and decoder
networks [33]–[36], and the other is also based on adversarial
networks [37]–[39].

In addition, through using attention model idea, the trans-
ferable regions or images can be focused which are useful for
domain adaptation [40], [41].

Although the effectiveness of the above methods has been
verified on the specified datasets, there are still some prob-
lems that have not been solved well. For example, two classes
with strong similarity may be misaligned after domain adap-
tation, such as ‘‘bicycle’’ and ‘‘motorcycle’’, which will make
the samples that belong to these classes in the target domain
be recognized incorrectly. To this end, we propose a new
graph regularization based domain adaptation model, which
can not only improve the discrimination of features between
classes, but also make the feature distributions of all classes
in the source and target domains similar sufficiently.

III. GRAPH REGULARIZATION BASED DOMAIN
ADAPTATION
A. NETWORK MODEL
First, the source domain is defined as Ds =

{(
xsi , y

s
i

)}ns
i=1,

where ns is the number of the samples in the source domain,
xsi and y

s
i represent the ith sample and its label vector respec-

tively, and the domain label vector of each sample is d i =[
0 1

]T , i.e., the sample xsi is from the source domain; Then,

the target domain is defined as Dt =
{
xtj
}nt
j=1

, where nt is

the number of the samples in the target domain,xtj represents

the jth sample, whose domain label is d j =
[
1 0

]T , i.e., the
sample xtj is from the target domain. The domain adaptation
problemwe need to solve is unsupervised, i.e., all the samples
in the target domain are not annotated during training, and our
goal is to obtain a feature extractor f = Gf (x) and a feature
classifier y = Gy (f ), which can enable the samples in the
source and target domains to be recognized correctly.

To achieve knowledge transfer between domains, we hope
that the features in the source and target domains should be as
similar as possible, i.e., it is difficult to determine whether the
feature comes from the source domain or the target domain.
For this problem, some existing algorithms use adversarial
networks to reduce the feature difference between the source
and target domains. However, there are still some urgent
issues that have not been considered, for example, the feature
distributions in the source and target domains are sufficiently
similar after domain adaptation, but it is likely that some
classes with similar features between domains are misaligned
such as class ‘‘dog’’ and class ‘‘cat’’, which may causes
negative transfer. In addition, we can’t determine whether
the features which are extracted based on deep network are
helpful enough for accurate classification. From the above
analysis, we proposed an adversarial network with graph
regularization based model, whose improvements are mainly
reflected in the following two aspects.

FIGURE 3. Schematic diagram of the optimal classifiers under different
feature distributions.

1) As we known, if there are very small feature differences
between classes, the algorithm will be easy to fall into local
optimum during training classifier as shown in Fig. 3, so it is
difficult to obtain a classifier with good robustness and gener-
alization. On the contrary, if the feature of each class has good
uniqueness, the above problem can be solved well. Therefore,
we propose a new measurement function which can measure
the discrimination of the features between classes as shown
in (1), i.e., the uniqueness of the features,

Ls =
2
C2

∑
1≤,i,j≤C

∥∥∥f̄ s,(i) − f̄ s,(j)∥∥∥
2

(1)

whereC is the number of classes in the source domain, f̄
s,(i)

is
the average feature vector of the ith class in the source domain
in each epoch during training, which can be seen as the
central feature of each class, and

∥∥∥f̄ s,(i) − f̄ s,(j)∥∥∥
2
represents

the discrimination between the ith and jth classes in the source
domain. The purpose of imposing the constraint on the model
is to improve the feature discriminations between classes as
much as possible while acquiring high classification accuracy
during training, therefore, the larger the value of the measure-
ment function, the more helpful the extracted features are for
classification.

2) Most of domain adaptation models fuse the features in
the source and target domains by using domain discrimina-
tor and gradient reversal layer, however, some classes with
similar features may be misaligned after domain adaptation
such as ‘‘bicycle’’ and ‘‘motorcycle’’. To solve the problem,
we impose a graph regularization constraint on the model,
which enables the feature distributions of all classes in the
source and target domains to be consistent after adaptation
as shown in Fig. 2, in other words, each class has good
local preserving property [42]. In addition, since the samples
in the target domain are not annotated, we will give each
sample a corresponding weight according to its pseudo label
when imposing the graph regularization constraint, where
the proposed graph regularization constraint function is
shown in (2).

Lg =
∑

1≤i,j≤C

wij
∥∥∥∥∥∥∥∥∥

ne∑
k=1

(
ŷ(i)k f

t,(i)
k

)
ne∑
k=1

ŷ(i)k

−

ne∑
k=1

(
ŷ(j)k f

t,(j)
k

)
ne∑
k=1

ŷ(j)k

∥∥∥∥∥∥∥∥∥
2


(2)
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wij =

∥∥∥f̄ s,(i) − f̄ s,(j)∥∥∥
2∑

1≤p,q≤C

∥∥∥f̄ s,(p) − f̄ s,(q)∥∥∥
2

(3)

In (2), wij represents the correlation between the ith and
jth classes which can be obtained by solving the normalized
distance between the central features of the ith and jth classes
as shown in (3), where f̄

s,(i)
is the average feature vector of

the samples of the ith class in the source domain in each
epoch, it is easy to draw that the more similar the features
between classes in the source domain, the stronger their corre-
lation, i.e., the greater the value of the parameterwij. Since the
purpose of imposing the graph regularization constraint on
the model is to make the classes in the target domain have the
similar locality properties as the source domain after domain
adaptation, i.e., if the features of two classes are similar in the
source domain, the features of the two classes in the target
domain should be also similar, where the central features of
the ith and jth classes in the target domain can be solved by( ne∑
k=1

(
ŷ(i)k f

t,(i)
k

))/ ne∑
k=1

ŷ(i)k and
( ne∑
k=1

(
ŷ(j)k f

t,(j)
k

))/ ne∑
k=1

ŷ(j)k

respectively as shown in (2), f t,(i)k is the feature vector of the
kth sample of the ith class in the target domain in each epoch
during training, ŷ(i) is the ith component of the label vector
ŷ, ŷ =

[
ŷ(1) ŷ(2) . . . ŷ(C)

]T , and ne is the number of the
samples in each epoch during training. From the above anal-
ysis, it is concluded that the graph regularization constraint
function should be as small as possible.

In addition to the proposed two constraint terms, similar
to other existing models, two cross-entropy functions as the
other components of the final loss function [43] are used to
measure the classification results of the samples in the source
domain and the domain discrimination results of all samples
which are shown in (4) and (5),

Ly = −
nes∑
k=1

[
C∑
i=1

(
y(i)k log ŷ(i)k +

(
1−y(i)k

)
log

(
1− ŷ(i)k

))]
(4)

Ld = −
ne∑
k=1

[
2∑
i=1

(
d (i)k log d̂ (i)k +

(
1− d (i)k

)
log

(
1−d̂ (i)k

))]
(5)

where yk and ŷk are the real and pseudo labels of the kth sam-
ple which belongs to the source domain in each epoch, yk =[
y(1)k y(2)k . . . y(C)k

]T
, ŷk =

[
ŷ(1)k ŷ(2)k . . . ŷ(C)k

]T
, nes is the

number of the samples which belongs to the source domain

in each epoch, and dk and d̂k are the real and pseudo domain

labels of the kth sample in each epoch, dk =
[
d (1)k d (2)k

]T
,

d̂k =
[
d̂ (1)k d̂ (2)k

]T
.

According to (1), (2), (4) and (5), it can be drawn that in our
model the final loss function can be composed by 4 loss func-
tions, which include the classification loss Ly of the samples

FIGURE 4. The proposed network architecture.

in the source domain, the feature discrimination loss Ls of
the samples in the source domain, the domain discrimination
loss Ld of all samples, and the graph regularization loss Lg.
The network architecture of the proposed method is shown
in Fig. 4, where Gf and θf represent the feature extractor
and its parameters, and f is the extracted feature; Gy and θy
represent the feature classifier and its parameters, and ŷ is
the classification result of the sample; Gd and θd represent
the domain discriminator and its parameters, and d̂ is the
domain discrimination result of the sample; GRL represents
the gradient reversal layer. Our goal is to acquire the optimum
parameters θf , θd and θy through training.

Then, to obtain the optimum model parameters, a reason-
able loss function should be given reasonably, which needs to
meet the following requirements as much as possible:

1) Minimize Ly by seeking the parameters θy and θf ;
2) Maximize Ls by seeking the parameters θf ;
3) Minimize Lg by seeking the parameters θy, θd and θf ;
4) Maximize Ld by seeking θd ;

Therefore, the loss function can be written as (6),

L
(
θf , θy, θd

)
= Ly

(
θf , θy, xs, ys

)
− αLs

(
θf , xs

)
−βLd

(
θf , θd , x, d

)
+ γLg

(
θf , θy, x, d

)
(6)

where xs and ys represent the samples in the source
domain and their labels, and x and d represent the
samples in both source and target domains and their
domain labels.
the optimization problem is to seek the best parameters
θ̂y, θ̂f and θ̂d , which satisfy (7) and (8).(

θ̂f , θ̂y

)
= argmin

θf ,θy

L
(
θf , θy, θd

)
(7)

θ̂d = argmax
θd

L
(
θf , θy, θd

)
(8)
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B. OPTIMIZATION OF PARAMETERS BASED ON BATCH
GRADIENT DESCENT
In the loss function of our proposed deep network, Ls and
Ly depend on the samples in the source domain, and Ld
and Lg depend on the samples in both the source and target
domains. Therefore, it is necessary to select a certain number
of samples from the source and target domains in each epoch
during training, then use batch gradient descent method to
optimize the model parameters, which is summarized below
in Algorithm 1.

Algorithm 1Model Parameters Optimization Process

1. Input Ds, Dt , α, β, γ and ω, where Ds =
{(
xsi , y

s
i

)}ns
i=1,

Dt =
{(
xti
)}nt
i=1;

2. Initialize θ (0)y , θ (0)f and θ (0)d , c = 0;
3. for epoch = 1, 2, . . . , ω, do
4. for batch = 1, 2, . . ., do
5. Update θ (c)y , θ (c)f and θ (c)d ;

6. θ
(c+1)
f ← θ

(c)
f −

µ

(
∂L(c)y
∂θf
− α

∂L(c)s
∂θf
− β

∂L(c)d
∂θf
+ γ

∂L(c)g
∂θf

)
7. θ

(c+1)
y ← θ

(c)
y − µ

(
∂L(c)y
∂θy
+ γ

∂L(c)g
∂θf

)
8. θ

(c+1)
d ← θ

(c)
d − µ

∂L(c)d
∂θd

9. c = c+ 1
10. end for
11. end for
12. Output θ̂y, θ̂f and θ̂d .

IV. EXPERIMENTS
A. DATASETS
In the experiments, we used the following three datasets,
which include Office-31 dataset [44] and ImageCLEF-DA
dataset [45], and Office-Caltech-10 dataset [46].

FIGURE 5. Some samples with the label ‘‘bottle’’ in Office-31 dataset.

1) There are three domains in the Office-31 dataset, which
include ‘‘Amazon’’ (A), ‘‘Webcam’’ (W) and ‘‘DSLR’’ (D),
and there are 31 classes of objects in each domain, where
some samples with the label ‘‘bottle’’ are shown in Fig. 5.

2) There are three domains in the ImageCLEF-DA dataset,
which include ‘‘Caltech-256’’ (C), ‘‘ImageNet ILSVRC
2012’’ (I) and ‘‘Pascal VOC 2012’’ (P), and there are
12 classes of objects in each domain, where some samples
with the label ‘‘bicycle’’ are shown in Fig. 6.

FIGURE 6. Some samples with the label ‘‘bicycle’’ in ImageCLEF-DA
dataset.

3) There are the following four domains in the Office-
Caltech-10 dataset: ‘‘Amazon’’ (A), ‘‘Webcam’’ (W),
‘‘DSLR’’ (D) and ‘‘Caltech’’ (C), where ‘‘Amazon’’, ‘‘Web-
cam’’ and ‘‘DSLR’’ are the same as the domains in Office-31
dataset. There are 10 classes of objects in each domain
contains, and some samples with the label ‘‘laptop computer’’
are shown in Fig. 7.

FIGURE 7. Some samples with the label ‘‘laptop computer’’ in
Office-Caltech-10 dataset.

B. PARAMETERS SETTING
In our proposed network, AlexNet [33] is used for feature
extraction and classification, and the three fully connected
layers (f → 1024 → 1024 → 2) [27] is used as
the domain discriminator. In addition, through comparing
the average classification accuracies under different com-
binations of parameters on the dataset ‘‘ImageCLEF-DA’’,
the best classification results can be acquired under α = 0.5,
β = 0.1, γ = 0.01, where the comparison results are shown
in Table 1.
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TABLE 1. Comparison of recognition accuracy using Office-Caltech-10 dataset.

TABLE 2. Comparison of recognition accuracy using ImageCLEF-DA
dataset.

FIGURE 8. The variation curve of learning rate during training.

Besides the parameters in the model, the learning rate µ
is another important parameter for training. In our proposed
model, µ is not fixed during training, but should be adjusted
according to (9), whose variation curve is shown in Fig. 8.

µp =
µ0

(1+ ap)b
(9)

p =
Niter
Ntotal

(10)

where p is the ratio of training process, Niter and Ntotal repre-
sent the current numbers of iterations and the total number of
iterations, a = 10, b = 0.75, and µ0 = 0.01.

FIGURE 9. The curves of classification accuracies during training.

C. RESULTS AND ANALYSIS
After determining all parameters in the experiment, we will
train the proposed model on the above three datasets.
To observe the changes of multiple indicators during training,
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FIGURE 10. The t-SNE visualization of deep features on the ImageCLEF-DA dataset.

the experimental results which are obtained from the dataset
‘‘ImageCLEF-DA’’ P → I are displayed as examples,
where the curves of training and testing accuracies are shown
in Fig. 9.

As can be seen from Fig. 9, when the number of itera-
tions is about 200, the classification results of the samples

in the source and target domains can converge to two fixed
values respectively, i.e., 0.997 and 0.872. In summary, it is
concluded that the proposedmodel is effective in dealing with
domain adaptation problem.

To verify the effectiveness of our innovations, the proposed
model will be modified to the following two models using

198250 VOLUME 8, 2020



X. Jia et al.: Deep Domain Adaptation Based on Adversarial Network With Graph Regularization

TABLE 3. The classified results of some easily misclassified samples.

TABLE 4. Comparison of recognition accuracy using Office-31 dataset.

TABLE 5. Comparison of recognition accuracy using ImageCLEF-DA dataset.

different ways. First, the first modified model is obtained by
removing the constraint terms Ls and Lg from the proposed
model, i.e., Model 1; Then, the second modified model is
obtained by only removing the graph regularization term Lg,
i.e., Model 2. The parameters in the above modified mod-
els are the same as the parameters in the proposed model.
After domain adaptation, the classification results based on
different models are visualized in Fig.10 by using t-SNE and
in Table 2.

In Fig.10, the points with different color and shape rep-
resent different classes of objects. As can be seen from
Fig.10(a) and Fig.10(b), though the good classification
accuracy can be obtained through using Model 1 to per-
form supervised learning on the source domain, the feature

discriminations between some similar classes are poor, and it
is easy to misclassify the samples without labels in the target
domain. For example, for the classes with strong similarity
such as ‘‘bicycle’’ and ‘‘motorcycle’’, if only the training
accuracy is taken into account, and the impact of the dis-
crimination between the classes is ignored, the samples in
these classes in the target domain are easily to be misclassify
as shown in Table 3. In addition, from the results which are
obtained using Model 2 in Fig.10(c) and Fig.10(d), after the
constraint Ls is imposed on the model, the similar classes can
be distinguished from each other well, however, the classi-
fication results of the samples in the target domain are still
not satisfactory. At last, when using the proposed model, all
classes have better local preserving properties after domain
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TABLE 6. Comparison of recognition accuracy using Office-Caltech-10 dataset.

adaptation, which indicates that the feature distributions of
all classes in the two domains have good consistency, and it
can be seen from Fig.10(f) that the knowledge in the source
domain can be transferred to the target domain well.

Then, we will compare the proposed method with some
existed models using the following three datasets: Office-31
dataset, ImageCLEF-DA, dataset, and Office-Caltech-10
dataset, and the comparison results are shown in Table 4,
Table 5, and Table 6, where A → W means that ‘‘A’’ and
‘‘W ’’ represent the source domain and the target domain
respectively, i.e., the samples in ‘‘A’’ and in ‘‘W ’’ are
used as the training and testing samples respectively in the
experiment.

Through using the proposed model, the distributions of all
classes in the source and target domains are almost the same,
and even for the classes with strong similarity, they can be
also aligned well. It can be seen from Table 4, Table 5 and
Table 6 that the proposed method can achieve higher recog-
nition accuracies, and we can conclude that our innovations
are of great significance.

V. CONCLUSION
In this article, we proposed an adversarial network with
graph regularization based domain adaptationmethod. On the
one hand, to achieve a high recognition accuracy, we have
obtained effective feature extractor and feature classifier
through supervised learning; on the other hand, through
imposing the graph regularization constraint on the adver-
sarial network, the distributions of all classes in source and
target domains have good consistency, i.e., the classes in the
two domains can be aligned well after domain adaptation, and
the images in the target domain can be classified accurately.
The experimental results on the used three datasets showed
the improvements in accuracy.
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