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ABSTRACT Accurate path loss (PL) prediction is essential for predicting transmitter coverage and
optimizing wireless network performance. Traditional PL models are difficult to cope with the development
trend of diversity, time-varying and mass wireless channels. In this work, the most widely used multilayer
perceptron (MLP) neural network in artificial neural network (ANN) is employed to accurately predict PL.
Three types of environmental features are defined and extracted, which describe the propagation environment
only by considering limited environmental types instead of complex 3D environment modeling. Principal
component analysis (PCA) is used to generate the low-dimensional environmental features, and eliminate
redundant information among similar environmental types. Moreover, the information of base station (BS)
and the receiver (Rx), including 3D locations, frequency, the transmitted power of BS, the antenna informa-
tion, the feeder loss, and the received power of all the locations are obtained from themeasurements. Different
environmental features are combined with the information of BS and Rx to construct seven datasets for PL
prediction models based onMLP neural networks. The impacts of the number of neurons in the hidden layer,
the number of hidden layers, the number of training samples, and environmental features on PL prediction
models are explored by considering the absolute value of mean error (AME), the mean absolute error (MAE),
the standard deviation (STD) of error, the correlation coefficient, and the time ratio, respectively. This work
aims to understand the propagation characteristics of radio waves, which can provide a theoretical basis for
wireless network optimization and communication system design.

INDEX TERMS Multilayer perceptron neural network, environmental feature, principal component analy-
sis, path loss prediction.

I. INTRODUCTION
With the rapid growth of personal communication devices
and the demand of consumers for ubiquitous data access,
communication systems have become an indispensable part
of our daily life. In order to better optimize and plan
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communication systems to meet the needs of users, we must
understand how radio waves propagate in realistic environ-
ments. Channel modeling is the process of characterizing the
propagation law of radio waves in realistic environments, and
provides strong theoretical guidance for the design, deploy-
ment and optimization of communication systems. With the
rapid development of communication systems, especially
since the introduction of the fifth generation mobile networks
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(5G), the channel data presents the characteristics of mass,
high speed and diversity, which makes the planning and
optimization of 5G and future communication systems face
severe challenges [1]. Therefore, it is urgent to establish
accurate and efficient channel model.

Generally, traditional channel modeling methods are
mainly divided into two categories: stochastic channel mod-
els and deterministic channel models [2]. Stochastic channel
models mainly include geometry-based stochastic models
and non-geometrical stochastic models [3]–[5]. The former
is a mathematical model based on stochastic geometry, and
the latter is a parametric model based on the channel mea-
surements [6]–[8]. Stochastic channel modeling methods are
based on extensive propagation measurements in various
environments at different frequency bands. The typical exam-
ple is that, the path loss models in 3GPP 38.901 are estab-
lished through different effective stochastic channel models
based on a large number of measurement campaigns [9], [10].
Since the generalization ability of stochastic channel model-
ing methods is relatively limited, it can not accurately predict
wave propagation characteristics, so it is necessary to study
different cases for each specific environment type [11]. The
deterministic channel modeling uses architectural plans or
topographical maps of the propagation environment to predict
wave propagation characteristics based on geometric opti-
cal theory [12], [13] and electromagnetic wave propagation
theory. The deterministic channel models mainly include
the ray-tracing (RT) and the finite difference time domain
(FDTD) [14]. Among them, RT is a typical deterministic
modeling method, which can accurately predict multipath
propagation with three-dimensional (3D) environment model
and communication system configuration. It has been suc-
cessfully applied to some related work of wireless channel
analysis [15]–[21]. RT-based deterministic channel modeling
approach highly depends on the accuracy of 3D environment
model including information about geometry and materials.
However, it is difficult to obtain accurate geometric and
material information of objects in large-scale and complex
environments, which limits the versatility of the deterministic
channel models.

The wireless channel is a time-varying nonlinear system,
which covers multi-dimensional information such as time
domain, spatial domain, and frequency domain. Traditional
channel modeling methods are difficult to cope with the
development trend of diversity, time-varying and mass wire-
less channels. Machine learning has powerful learning and
prediction capabilities, and can automatically learn the struc-
tural relationship between data in complex environments to
approximating nonlinear systems. Moreover, machine learn-
ing is good at mining the information contained in high-
dimensional data, which can significantly increase the speed
of data processing. Based on these advantages, machine
learning is regarded as a powerful tool for analyzing the
propagation process of radio waves and constructing channel
models by using measurement data. Meanwhile, with the
rapid development of big data, cloud computing and artificial

intelligence, intelligent communication is the mainstream
trend of 5G and future wireless communication systems. The
combination of machine learning and channel modeling is a
challenging topic, and the research work in this field is still
in the preliminary exploration stage.

Path loss (PL) is an important parameter in channel mod-
eling, which represents the reduction in power density of
a radio wave as it propagates through the channel. There
are two approaches to generate PL models [22]: ones that
have some anchor based on the physics of transmitted power
close to the antenna, such as the close-in free space refer-
ence distance (CI) PL model [23]–[25], and ones that do
a mathematical curve fitting over the dataset without any
physical anchor to the transmitted power, such as the α − β
(A-B) PL model [16], [17]. Artificial neural network (ANN)
is an important branch of machine learning, which has the
advantages of adaptability, self-learning and robustness, and
can be used to predict PL. Nowadays, some achievements
have been made in PL prediction based on ANN [26].

In [27], a PL prediction model based on radial basis
function neural network is established, in which the height
of the receiving antenna and the transmitting antenna and the
distance between them are taken as the input set. In [28],
different PL models are established for line-of-sight (LOS)
and non-line-of-sight (NLOS). Compared with the ANN-
based model established for LOS, the model for NLOS
combines the diffraction loss calculated by the traditional PL
model with ANN, and the comparative analysis verifies that
the hybrid PL model combining ANN and the traditional PL
model is more accurate. Reference [29] proposes a machine
learning framework for modeling PL using a combination of
three key techniques: ANN, Gaussian process, and principle
component analysis (PCA) [30]. Compared with traditional
PL models, the proposed model is more accurate and flex-
ible, which will be beneficial for the site-specific design of
wireless sensor network with high reliability. Reference [31]
establishes a PL model based on convolutional neural net-
works and satellite images, and the results show that the
proposed model is capable of improving PL prediction at
unseen locations, compared to traditional PL models, such as
RT and stochastic channel models. Sotiroudis et al. proposes
an alternative procedure for the PL prediction in urban envi-
ronments based on ANN, the procedure combines differential
evolution algorithm with Levenberg-Marquardt back prop-
agation (BP) [32] algorithm, which significantly improves
the overall system performance [33]–[35]. Popoola et al.
proposes heuristicmethods, geospatial and stochastic channel
models to predict PL in the VHF and UHF bands for specified
routes. The comparative analysis shows that ANN-based
PL model has better prediction accuracy and generalization
ability than stochastic channel models [36]–[38].

In the current ANN-based PL model, signal parameters
that characterize the channel characteristics are often used
as the input set of ANNs, and only a few studies consider
the impact of environments on channel modeling. However,
environments are the most important components of radio
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FIGURE 1. The workflow of PL prediction models.

wave propagation. In the absence of information about the
geometry and materials of propagation environments, envi-
ronmental types can be helpful for the description of envi-
ronments [11]. Therefore, in this paper, we will conduct a
comprehensive study on PL prediction models based on mul-
tilayer perceptron (MLP) neural networks and environmental
types, and compare it with the CI PL model and the A-B PL
model. The workflow of this paper is shown in Fig. 1, and the
contributions of this work are composed as follows:
• Measurement campaigns were conducted at 2.5 GHz,
in three different regions of Hangzhou, China. Based
on the measurement data, the PL predicted results are
obtained by the CI PL model and the A-B PL model.
Then the performance evaluation of the CI PL model
and the A-B PL model is achieved by comparing the
measured results and the predicted results obtained by
the CI PL model and the A-B PL model.

• Environmental features extracted from the limited envi-
ronmental types are used to describe the radio wave
propagation environment, which replaces the complex
3D environment modeling. Moreover, multiple datasets
used to train and test PL prediction models are con-
structed by different combinations of environmental fea-
tures and the information of base stations (BSs) and
receiver (Rx).

• PL prediction models based on MLP neural networks
with different architectures are established. Meanwhile,
the impact of environmental features, ANN architec-
tures, the dimension and percentage of training samples
on PL prediction models are analyzed for model vali-
dation. PL prediction models proposed in this paper can
provide a theoretical basis for predicting transmitter cov-
erage and interference, optimizing and planningwireless
network performance.

The rest of this paper is organized as follows. Section II
introduces measurement campaigns and the analysis of the
predicted results obtained by the CI PLmodel and the A-B PL
model. PL prediction models based on MLP neural networks
and the analysis of the predicted results obtained by these PL
models are introduced in Section III. Finally, conclusions and
future work are drawn in Section IV.

NOTATION
RClutter Raster resolution
fc Frequency
LBS 3D location of BS
LRx 3D location of Rx
d3D Distance between BS and Rx
Lf Feeder loss
Az Azimuth
De Decline angle
GBS Antenna gain of BS
GRx Antenna gain of Rx
PBS Transmitted power
PRx Received power
SRx Receiver sensitivity
PL Measured results of PL
PL ′ Predicted results of PL
e Environmental type
ne Number of the environmental type e
NClutter Total number of rasters in the corresponding

area
pe Percentage of the environmental type e
A Slope in the A-B PL model
B Interception in the A-B PL model
χσ Shadow fading
Hp×p Transformation matrix
L Straight line
R Rectangle
FL Linear environmental feature
λL Low-dimensional linear environmental fea-

ture
FR1 Unweighted rectangular environmental fea-

ture
φR1 Low-dimensional unweighted rectangular

feature
FR2 Weighted rectangular environmental feature
ϕR2 Low-dimensional weighted rectangular fea-

ture
δ Eigenvalue
V Eigenvector
Cp×p Covariance matrix
τ Contribution rate
0 Cumulative contribution rate
D1∼7 Dataset for training and testing
AME Absolute value of mean error
MAE Mean absolute error
STD Standard deviation
T Time ratio
r Correlation coefficient
Nh Number of neurons in the hidden layer
Ninput Number of neurons in the input layer
Noutput Number of neurons in the output layer
lr Learning rate
Ptrain Percentage of training samples
ftrain Training function
floss Loss function
Egoal Goal error
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FIGURE 2. Measurement scenario and trajectory.

II. MEASUREMENT AND PATH LOSS ANALYSIS
A. MEASUREMENT CAMPAIGN
In order to obtain the first-hand information of the chan-
nels, channel measurements are conducted in three different
regions of Hangzhou, China, in the 2.5 GHz frequency bands.
Fig. 2(a) shows the rasterized digital map of thismeasurement
scenario, which is obtained by dividing the digital map into
many small rasters of size RClutter ×RClutter , where RClutter is
the raster resolution. Fig. 2(b) is the satellite aerial image of
this scenario. Statistics show that there are 20 environmental
types that affect radio propagation in the whole area, includ-
ing water, sea, wet land, suburban openarea, urban openarea,
green land, forest, reflection glass curtainwall, high build-
ings (I-VII) with different heights, parallel regular buildings,
irregular large buildings, irregular buildings, suburban village
and road land. Three BSs with heights of 62 m, 30 m and
41.7 m are deployed at different locations in this scenario.
Rx is deployed on a vehicle, with a height of approximately
2 m. Channel measurements are carried out around three
BSs, and the trajectory of the vehicle is shown in Fig. 2(c).
Detailed measurement setup, such as the location of BS LBS ,
the location of Rx LRx , the antenna pattern of BS and Rx,
the feeder loss Lf , the transmitted power of BS PBS , and the
receiver sensitivity SRx , are shown in Table 1.

Finally, the received power PRx that characterizes the radio
wave propagation characteristics is collected at 23892 differ-
ent locations in the whole area, of which there are 10184,
9988, and 3720 sampling points located in the measure-
ment areas associated with BS1, BS2, and BS3 respectively.
Therefore, the measured results of PL under the above mea-
surement setup can be calculated according to the following
formula:

PL [dB] = PBS − Lf + GBS (Az,De)+ GRx − PRx (1)

where Az, De, and GBS are the azimuth, the decline angle,
and the antenna gain of BS, which are calculated based on
the antenna pattern and the locations of BS and Rx. GRx

TABLE 1. Measurement setup.

and PRx are the antenna gain and the received power of Rx
respectively, where GRx = 0 dBi.

B. PATH LOSS MODEL
The CI PL model and the A-B PL model are two commonly
used PL models. In this section, the CI PL model and the A-B
PL model are used to fit the measurement data for predicting
PL. Meanwhile, the absolute value of mean error (AME),
the mean absolute error (MAE), the standard deviation (STD)
of error, and the correlation coefficient r between the mea-
sured results and the predicted results are used as metrics to
evaluate the performance of the CI PL model and the A-B PL
model.

The CI PL model is based on fundamental principles of
wireless propagation and Friis’ model, which ties path loss at
any frequency to the physical free space path loss (FSPL) at
1 m according to Friis’ free space equation. In other words,
the CI PLmodel accounts for the frequency dependency of PL
by using one meter reference distance based on Friis’ law:

PLCI (fc, d3D) [dB] = FSPL (fc, 1 m)

+10nlog10(d3D)+ χCIσ (2)

where χCIσ represents the shadow fading (SF) that is modeled
as a zero-mean Gaussian random variable with a standard
deviation σ in dB. n represents the PL exponent (PLE)
obtained by minimizing the error of the measurement data,
which offers insight into PL based on the environment, with
a value of 2 in free space. d3D is the 3D distance between
BS and Rx, d3D > 1 m, and FSPL(fc, 1 m) is the FSPL at
frequency fc in GHz at 1 m and is calculated by [39], [40]:

FSPL (fc, 1 m) [dB] = 20log10

(
4π fc
c

)
(3)

where c is the speed of light, 3× 108 m/s.
TheA-BPLmodel employs the best fit line to themeasured

data using a least-squares regression method, without con-
sideration for the close-in free-space propagation that always
occurs in practice near an antenna out in the open. Mean-
while, the A-B PL model is only applicable under certain
conditions, the model parameters vary greatly when it is
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applied in different frequency bands or scenarios, resulting
in a lack of solid physical significance.

PLAB [dB] = Alog10

(
d3D
1 m

)
+ B+ χABσ (4)

where A and B represent the slope and the interception,
respectively, d3D is the 3D distance between BS and Rx, and
χABσ is SF which can be expressed as a zero-mean Gaussian
random variable with a standard deviation σ in dB.
AME is the absolute value of themean of all errors between

the measured results and the predicted results, and MAE is
the mean of all absolute errors between the measured results
and the predicted results. The former characterizes the per-
formance of the prediction model for all observation samples
as a whole, while the latter measures the performance of the
prediction model for each observation sample. STD is a char-
acteristic quantity which can represent the dispersion degree
of all errors between the measured results and the predicted
results. The correlation coefficient r is a statistical metric of
the dependence or association between the measured results
and the predicted results, which takes values between -1 and
1. The greater the absolute value of the correlation coefficient,
the greater the correlation between the measured results and
the predicted results. The absolute value of r greater than
0.8 indicates that there is a strong correlation between them.
AME, MAE, STD, and r in these PL models are defined as

AME [dB] =

∣∣∣∣∣∣
Nsample∑
i=1

errori

∣∣∣∣∣∣
Nsample

(5)

MAE [dB] =

Nsample∑
i=1

|errori|

Nsample
(6)

STD [dB] =

√√√√√√√
Nsample∑
i=1

(errori − µerror )2

Nsample
(7)

r =

Nsample∑
i=1

(PLi − µPL)
(
PL ′i − µPL ′

)
√√√√Nsample∑

i=1

(PLi − µPL)2
Nsample∑
i=1

(
PL ′i − µPL ′i

)2
(8)

where PL and PL ′ represent the measured results and the
predicted results of PL, respectively. Nsample is the number
of samples, error = {errori = PLi − PL ′i |, i = 1, 2,
. . .Nsample} is the errors between the measured results PL and
the predicted results PL ′. µerror , µPL , and µPL ′ are the mean
values of error , PL and PL ′, respectively.
Fig. 3 shows the measured results and the predicted results

of PL associated with different BSs, respectively. Table 2

FIGURE 3. Path loss in the measurement scenario with different BS.

TABLE 2. Parameters, errors and correlation coefficients of the CI PL
model and the A-B PL model.

summarizes the parameters in the CI PL model and the
A-B PL model, as well as the evaluation metrics, including
AME, MAE, STD, and the correlation coefficient r . For the
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TABLE 3. Environmental type and percentage.

reliability of models analysis, we use the CI PL model and
the A-B PL model to fit PL for 100 times, and get the mean
value of AME, MAE, and STD, and the value range of r .
As shown in Table 2, all PLEs n in the CI PL model are
greater than that in the FSPL model (which is 2), and all
slopes A in the A-B PL model are greater than that in the
FSPL model (which is 20). FSPL describes the loss in signal
strength of an electromagnetic wave that result from a LOS
path through free space. Therefore, n in the CI PL model and
A in the A-B PL model show that there are a large number
of NLOS paths in the three measurement scenarios. It can be
found that, the predicted results PL ′ obtained by the CI PL
model without χCIσ and the A-B PL model without χABσ have
a strong correlation with the measured results PL (r = 0.86
for the CI PL model and r = 0.87 for the A-B PL model).
However, the correlation coefficient r between the measured
results PL and the predicted results PL ′ obtained by the CI
PL model with χCIσ (belong to 0.73 − 0.75 and the mean
is 0.739) and that between the measured results PL and the
predicted results PL ′ obtained by the A-B PLmodel with χABσ
(belong to 0.74 − 0.75 and the mean is 0.749) are less than
0.8. Moreover, although AME between PL and PL ′ obtained
by the CI PL model and the A-B PL model are less than 1 dB,
the corresponding MSE (> 6.1 dB) and STD (> 7.7 dB) are
relatively large, which indicates that the predicted results of
the CI PL model and the A-B PL model are not ideal.

The percentage of different environmental types in the
measurement scenario is a key factor affecting radio wave
propagation, which is helpful to analyze the characteristics
of radio wave propagation. Based on the rasterized digital
map, the percentage pe of each environment type e in the
propagation scenario can be defined as

pe =
ne

NClutter
× 100% (9)

where ne is the number of the environmental type e, which is
equal to the number of rasters of the environment type e in the
propagation scenario. NClutter is the total number of rasters in
the propagation scenario, which can be obtained by dividing
the range of this scenario by the raster resolution RClutter .
In this paper, RClutter = 5 m. Hence, NClutter in the whole

area and the three measurement areas associated with BS1,
BS2 and BS3 are 61117070, 432674, 467988, and 150136,
respectively. The number of each environment type in the
whole area and the three measurement areas is counted. Then,
the percentage of each environment type in the corresponding
area can be calculated by (9). The number and percentage
of 20 environment types in the whole area and the three
measurement areas are shown in Table 3.

Based on Table 3, the proportion of high buildings (I-VII)
in the measurement area associated with BS1 is 12.48%,
which indicates that a large number of high buildings are
distributed in the measurement area associated with BS1,
which further illustrates that a large number of NLOS paths
exist in this scenario. According to the location of BS1 and
Rxs as well as the PL results obtained by (1), it can be known
that some points along the line PL = 160 dB in Fig. 3(a)
are mainly located between high buildings, rather than on
the main road, as shown by the black trajectory in the mea-
surement area associated with BS1 in Fig. 2(c). Therefore,
the occlusion of high buildings caused deep fading at these
points. In contrast, the proportion of high buildings in the
measurement area associated with BS3 is 2.09%, which indi-
cates that a small number of high buildings are distributed
in the measurement area associated with BS3. Some points
with small PL in Fig. 3(c) are mainly located on the main
road without a large number of high buildings, as shown by
the black trajectory in the measurement area associated with
BS3 in Fig. 2(c). The proportion of high buildings in the
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measurement area associated with BS2 is 2.51%. Although
there are a small number of high buildings in themeasurement
area associated with BS2, the lower BS height enhances the
impact of high buildings on radio wave propagation, resulting
in more NLOS paths in the measurement area associated
with BS2, resulting in the PLE n of BS2 is greater than that
of BS1 and BS3. Consequently, compared with the PL of
BS1 and BS3, the PL of BS2 increases more significantly
with the increase of distance.

Actually, the CI PL model and the A-B PL model fit
the overall trend of the PL of all observation samples with
distance as much as possible, but they cannot accurately
predict the PL with large difference within the same distance
range. Therefore, as shown in Table 2, the predicted results
of the CI model and the A-B model for BS1 and BS3 are
worse than their predicted results for BS2. Moreover, differ-
ent measurement scenarios need different CI models and A-B
models, which is difficult to cope with the development trend
of diversity, time-varying and mass wireless channels. There-
fore, it is necessary to establish a PL model to significantly
help improve the modeling accuracy and efficiency.

III. PATH LOSS PREDICTION MODEL BASED ON
MULTILAYER PERCEPTRON NEURAL NETWORK
In this section, three environmental features are defined
and extracted by considering the limited environmental type
information in the propagation scenario. PL prediction mod-
els are established based on environmental features and MLP
neural networks which are the most widely used neural net-
works [41]. Afterwards, the performance of the PL models
is evaluated in terms of environmental features, the network
architectures of MLP and training time. The details for PL
prediction model are as follows.

A. ENVIRONMENTAL FEATURES
Obstacles are the most important components of physical
environment for radio propagation. However, for large-scale
scenarios, the complexity of 3D environment modeling and
the diversity of materials both lead to the decrease of accu-
racy and the increase of computational complexity in chan-
nel modeling. Therefore, environmental features are defined
and extracted by considering the limited environmental type
information, which replaces the complex environment mod-
eling, reduces the complexity and improves the efficiency.
Definition 1 (Linear Environmental Features): Suppose

there are s environmental types in a given scenario, which
are denoted as e1, e2, . . . , es, respectively. From the mea-
surements, locations of all Rxs and the associated BSs are
known, which are denoted as LRx and LBS , respectively.
Hence, the projection points of Rx and BS on the digital
map can be obtained, denoted as L ′Rx and L ′BS , respectively.
As shown in Fig.4 (a), the straight line L can be uniquely
determined by L ′Rx and L ′BS , then the linear environmental
feature is defined as a s-dimensional vector FL :

FL = (l1, l2, . . . , ls) (10)

FIGURE 4. Environmental features.

where li is the length of the straight line L passing through
the corresponding environmental type ei, i = 1, 2, . . . , s.
Definition 2 (Unweighted and Weighted Rectangular Envi-

ronmental Features): Suppose there are s environmental types
in a given scenario, which are denoted as e1, e2, . . . , es,
respectively. From the measurements, locations of Rx and
the associated BS are known, which are denoted as LRx and
LBS , respectively. Hence, the projection points of Rx and BS
on the digital map can be obtained, denoted as L ′Rx and L

′
BS ,

respectively. As shown in Fig.4 (b), a rectangle R with the
diagonal line L connecting L ′Rx and L ′BS can be determined,
then the unweighted rectangular environmental feature is
defined as a s-dimensional vector FR1:

FR1 = (N1,N2, . . . ,Ns) (11)

where Ni is the number of the corresponding environmental
type ei in the rectangle R.

Similarly, the weighted rectangular environmental
feature is defined as a s-dimensional vector:

FR2 = (ω1, ω2, . . . , ωs) (12)

where ωi is a weighted accumulation of the number of the
corresponding type ei in the rectangle R, expressed as

ωi =
∑

P∈R,RP=ei

dis
(
L ′BS ,L

′
Rx

)
dis
(
P,L ′Rx

)
+ dis

(
P,L ′BS

) (13)

where dis
(
L ′BS ,L

′
Rx

)
is the distance between L ′BS and L ′Rx .

Similarly, dis
(
P,L ′BS

)
and dis

(
P,L ′Rx

)
represent the distance

between the sampling point P and L ′BS and between the
sampling point P and L ′Rx , respectively.

B. PRINCIPAL COMPONENT ANALYSIS OF
ENVIRONMENTAL FEATURES
Considering the correlation between similar environmental
types, the extracted environmental features are transformed
to a set of uncorrelated variables by PCA, which elimi-
nates redundant information among environmental features,
reduces the feature dimension, and improves the predicted
efficiency.

1) PRINCIPAL COMPONENT ANALYSIS
Fundamentally speaking, PCA is a simple dimensionality
reduction technique, or feature combination technique [30].
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The central idea of this technique is to find an orthogonal
transformation to transform a group of variables that may
have correlation into a group of linearly unrelated variables,
while preserving all the information in initial variables as
much as possible. The transformed variables are called prin-
cipal components.

Suppose there are p variables, and each variable has m
observation samples, denoted as Xi ∈ {(xi1, xi2, . . . , xim)′ ,
i = 1, 2, . . . , p}. Loosely, PCA can be expressed as[

Y1, . . . ,Yp
]
=
[
X1, . . . ,Xp

]
Hp×p (14)

where Hp×p ∈

{(
hij
)
p×p , i, j = 1, 2, . . . , p

}
is the

transformation matrix. The transformed variable Yi ∈{
(yi1, yi2, . . . , yim)′ , i = 1, 2, . . . , p

}
is the i − th principal

component, which is obtained by the weighted additive
combination of all initial variables. The relationship between
the components of initial variables and the components of
principal components is as follows.

yij =
p∑

k=1

hkixkj, i = 1, 2, . . . , p, j = 1, 2, . . . ,m (15)

where i = 1, 2, . . . , p; j = 1, 2, . . . ,m.
Moreover, the transformation matrixHp×p must satisfy the

following conditions.

• The first principal component Y1 represents more infor-
mation of all initial variables compared to the second
principal component Y2. Likewise, Y2 represents more
than the third principal component Y3, and so on. Vari-
ance, which measures the dispersion of variables, can
be used to represent the information of variables. There-
fore, the variance of principal components follows the
rule:

Var (Y1) > Var (Y2) ≥ . . . ≥ Var
(
Yp
)

(16)

where Var (Yi) represents the variance of the principal
component Yi, i = 1, 2, . . . , p.

Var (Yi) =

m∑
j=1

(
yij − Yi

)2
m− 1

Yi =

m∑
j=1

yij

m

(17)

• The principal components are independent of each
other. In other words, there is no redundant informa-
tion between different principal components. Covari-
ance provides ameasure of the strength of the correlation
between two or more sets of random variables. If the
variables are correlated in some way, then their covari-
ance will be non-zero. Conversely, if the variables are
not correlated, their covariance will be zero. Therefore,
the covariance between different principal components

is zero, that is,

Cov
(
Yi,Yj

)
≡ 0, i 6= j, i, j = 1, . . . , p

Cov
(
Yi,Yj

)
=

m∑
k=1

(
yik − Yi

) (
yjk − Yj

)
m− 1

Yi =

m∑
k=1

yik

m

Yj =

m∑
k=1

yjk

m

(18)

where Cov
(
Yi,Yj

)
is the covariance between the princi-

pal component Yi and the principal component Yj.

So to sum up, PCA is to reduce the number of variables
without much loss of information. The solving process of
principal component analysis includes the following four
parts:
• Standardization of initial variables: PCA is quite sen-
sitive to the variances of initial variables. If there are
large differences between the ranges of initial variables,
those variables with larger ranges will play a leading role
in the analysis, ignoring the influence of those variables
with small ranges on the principal components, leading
to deviations in the analysis results. Therefore, we must
standardize the range of initial variables so that each
one of them contributes equally to the analysis. Math-
ematically, the standardization of the initial variable Xi
is expressed as

X̃i ∈
{
(x̃i1, x̃i2, . . . , x̃im)′

}
x̃ij =

xij−Xi√√√√ m∑
k=1
(xik−Xi)

2

m−1

Xi =

m∑
k=1

xik

m

(19)

where i = 1, 2, . . . , p, and j = 1, 2, . . . ,m.
• Covariance matrix computation: Once the standard-
ization is done, all initial variables will be transformed
to the same scale. The next step is to analyze the
correlations between the standardized variables. The
covariance matrix which can summary the correlations
between all the possible pairs of the standardized vari-
ables, is expressed as

Cp×p =
(
Cov

(
X̃i, X̃j

))
p×p (20)

where i, j = 1, 2, . . . , p.
• Eigenvectors and eigenvalues of covariance matrix
computation: Based on the relationship between vari-
ance and information: the greater the variance, the larger
the dispersion of the variable, and the richer the informa-
tion contained in this variable. Geometrically speaking,
principal components represent the direction of those
variables that explain a maximal amount of variance.
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The eigenvectors of the covariance matrix are actu-
ally the directions with the largest variance. Therefore,
the principal components can be obtained by solving the
eigenvectors of the covariance matrix Cp×p. Meanwhile,
the principal components in order of significance can be
obtained by ranking the corresponding eigenvectors in
order of their eigenvalues, highest to lowest.
In other words, suppose the eigenvalues of the covari-
ance matrix Cp×p are δ1, δ2, . . . , δp, and the correspond-
ing eigenvectors are V1,V2, . . . ,Vp, respectively. If the
eigenvalues satisfy: δ1 > δ2 > . . . > δp, the i − th
principal component Yi will be obtained by

Yi =
p∑
j=1

X̃jVi (21)

which is equivalent to
yi1
yi2
...

yim

 =

x̃11 x̃21 . . . x̃p1
x̃12 x̃22 . . . x̃p2

. . . . . .
. . . . . .

x̃1m x̃2m . . . x̃pm



vi1
vi2
...

vip

 (22)

where Vi =
(
vi1, vi2, . . . , vip

)′
, i = 1, 2, . . . , p.

• Dimensionality reduction based on contribution
rate: In this step, we need to reduce the dimension
of variables by discarding the unimportant components
which are those components with less information.
The percentage of information accounted for by each
component, that is, the contribution rate τ of each
component representing the initial variables, can be
computed by

τi =
δi
p∑
j=1
δj

(23)

where i = 1, 2, . . . , p, and the cumulative contribution
rate 0i of the first i principal components is

0i =

i∑
j=1
δj

p∑
j=1
δj

(24)

Given a threshold G, if 0i ≥ G, we choose
to reduce the dimension of the p-dimensional vari-
able

{
Y1,Y2, . . . ,Yp

}
to the i-dimensional variable

{Y1,Y2, . . . ,Yi}, which is the main component.

2) DIMENSIONALITY REDUCTION OF
ENVIRONMENTAL FEATURES
It can be seen from Table 3 that there are no four types
of environment: sea, wet land, suburban openarea, and sub-
urban village in the three measurement areas. Therefore,
16-dimensional linear, unweighted rectangular, and weighted
rectangular environmental features can be extracted based on
the definition of environmental features in the section III-A

TABLE 4. Contribution rate and cumulative contribution rate of each
principal component in linear environmental features.

TABLE 5. Contribution rate and cumulative contribution rate of each
principal component in unweighted rectangular environmental features.

and the remained 16 environmental types, including water,
urban openarea, green land, forest, reflection glass cur-
tainwall, high buildings (I-VII), parallel regular buildings,
irregular large buildings, irregular buildings and road land,
in Table 3. Then, PCA is used to select the main component
from these environmental features. As shown in Table 4,
the cumulative contribution of the first ten components of
the linear environmental features is 99.47% (≥ G = 99%),
that is, these principal components λ1, λ2, λ3,. . .,λ10 already
contain 99.47% of the information in the initial linear envi-
ronmental features. Therefore, it is feasible to simplify
the environmental feature FL into a 10-dimensional vector
λL = (λ1, λ2, λ3, . . . , λ10).

Similarly, the cumulative contribution rates of the compo-
nents of the unweighted and weighted rectangular environ-
mental features are shown in Table 5 and Table 6, respectively.
Then, retaining more than 99% of the information in initial
environmental features, the environmental features FR1 and
FR2 are reduced to 5-dimensional and 10-dimensional feature
vectors, namely φR1 = (φ1, φ2, φ3, . . . , φ5) and ϕR2 =
(ϕ1, ϕ2, ϕ3, . . . , ϕ10), respectively.
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TABLE 6. Contribution rate and cumulative contribution rate of each
principal component in weighted rectangular environmental features.

TABLE 7. Data sets with different environmental features.

C. DATA SETS CONSTRUCTION
After extracting environmental features, it is necessary to
combine the measurement data with environmental features
to construct datasets for establishing PL prediction models.
From the section II-A, the information of BS and Rx is
obtained by measurement and subsequent processing, includ-
ing LBS , LRx , fc, Lf , Az, De, GBS , PBS , and PL at all measure-
ment positions. The distance d3D between BS and Rx is a key
factor affecting radio wave propagation, so the distance d3D
is also used as an input parameter for PL prediction models.

Environmental features of the measurement data are
extracted by the method described in section III-A, and the
corresponding low-dimensional features are also generated
by using PCA. In order to analyze the impact of environ-
mental features on PL, seven datasets containing different
information are constructed as shown in Table 7. The dataset
without environmental features is expressed as D1, where the
set {LBS ,LRx , d3D,Az,De,GBS ,PBS , fc,Lf } forms the input
set of MLP neural networks, and {PL} is the target set. D2,
D3, D4, D5, D6, and D7 are the datasets with environmental
features, where their input sets are the combination of the
input set of the dataset without environmental features and
the corresponding environmental features, and {PL} is their
target set.

D. PATH LOSS PREDICTION MODEL
Compared with many neural network structures, MLP neu-
ral network which is trained by the BP algorithm, is more

TABLE 8. Network architectures and hyperparameter settings.

mature in theory and performance, and has the advantages
of simple structure, stable state, and easy implementation.
In this section, MLP networks with different architectures
are employed to establish PL prediction models. Meanwhile,
the impacts of ANN architectures, the percentage of training
samples, and environmental features on the predicted results
are evaluated by AME, MAE, STD, the correlation coeffi-
cients r , and the time ratio T . The time ratio T can reflect the
training efficiency of different MLP neural networks estab-
lished to analyze the impact of the same parameter, such as
ANN architectures, the percentage of training samples, and
environmental features, on the PL model, which is defined as

T =
Ttraining

max(Ttraining)
(25)

where Ttraining =
[
t1, t2, . . . , tNnet

]
,max(Ttraining) is the max-

imum value of the components in Ttraining, Nnet is the number
ofMLP neural networks, and ti is the training time of the i−th
MLP neural network, i = 1, 2, . . . ,Nnet .

1) NUMBER OF NEURONS
The number of neurons in the hidden layer is a key factor
affecting the performance of MLP networks. If the number
of neurons is too small, ANN does not have the necessary
learning and information processing capabilities. Conversely,
too many neurons will reduce the learning rate and easily lead
to overfitting. Today, there is no clear theoretical method on
how to determine the number of neurons. However, the num-
ber of neurons in a MLP network with one hidden layer can
be roughly determined by empirical formula.

In this work, the number of neurons in the hidden layer is
determined as follows:

Nh =
√
Ninput + Noutput + α (26)

where Ninput and Noutput are the number of neurons in the
input and output layers, respectively. Nh is the number of
neurons in the hidden layer, and the factor α can take a value
between 1 and 10.

Considering the dimension of the datasets constructed in
the section III-C, it is finally determined that the number of
neurons in the MLP network with one hidden layer can take a
value between 8 and 14. In order to explore the impact of neu-
rons on PL prediction models, seven MLP neural networks
with 8 to 14 neurons in the hidden layer are established, and
70% training samples were randomly selected from the above
seven datasets. Table 8 shows the different architectures and
hyperparameter settings of MLP networks, where n(i) means
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TABLE 9. Error analysis of PL prediction models under different network settings.

that the number of neurons in the i − th hidden layer is
n. The learning rate lr is 0.05, the percentage of training
samples to total samples Ptrain is 70%, the training function
ftrain is Levenberg-Marquardt (L-M), the loss function floss is
mean-square error (MSE), the goal error Egoal is 0.00001,
and epoch which defines the number times that the learning

algorithm will work through the entire training dataset,
is 1000.

The second column in Table 9 shows the analysis of the
error between the measured results PL and the predicted
results PL ′ obtained by the MLP networks with one hidden
layer and different numbers of neurons in the hidden layer.
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It can be seen that, whether it is based on the dataset without
environmental features or the dataset with environmental
features, the AME of MLP-based PL prediction models is
less than 0.15 dB. Meanwhile, the MAE and STD of these
PL prediction models are less than 3.76 dB and 4.91 dB,
respectively, which are better than the predicted results of
the CI PL model and the A-B PL model. Moreover, as the
number of neurons in the hidden layer increases, the STD of
MLP-based PL prediction models shows a downward trend.
This phenomenon is mainly because the increase of neurons
improves the nonlinear characterization ability ofMLP neural
networks, which makes PL prediction models more stable
and STD smaller. However, the increase of neurons will lead
to the increase of training time and affect the efficiency
of PL prediction models. As shown in the fourth figure in
the second column of Table 9, the time ratio T increases as
the number of neurons in the hidden layer increases. It takes
the longest training time to establish the MLP neural network
with 14 neurons using the dataset with unweighted environ-
mental features, which is 19.294 s.

The correlation coefficient r between the measured results
and the predicted results obtained by the MLP-based PL
models are greater than 0.91, which are significantly higher
than that between the measured results and predicted results
obtained by the CI PL model and the A-B PL model. We find
that the correlation coefficient between the predicted results
obtained by MLP neural networks based on the datasets with
environmental features and the measured results is greater
than that between the predicted results obtained by MLP
neural networks based on the datasets without environmental
features and the measured results, which shows the effective-
ness of environmental features and also conforms to the law
that environment has an important influence on radio wave
propagation. Further, no matter how many neurons are in the
hidden layer, the correlation coefficient between the predicted
results obtained byMLP neural networks based on the dataset
with unweighted environmental features and the measured
results is the largest, which reveals that the unweighted envi-
ronmental features can more effectively describe the mea-
surement scenario.

In summary, compared with the CI PL model and the A-B
PLmodel, PL prediction models based onMLP networks can
achieve high-accuracy PL prediction. Meanwhile, the intro-
duction of environmental features, especially the unweighted
environmental features, helps MLP neural networks to learn
the relationship between radio propagation and environmen-
tal types automatically, and improve the stability of PL pre-
diction models.

2) NUMBER OF HIDDEN LAYERS
The number of hidden layers affects the nonlinear mapping
capability of ANN. The more hidden layers, the stronger the
nonlinear mapping capability. In order to explore the impact
of the number of hidden layers on PL prediction models,
we established three MLP networks with one, two and three
hidden layers, expressed as H1 = {10(1)}, H2 = {10(1), 5(2)},

andH3 = {10(1), 5(2), 3(3)}. Meanwhile, theseMLP networks
are trained with 70% samples selected randomly from the
above seven datasets. The architecture and hyperparameter
settings of these MLP networks are shown in Table 8.
The third column in Table 9 shows AME, MAE,

STD, the correlation coefficient, and the time ratio of PL
prediction models based onMLP neural networks with differ-
ent number of hidden layers. It can be seen that the maximum
value of AME is less than 0.2 dB, and the MAE and STD
of PL prediction models based on MLP neural networks are
less than 3.644 dB and 4.752 dB, which are better than the
predicted results of the CI PL model and the A-B PL model.
As the number of hidden layers increases, the MAE and STD
ofMLP-based PL prediction models show a downward trend.
However, a large number of hidden layers lead to overfitting
and increase the training time, which will affect accuracy
and efficiency of these PL prediction models. As shown in
the fourth figure in the third column of Table 9, compared
with the training time of the MLP neural network with two
hidden layers, the training time of the MLP network with
three hidden layers increases significantly, and the training
time of the MLP neural network with three hidden layers
based on the dataset with weighted rectangular environmental
features is the longest, which is 19.254 s.

The correlation coefficients between the measured results
and the predicted results obtained by MLP neural networks
are greater than 0.924, which are higher than that between
the measured results and the predicted results obtained by
the CI PL model and the A-B PL model. Compared with
the predicted results obtained by MLP neural networks
based on the datasets with linear environmental features and
weighted rectangular environmental features, the predicted
results obtained byMLP neural networks based on the dataset
with unweighted environmental features has the strongest
correlation with the measured results, which reveals that
the unweighted rectangular environmental features are more
helpful to improve the accuracy and stability of PL prediction
models. Moreover, the predicted results obtained by MLP
neural networks based on the datasets with environmental
features are better than that obtained byMLP neural networks
based on the datasets without environmental features, which
further indicates the effectiveness of environmental features.

On balance, the accurate and effective prediction of PL can
be achieved by adding hidden layers in a certain range and
introducing environmental features. In this study, based on
the unweighted rectangular environmental features, the MLP
neural network with two hidden layer H2 = {10(1), 5(2)}
realized the PL prediction with both accuracy and efficiency
(see Fig. 5).

3) TRAINING PERCENTAGE
ANN has high requirements on the number of training sam-
ples. A small number of samples leads to overfitting and
affects the generalization ability of ANN. A large number of
samples leads to long training time and reduces the efficiency
of ANN. In order to analyze the impact of the number of
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FIGURE 5. The predicted results of path loss based on the model
H2 = {10(1), 5(2)}.

training samples on PL prediction models, the predicted
results of the MLP-based PL model H2 = {10(1), 5(2)}
under different numbers of training samples are compared.
The training samples are randomly selected with different
percentages (10% - 100%) from the training dataset which
accounted for 70% of the total dataset. The architecture
and hyperparameter settings of the PL prediction model are
shown in Table 8.

The fourth column in Table 9 shows AME, MAE, STD,
the correlation coefficient, and the time ratio of MLP-based
PL prediction models with different training samples. The
MAE and STD of the MLP-based PL prediction models
decrease and the training time increases with the increase of
training samples. We find that the AME, MAE and STD of
the MLP-based PL models built with a percentage of 60%
and above training samples are very close, which means that
60% of the training samples is enough to obtain the stable
prediction models. As shown in the fourth figure in the fourth
column of Table 9, the training time of the MLP neural

networkH2 = {10(1), 5(2)} based on all training samples with
weighted rectangular environmental features is the longest,
which is 15.814 s. The time ratios of the PL predictionmodels
established by 60% of the training samples corresponding
to seven datasets (D1 ∼ D7) with different environmental
features are 0.24, 0.32, 0.27, 0.52, 0.26, 0.34, and 0.29,
respectively.

To be brief, MLP neural networks obtained by 60% train-
ing samples can achieve high-accuracy PL prediction, which
significantly reduces the training time and improves the effi-
ciency of PL prediction models. Meanwhile, the introduction
of environmental features, especially unweighted environ-
mental features, improve the accuracy and stability of PL
prediction models.

4) EFFECTIVENESS OF ENVIRONMENTAL FEATURES
Based on the above analysis, it can be seen that the intro-
duction of environmental features helps to establish the sta-
ble PL prediction model, and the unweighted rectangular
environmental features are more effective than the other two
environmental features. In order to further explore the effec-
tiveness of environmental features and their impacts on PL
prediction models, the predicted results of the PL models
H1 = {10(1)}, H2 = {10(1), 5(2)}, and H3 = {10(1), 5(2), 3(3)}
under different environmental features are compared in this
section. The architecture and hyperparameter settings of these
MLP neural networks are shown in Table 8.
The fifth column in Table 9 shows AME, MAE, STD,

the correlation coefficient, and the time ratio of PL prediction
models based on different environmental features. The MAE,
STD and the correlation coefficient r of the datasets with
environmental features is smaller than that of the dataset
without environmental features, which indicates that the envi-
ronmental features improve the performance of PL prediction
models and verifies the effectiveness of the environmental
features proposed in this work. Meanwhile, MAE, STD, and
the correlation coefficient r bsaed on the datasets with differ-
ent environmental features satisfy the following formula:

MAED1 > MAED2 > MAED6 > MAED4

STDD1 > STDD2 > STDD6 > STDD4

rD1 6 rD2 6 rD6 6 rD4

(27)

From (27), it can be seen that the unweighted environ-
mental feature is the most effective among the three types
of environmental features, which can be answered from the
definition of environmental features. The linear environmen-
tal feature only considers the environmental types on the LOS
path. However, due to the complexity of the propagation envi-
ronment, multiple propagation mechanisms produced by the
surrounding environment, such as reflection, diffraction, and
scattering, exist in radio propagation. Therefore, the effec-
tiveness of linear environmental features is lower than that of
rectangular environmental features.

Because the height information of the radio propagation
environment is not considered, a large number of environ-
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mental types which do not affect radio propagation are added
in the extraction of rectangular environmental features. If the
environmental type that does not affect radio propagation is
close to the LOS path, the weighted rectangular environmen-
tal feature will enhance the interference of this environmental
type. Therefore, compared with the weighted environmental
features, the unweighted environmental features are more
effective when the height information is not considered.
In addition, although some information of environmental
features are lost after dimensionality reduction, and the per-
formance of PL prediction models is reduced, but it can still
achieve high accuracy prediction of PL. Compared with PL
predictionmodels based on the initial environmental features,
the training time of PL prediction models based on the low-
dimensional environmental features are reduced by 20% on
average.

IV. CONCLUSION AND FUTURE WORK
In this paper, PL prediction models based on MLP neural
networks with different architectures are established. Three
environmental features are defined by considering limited
environmental type information and propagation mechanism,
which avoid the cumbersome process of 3D environment
modeling and improves the efficiency of PL prediction mod-
els. Meanwhile, PCA is used to eliminate the linear corre-
lation between similar environmental types. Seven different
datasets are constructed by different combinations of the
measurement data and environmental features. PL predic-
tion models based on MLP neural networks with different
architectures are trained by these datasets. The impact of
environmental features and network hyperparameters, such
as the number of neurons in the hidden layer, the number
of hidden layers, and the number of training samples on PL
prediction models are studied and analyzed.

The predicted results show that: (1) compared with the CI
PL model and the A-B PL model, the PL models based on
MLP neural networks can achieve high-accuracy PL predic-
tion. (2) The introduction of environmental features improves
the accuracy and stability of these PL prediction models,
and the effectiveness of the unweighted rectangular environ-
mental features are more significant. (3) The accuracy of
PL prediction models increase with the complexity of the
network architecture. However, an overly complex network
architecture is prone to overfitting, resulting in a decrease
in the accuracy and efficiency of PL prediction models.
(4) 60% of the training samples from training sets is enough
for obtaining a high efficiency and stable PL prediction
model.

In summary, in the absence of 3D environment modeling,
MLP neural network uses limited environmental types to
reflect the propagation characteristics, and establishes PL
prediction models, which can provide a theoretical basis
for wireless network optimization and communication sys-
tem design. However, due to the lack of height informa-
tion, the environmental features can not accurately reflect
the propagation characteristics, which affects the accuracy of

the PL prediction models. RT can extract multipath informa-
tion reflecting propagation characteristics. Therefore, RT and
ANN can be combined in future work to further improve the
accuracy of PL prediction models.
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