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ABSTRACT Human-robot interaction is inevitable due to the increase of the autonomous intelligent
machines in the human vicinity. The autonomous machines should synchronize with the interacting human.
The key factor for synchronized Human-Robot Interaction (HRI) is a human intention. The interacting
machine must have the clue about the intention of the interacting human for a useful interaction. In this
review paper, recently proposed intention-based approaches for human-robot interaction are discussed. The
approaches are categorized concerning different aspects, e.g., application area, specialized and generalized
estimation techniques, etc. The review categorized the recently proposed approaches into five categories.
The categorization is mainly based on the application areas of the intention recognition approaches. The
type of approaches includes general and application-specific approaches. The application areas include
synchronized physical human-assistance, human-synchronized vehicles, etc. The vehicles are synchronized
with the driver and the pedestrian. The study highlighted the currently active as well as the dormant areas of
the intention-based human-robot interaction and indicated new directions.

INDEX TERMS Intention recognition, intention based safe vehicles, intention based bionics, intention based
teleoperation.

I. INTRODUCTION
The capability of interaction with one another is the most
important feature in social life. The capability exists in almost
all forms of living organisms. From humans to the animals,
it exists according to different norms of nature in different
species. The capability is built in all of the living organisms.
To master this capability is another question. There can be
different ways to best synchronize, between each other in dif-
ferent scenarios, among different living organisms. In order
to complete a task in a shared environment, this capability is a
basic requirement. The task may correspond to collaborative
operation, resource sharing, collision avoidance, assistance,
etc. Since the capability is built in the living being therefore
given not much consideration if utilized efficiently. In the
case of machines, it is not a trivial task to synchronize with
the interacting entity (living) by the machine. Along with
other factors (gesture recognition, language interpretation,
context understanding, etc.), the intention of the interacting
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entity (living) is the most basic and key factor for synchro-
nized interaction. Almost all the factors are governed by
the intention of the interacting entity. Mostly the machines
are expected to interact with humans by recognizing human
intention. There have been direct and indirect contributions
in the field of intention recognition for a long time. The
direct contributions correspond to the approaches related
to the intention estimation and indirect approaches corre-
spond to the approaches for operations estimation, required
for intention estimation, e.g., gesture/action understanding,
context understanding, etc. The review paper discusses the
direct approaches proposed in recent years. The old direct
approaches exist in the literature, e.g., [1]. The recently pub-
lished related review papers involve [2], [3]. The review paper
is focused on only the intention measurement techniques
applied on different problem domains, not like [2] where
intention recognition is not the only focus but also intention
definition, robotic response, and case studies. The research
work in [3] discusses mostly Bayesian Based approaches for
intention recognition. The presented review also highlights
new emerging areas including intention recognition based
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improved road safety. Recently the area of human intention
recognition has been dormant as the research community is
not very much active in the core area of intention recognition.
The core area means that the intention recognition algorithm
proposition that can be applied in a problem domain. Rather
the community is active in specific areas that require inten-
tion recognition as the basic ingredient in the solution, e.g.,
intention-based pedestrian safety, physical assistance, etc.
The review paper covers the approaches in different applica-
tion areas of intention recognition, features based intention
recognition approaches, as well as the generalized inten-
tion recognition approaches proposed so far. The paper is
organized as follows: In the comparative survey section,
the overall approaches are summarized concerning differ-
ent perspectives, e.g., Figure. 1 represents the number of
approaches belonging to different application categories,
year-wise. Figures 2 represents the focus of the research
community in the area of the intention recognition year-
wise, on the whole. Similarly, Figure 4 categorizes the
approaches concerning the techniques applied for model-
ing human intention, year-wise. Section 2 discusses the
generalized approaches proposed for intention recognition.
Section 3 covers the approaches that are application-field spe-
cific, e.g., brain signals modeling for intention recognition,
intention-based Road / Pedestrian synchronized safe vehicle,
synchronized physical assistance based on human intention,
less active subfield of intention recognition for teleoperation.
The last Section 4 summarizes and concludes the presented
review.

II. COMPARATIVE SURVEY
The recently proposed approaches of intention recognition
concerning time and techniques are discussed using graphs.
Time-based graphs describe the proposition of approaches
with respect to time. Techniques based graphs represent the
relation between the approaches and the time of proposition
with respect to the techniques used for intention recogni-
tion/modeling. Another important aspect corresponds to the
timeline along which different approaches are proposed in
different domains of Human-machine interaction that are
based on human intention recognition.

Figure 1 provides a compact perspective of the state of
the art in the area of human intention recognition in HRI.
It represents multiple contributions proposed for estimating
human intention through different newly proposed and exist-
ing algorithms. The algorithms come from machine learn-
ing, deep learning, probabilistic modeling, etc., as described
in Table 2. Figure 2 shows the relation between the papers
published in the domain of intention recognition and the years
in which the papers were published. It can be seen that the
highest number of papers published in the year of 2018. The
highest numbers of the paper published in the year 2018 in the
category of robotic assistance in the field of human intention
estimation as evident fromFigure 1. Figure 2 shows that in the
year 2003 to 2005, very few contributions were made in the
domain of intention recognition in human-robot interaction.

FIGURE 1. The vertical lines represent the number of contributions. The
location of the lines on the plane represents the year (axis-year of
publication) in which that contribution was published and the other axis
of the plane (Domain) represents the area in which the contribution falls.

FIGURE 2. The graph represents the total number of papers published
each year in the domain of Intention recognition, in Figure 2.

The contributions made from 2003 to 2005 were smooth in
numbers, in a general category, shown in Figure 2.

Figure 3. represents the relationship between the tech-
niques and the number of research papers published in the
domain of intention recognition in the area of human-robot
interaction. The abbreviations given in Figure 3 are described
in Table 2.

The intention recognition approaches can be divided into
two major categories, namely generalized approaches and
application-focused approaches. The generalized approaches
are the ones that involve the proposition of a general model
for human-intention modeling, recognition, the reaction after
intention recognition, both modeling and recognition, etc.,
without focusing an application at the time of proposition.
The application-focused approaches involve the approaches
that mostly use existing modeling techniques for inten-
tion recognition/reaction / etc., specifically considering an
application-area.

III. GENERALIZED INTENTION ESTIMATION TECHNIQUES
Most of the existing general intention recognition approaches
are general in all aspects, i.e., not only the modeling of inten-
tion is general but also the intended application is domain-
independent, etc. It means that the general approaches are

205822 VOLUME 8, 2020



M. Awais et al.: Intention Based Comparative Analysis of Human-Robot Interaction

TABLE 1. Summary of the Generalized intention recognition approaches.

FIGURE 3. The graph represents the total number of papers using a
specific technique in the domain of intention recognition, published each
year.

feature independent, i.e., they can be applied for inten-
tion modeling as well as intention recognition in almost all
domains requiring intention recognition. There exist a few
generalized intention recognition approaches which focus
specific input feature/s for modeling the human intention or
for human intention recognition, as given in Table 1. The
specialized input corresponds to the gaze-based input [36],
object affordance for assembly task [37], torque [38], and
context [39] in general intention recognition approaches. The
approaches considered in Figure 1 also considered general-
ized approaches in a specific domain, using some specific
features as described in Table 1. The approaches [40], [41],
[45]–[48], [51]–[53], [55] correspond to the most generalized
intention estimation techniques as shown in the graph in the
Figure 3.

Figure 3 provides the graph of the general approaches
published in the years from 2003 onwards. It can be seen from
the graph that the rate of proposing the general approaches
was quite low in the previous years and in recent years there
is almost no contribution to such approaches. The graph
in Figure 3 shows only the pure generalized approaches that
are general in all perspective as compared to the approaches
given in Table 1 that also contains control, gaze, etc., based
general approaches.

The algorithm involved in proposing the generalized
intention recognition approaches are described categori-
cally in Table 2. In accordance to Table 1, Table 2 con-
tains the pure and specific input feature-based generalized
approaches. The years of publications of the approaches,
mentioned in Table 2 describe that initially probabilistic algo-
rithms are used for the proposition of intention recognition

FIGURE 4. The graph represents the total number of papers published
each year for proposing pure generalized intention recognition
approaches.

and Bayesian [36], [43], [51], [52], is the most fre-
quently used technique for this purpose. HMM is also a
well-known probabilistic modeling technique that is mostly
used in application-specific intention recognition as given
in Table 3 but also used for the proposition of generalized
intention recognition as given in Table 2. A few exam-
ples of recursive probabilistic algorithms also exist for the
proposition of generalized intention recognition [35], [45],
given in Table 2. Classification algorithms from deep learn-
ing and other algorithms are rarely used for this pur-
pose [38], [39], [50], [54].

The Section discusses different approaches for recognizing
human intention. The proposed approaches do not focus on a
specific application of the approach for intention recognition.
A few less generalized approaches consider a specific feature
for recognizing human intention. The gaze is one of the
specific features that was used to recognize the intention.
Most of the approaches used probabilistic algorithms to con-
struct a general intention recognition solution. [35] used the
Extended Kalman Filter (EKF) to estimate the human inten-
tion concerning its hand movement. To estimate the human
intention multiple models of human hand motions are used
based on EKF. Based on human intention the switching is
performed among the models representing the human hand
motion based on human intention. The models are updated
in three steps that are Interaction / Mixing, Model Matched
Filtering, and Model Probability Update. These steps corre-
spond to the calculations of state belief and posterior prob-
abilities of the models. [36] considered the combination of
gaze and model-based human intention could improve the
intention recognition. The gaze related data corresponding
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TABLE 2. Summary of the application-focused intention recognition approaches.

to a specific human intention is probabilistically used to
recognize the gaze-based human-intention. The features used
in gaze-based human-intention-recognition involve fixation
length and time. In the second part, the intention recognition
model corresponds to the probabilistic representation of the
action sequence. The generalization of existing approaches
used for model-based human intention recognition. Both of
the parts, i.e., gaze and model approaches are combined
using the Bayesian. [39] classified intention as navigation and
informational intention in gaze-based intention recognition.
The informational intention corresponds to find objects with a
goal, in a visual input to the human. The navigation intention
corresponds to finding objects of interest without a goal. The
features used to identify the navigational and informational
intention involve fixation length, fixation count, and pupil
size variation. For eye-tracking, Tobii 1750 system was used.
Neural Network was used as a classification technique to
recognize the human’s implicit intention. [38] proposed adap-
tive impedance control function to synchronize the human
intention with the developed humanoid Nancy. The force
exerted by the human is sensed through the force/torque sen-
sor and the arm of the humanoid moves accordingly. RBFNN
is used to estimate human intention. [40] presented an
approach named Intention-Driven Dynamics Model (IDDM)
that is based on Gaussian Process Dynamics Model (GPDM).
The GPDM model is inspired by the Gaussian Process
Latent Variable Model (GPLVM). GPLVM models the joint

probability of the observed data in low dimensional latent
space without considering the time-based progression. IDDM
is proposed as an Intention based extension of GPDM. IDDM
considers the influence of intention for the transitions among
the latent states. The hyperparameters are learned using the
Expectationmaximization in the IDDM. The IDDMbest suits
to model the human action at a lower level as GPDM is used
tomodel different parts of the human body. The approach [45]
used the Finite State Machines to model human intention.
Different FSMs represented different human intentions to be
modeled. A Particle Filter based algorithm was used to rec-
ognize human intention. As the human-robot interaction sce-
nario proceeded the transitions in the different related FSMs
occurred. The FSM that was near to reach the destination state
was considered to be the most probable FSM that model the
current human intention. The approach in [41] was based on
the FSM proposed in [45]. The main idea was to recognize
human intention as early as possible to make the intention
recognition process proactive. The structure of a FSM was
used to recognize the intention proactively. In case if the state
sequence in the FSM becomes unique that represented the
most probable intention then the intention was considered to
be recognized before reaching the destination state. It made
the intention recognition process proactive by early recogniz-
ing human intention. [43] used the existing (small structures)
of Bayesian Networks (BN) to construct a bigger BN for
modeling the human intention. The construction of BN is
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an incremental process based on existing BN and contextual
information. The experiment was performed for Linux Plan
Corpus as well as for Prisoner’s Dilemma problem. The use
of contextual information was claimed to be useful for bet-
ter human intention modeling (constructing the incremental
BN). Reference [51] claimed novelty by eliminating the cycle
in Dynamic Bayesian Networks (DBN) for intention recogni-
tion. Reference [51] described that the cycles are produced by
the feedback by the sensed (action/intention) states. A large
number of prior and conditional probabilities are required in
the proposed approach for intention recognition [53]. The
modeling technique is so complex that there existed tech-
niques [62] to reduce the complexities. The approach in [52]
introduced an extension of DBN. The proposed approach was
a pure general intention estimation technique. The performed
extension corresponded to the proposition of Hybrid DBN.
The concept of hybridity is related to the use of continuous
as well as discrete-valued states in DBN. The approach [52]
empathized the importance of continuous values as the proba-
bilistic values and sensory outputs aremostly continuous. The
approach in [48] proposed the proactive behavior of the inter-
acting robot. The robot responded according to the already
known human intentions. Each action for a proactive response
was assigned a tendency value. If no intention was estimated,
then all the response action received 0 tendency value. If esti-
mated intentions were greater than a threshold value, then
again action tendencies of response actions were zero. If the
number of intention estimates is greater than 1 and less than
the threshold value, then the response action was selected
using conditional entropy, expected success rate, valence
value, safety requirement, and most likely sequence. If only
one intention is estimated, then the concerned response action
was selected using Lorenz’s psycho-hydraulic model [69].
Reference [46] proposed Ontology-based intention recogni-
tion. Rule-based approach RuleML was used for intention
recognition. DBN was used to implement the ontology. The
proactivity in human intention recognition is achieved by the
application of information entropy. A simulated robot is used
to evaluate the approach.

Reference [44] proposed mirror neuron and simulation
theory-based cognitive architecture for human intention esti-
mation. The architecture involves perception from environ-
ment, attention, memory, behavior mapping, behavior mod-
eling, intention reading, and behavior selection modules.
A behavior selection algorithm is also proposed that involves
three cases for behavior selection. The cases occur if the
object under attention does not has a mapping with behaviors
in the memory. In the first case, one higher behavior is found.
In the second case, more than one higher behavior is found
and the uncertainty level is zero. In the third case, more
than one higher behavior found with the uncertainty level is
bigger than the threshold value. Simulation (Matlab) based
experiments are performed for intention-based Human-Robot
Interaction (HRI). Reference [42] proposes a pedestrian
behavior model based on the social model proposed in [67].
The pedestrian model is composed of three virtual forces,

i.e., are acceleration force towards a goal, repulsive force
from other pedestrians, and obstacle. Different parameters
are involved in this model including the position of sub-
goals, distance to sub-goals, and velocities of the pedestri-
ans. The pedestrian behavior involves the three concepts of
reaching the goal, i.e., moving towards the goal (free walk),
avoiding a pedestrian in the way to reach the goal (avoid),
and following the other pedestrian towards the goal (follow).
Reference [37] proposed the use of object affordance for
intention understanding using the Hidden Markov Model
(HMM). They used the scenario of the assembly line. The
grasping of a specific object was used to estimate different
actions intention through HMM that can be performed with
that object. The forward algorithm in HMM is improved by
predicting themost likely future state. The approach proposed
in [47] used HMM to model the interaction intentions of
a human. The different behaviors involved in a meeting,
passing by, dropping, and picking up. The visible variables
of HMM models were selected as the change in the position
and the angle at which the robot is supposed to interact. The
approach is comprised of modeling human activity as well
as human intention. Reference [49] used HMM to model
the human intentions for human-robot interaction. The goal
of an intention was considered as a visible state parameter.
The consideration was due to the reason that the goals repre-
sented the intentions. The approach novelty corresponded to
the usage of changing parameters that encode the task goal.
Dee proposed proactive agents based on internal states [50].
The internal state was generated using the sensory-motor
information with the time. Different variations of Neural
Networks were used to model the internal states. The pro-
posed approach claimed that the understanding of the inter-
nal state could improve the proactive behavior of the agent.
The approach [53] in proposed utility [48] based intention
recognition. The plan of the agent was modeled as the agent’s
intention and the plan with maximum expected utility was
considered as the estimated intention. The proposed approach
emphasized the requirement of the outcome of an intended
task and the outcome corresponded to the utility value of
the task. The approach was more related to the plan of
understanding. Reference [54] considered the use of a fuzzy
inference engine to estimate the human intention without
going into the details of the inference engine. It is argued that
the physiological data is easy to measure and the qualitative
mapping between the physiological measures and emotion
recognition can be performed based on the recent research
work. The qualitative mapping between physiological data
and emotions/intention is performed through the fuzzy infer-
ence engine. The approach in [55] used graph representation
for intention recognition. A three-layered graph approach
was used. The layers consisted of action, proposition, and
the goal/intention layer. All the layers used nodes and the
connected nodes represented an intention graph. An action
was modeled using preconditions and effects. The intention
recognition process was comprised of goal recognition and
intention recognition.
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TABLE 3. Summary of the application-focused intention recognition approaches.

IV. APPLICATION DOMAIN FOCUSED INTENTION
ESTIMATION TECHNIQUES
The section discusses the application-domain specific inten-
tion recognition approaches. The application- domains are
enormous as all distinct scenarios in which a human inter-
acts with an artifact can be a potential domain, depend-
ing on the intelligence imparted to the artifact. There are
a few application-domains that are under consideration by
the research community, e.g., autonomous cars, synchronizes
assistance, etc. The completely autonomous vehicles are in
the test phase around the world. Although vehicles (robots)
are not completely autonomous for all kinds of driving but
driving in connection to a pedestrian is being made secure by
making it semi-autonomous. Therefore, pedestrian intention-
recognition for safe driving has emerged as a new application
area of human-robot interaction. It is a human-robot interac-
tion scenario in which the human is a pedestrian and the robot
is a semi-automatic vehicle.

The section discusses the application-domain specific
intention recognition approaches. The application- domains
are enormous as all distinct scenarios in which a human
interacts with an artifact can be a potential domain, depend-
ing on the intelligence imparted to the artifact. There are
a few application-domains that are under consideration by
the research community, e.g., autonomous cars, synchro-
nizes assistance, etc. The completely autonomous vehicles
are in the test phase around the world. Although vehi-
cles (robots) are not completely autonomous for all kinds
of driving but driving in connection to a pedestrian is being
made secure by making it semi-autonomous. Therefore,
pedestrian intention-recognition for safe driving has emerged
as a new application area of human-robot interaction.

FIGURE 5. Histogram of the technique by the approaches proposed in the
category of the Generalized intention recognition.

It is a human-robot interaction scenario in which the human
is a pedestrian and the robot is a semi-automatic vehicle.

Similarly, a lot of research work is done in the synchro-
nized robotic assistance. The category involved robotic assis-
tance, exoskeletons, and tactile sensors. A few approaches
also exist in the brain interface and autonomous navigation.
The autonomous navigation category does not specifically
consider the humans in the environment as a pedestrian but
considers the humans as moving obstacles with intention.
Whereas the pedestrian represents a specific human behav-
ior. The approaches concerning intention estimation are dis-
cussed in the order described in Table 3. On the pattern of
Table 2, Table 4 describes the techniques used to propose the
application-domain specific solutions.

The approaches are categorized into five categories,
namely 1) Brain Interface, 2) Intention based road syn-
chronized safe vehicle, 3) Synchronized physical assistance,
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TABLE 4. Categorization of the proposed approaches in the domain of intention recognition in the field of human-robot interaction concerning the
techniques, used to propose the solution.

4) General Intention Estimation Techniques, 5) Intention esti-
mation for Teleoperation.

A. BRAIN INTERFACE
The approaches correspond to intention estimation tech-
niques that model the human brain signal. The approaches try
tomapwhat the human intends to dowith the signal generated
by the brain in response to that intention. Mostly modeled
signals correspond to Electroencephalography (EEG). The
techniques used for mapping involve deep learning models
and probabilistic methods. Reference [4] used the Convo-
lutional Neural Network (CNN) and Recurrent Neural Net-
work (RNN) to model the EEG signals, obtained from the
brain to model different human intentions. Both cascade and
parallel application of CNN and RNN were used to capture
the spatial and temporal features of EEG signals. They con-
verted 1D data obtained from signals into 2D data using the
location of the sensors placed on the human. Reference [5]
provided a comparison of different techniques to calibrate
the intention (human) decoder vector. The compared meth-
ods involved Piecewise Linear Model, Instant-OFC, Position
Error, Unit Vector, ReFIT, Raw Decoder Velocity. The cali-
bration vector is developed using a feedback control vector,
using linear feedback control, by subtracting the target posi-
tion from the cursor position, unit vector pointing from cursor

to target, decoded velocity, velocity vector respectively. There
is no discussion in both of the approaches [4], [5] about the
definition of the human intention as it is mostly defined as
action sequences [45], [46], [48], [51], etc. The presented
approaches in this section proposed direct mapping between
the EEG signal and intention using Deep learning models and
simple modeling techniques.

B. INTENTION BASED
ROAD/ZZZZZ/WWWWW/PEDESTRIAN SYNCHRONIZED
SAFE VEHICLE
Intention recognition can play a vital role in the prediction of
the next human position. In this regard, recognizing human
intention can improve the safety of autonomous navigation
by avoiding a potential collision.

Probabilistic techniques are applied to estimate the next
human location for safety improvements. Reference [6] used
HMM along with VORONOI diagrams for safe human-robot
interaction in a warehouse scenario. The human inten-
tion in focus corresponded to the path adopted by the
human. The paths in the warehouse are modeled using
the VORONOI diagrams and the optimal paths between
two points were calculated using D. The two points cor-
respond to the current and goal location of the human.
The paths followed by the human worker were monitored
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FIGURE 6. Histograms of the techniques used by the approaches
proposed in the subcategory of Brain interface of application-specific
intention recognition approaches.

and used as observation of the HMM for human intention
estimation.

Reference [7] used the intention estimation for navigation
of the autonomous robot among manually driven vehicles,
other robots, and humans. Intention estimation corresponds
to the behavior modeling of the other driven vehicles for
the smooth navigation of the autonomous system in the
above-mentioned scenario. The behavior was modeled using
a set of trajectories related to the other driven vehicles. The
intention estimation for behavior modeling was performed
using the particle filter and the decision tree simultaneously.
The reference trajectories were used as already known maps
in the particle filtering algorithm. Similarly, the grid cell
features were used as a reference to calculate the different
categories. The experiments showed that for binary class
problem decision tree and multi-class problem particle filter
worked well.

Reference [8] proposed KF based human tracking to avoid
the human-robot collision. The human behavior (intention)
to avoid a collision or not is estimated using the social
force model [67]. The social force model [67] provides four
aspects to model pedestrian behavior. The proposed solu-
tion considers two of the four aspects of the social force
model [67]. In the first aspect, acceleration is calculated using
the relaxation time, actual velocity, and desired velocity of
the pedestrian. In the second aspect, the repulsive effect of
other pedestrians is calculated using the repulsive potential.
A vision-based driver intention inference system is proposed
in [9]. Themodeled intention corresponded to the lane change
during driving. The time-series driving data was modeled
using a novel ensemble bi-directional RNN along with Long
Short Term Networks (LSTM). The input data were obtained
from different from cameras along with the VBOX vehicle
data acquisition system.

The presented approaches [6]–[8] focused warehouse sce-
nario, behavior modeling using trajectories, and collision
avoidance considering the human intention to avoid a colli-
sion, to model the human behavior for navigation and suc-
cessful navigation in warehouse scenario. Once again the
prior definition of human intentionwas not defined. Either the
human actions are or the change in the environment is used

to model the human intention It is related to the autonomous
navigation but purely focuses on the pedestrian’s intention to
avoid the collision in case of a vehicle on the road. Mostly
deep learning algorithms are used to recognize/classify the
pedestrian’s intention. A few examples also existed in which
probabilistic solutions are provided.

Reference [10] used polynomial-time series approxima-
tion along with the Multi-Layer Perceptron (MLP) archi-
tecture to model the movement-behavior of road passersby
(pedestrians, cyclists, etc.) for intelligent vehicles to avoid
accidents. The behavior was modeled using the recognition
of the motion states and the prediction of future trajectories
of the passerby. The time series based observation is used
to update the states that are modeled using polynomials and
trajectory prediction is performed using MLP.

Reference [11] considered intention recognition in the spe-
cific case if the pedestrian intends to cross the road. The head
pose and the motion of the human are focused to estimate
the human intention. The algorithms used for feature extrac-
tion involve Histogram of Gradients, Local Binary Patterns,
and CNN. The recognition is performed using the machine
learning classification algorithms involving SVM, Artificial
Neural Network, K Nearest Neighbor, and CNN. The head
and legs of a human are segmented and then the feature is
extracted. Based on the features the pose andmotion direction
are estimated that are combined with the pedestrian context
information to estimate the final road crossing intention. The
testing is performed on the video clips from the data set of
Joint Attention for Autonomous Driving.

Reference [12] proposed themixture of the driver and auto-
mated system to control the vehicle. The driver and system’s
input is combined to operate the vehicle. The driver’s control
model is calculated based on two simple assumptions, i.e., the
driver can understand the combination function (driver and
system input) and the driver’s intention to control the vehicle.
The intention recognition corresponds to the share (human
and system) in the control of the vehicle according to humans.

Reference [13] estimates the pedestrian intention of cross-
ing or not crossing the road using the accelerometers carried
by the pedestrians by using simple classifiers.

Reference [14] applied different machine learning
approaches on the pedestrian data to estimate the intention
to cross the road. The machine learning approaches involve
Support Vector Machine (SVM), Convolutional Neural Net-
works (CNN), Dense Neural Network, LSTM along with
the LiDAR data. The earlier proposed approach [16] only
used SVM for intention selection based on the classification
by pedestrian data. The approach [16] used handcrafted for
features for classification purposes. In the current research,
CNN is used for feature selection, and the application of
different approaches are evaluated for pedestrian prediction.
The used features involve pedestrian-related (velocity, dis-
tance traveled, and distance from the crosswalk and to the
road orthogonally) and relative data of vehicle and pedestrian
(position and movement (velocity to reach crosswalk) of a
car). The prediction rate of Dense NN (with handcrafted
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features) was better than SVM and Dense NN with CNN +

LiDAR, for crossing pedestrians. In the case of non-crossing
pedestrians, Dense NN and SVM performed comparatively
better than the Dense NN with CNN + LiDAR The modu-
lation of EMG for different human users decrease the ability
to decode the human’s movement intention. A human-user
adaptive movement decoding method is proposed [15]. Ref-
erence [15] used the Convolutional Neural Network to learn
the features of human biosignals obtained from EMG. The
learned features can be used to decode the human movement
intention.

Reference [17] proposed a rule-based algorithm for the
driver intention detection concerning the pedestrian intention
to cross the road. The algorithm is based on the data collected
by a simulated driving test performed on 32 diverse drivers.
The collected data corresponds to the driver gaze and the
speed pedal position if the pedestrian is to cross the road.
There were six different pedestrian scenarios (on the road or
walking towards the road) related to which the driver data was
collected.

Reference [18] constructs different Bayesian Net-
work (BN) models for driver intention recognition. A model
suitable related to the current road situation is selected out of
different BNs. The road is divided into different regions to
facilitate driver intention recognition. The factors affecting
the driver’s intention are considered as the nodes of the BN.
The factors include a traffic signal, road condition, direction,
and location of the vehicle.

Reference [19] used HMM for driver intention recognition
to avoid an accident due to driver negligence. The approach
discussed the simplification of the HMM models represent-
ing an activity. The considered activity involved a driving
environment, i.e., paddle position, the position of a vehicle in
traffic, etc. The simplification of models corresponded to the
braking of the HMMmodel into sub-models. Each sub-model
represented a discrete driving maneuver. The implication also
involved the breakup of the state transition matrix concerning
the number of sub-models.

A data analysis based pedestrian crossing intention estima-
tion was discussed in [20]. The crossing pedestrian data was
collected by a laser sensor and anHD camera. An (AT-LSTM)
LSTM with an attention mechanism model was proposed
and trained based on the data. The results of AT-LSTM were
compared against SVM and were found better.

C. SYNCHRONIZED PHYSICAL ASSISTANCE
The synchronized assistance corresponds to the approaches
that recognize the human intention for operating the machine,
directly connected to the human body for assistance in per-
forming different physical activities. Most of the discussed
approaches used machine learning approaches and a few
approaches used and probabilistic based solutions. Almost
all the approaches used Torques as features to estimate
human intention. Reference [21] proposedRadial Basis Func-
tion Neural Network (RBFNN) for the estimation of the
acceleration, velocity, and position of the human limb. The

FIGURE 7. Histograms of the techniques used by the approaches
proposed in the subcategory of a pedestrian synchronized safe vehicle of
application-specific intention recognition approaches.

FIGURE 8. Histograms of the techniques used by the approaches
proposed in the subcategory of synchronized physical assistance of
application-specific intention recognition approaches.

intention corresponds to the human movement with which
the robotic assistance is required to be synchronized. It is
assumed that the human hand is in contact with the robotic
hand. The data collection is performed using the adaptive
impedance control method and the Network is trained offline.
The graphs represented the experimental results that RBFNN
based parameter estimation (corresponding to the human
intention) is very close to the actual values of parameters
as compared to the estimated parameter values of the adap-
tive impedance control method. Reference [22] used two
Recurrent Neural Network (RNN) for intention estimation.
First RNN is used to predict the future movement of the
human and the second RNN is used to predict the trajec-
tory of the human for a specific Goal location. The input
of the first RNN is used as input to the second RNN. The
history of trajectories is also the input of the second RNN.
The output of the second RNN is used as the identification
of human intention for which the robot is desired to assist
proactively. Reference [23] proposed an inverse dynamic
based approach for exoskeleton JointMuscular Torque (JMT)
calculation. The JMT calculationwas performed for the lower
limb. For both the legs, JMT values are separately calcu-
lated. They calculated inverse dynamics for each leg. The
JMT was divided into mass-induced and foot-contact-force
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torque. Reference [24] used the Extreme Learning Machine
(ELM) [68] algorithm for modeling human intention. The
data obtained from the hand wearable sensors is input to
ELM which is fast training deep learning technique. The
output of ELM is used to classify human intention. The ELM
algorithm is trained to classify the different human intentions
using the related data obtained from a wearable hand sen-
sor. The experiments focused the handing over tasks in the
human-robot collaboration scenario. Reference [25] analyzed
the human-grasping intention using the tactile sensors. The
intention recognition was performed using the force distribu-
tion on the interaction surface, estimated through the tactile
sensors. The analysis was performed using three machine
learning approaches, i.e., KNN, SVM, and AdaBoost. The
classifiers were trained using the data gathered for known
intentions with the corresponding force distribution on the
interaction surface. The machine learning models involving
KNN, SVM, and AdaBoost were checked on the dynamic
data sets and all the classifiers have a low error rate. The
results of KNN and SVM were found optimal as compared
to AdaBoost. Reference [26] estimated the human intention
especially in case of joint manipulation of an object by
humans and the robot. The considered scenario corresponds
to the human and the robot holding an object and the robot
estimate the twisting or wrenching intention of the human
through wearable sensors. The inertial sensors are used to
get the measurements. The measurements are obtained in
terms of linear acceleration and angular velocity and are
used to estimate the relative kinematics and orientation. Ref-
erence [27] focuses on the intention recognition problem
of the human with the disabilities. As human intention can
be recognized from its behavior, it is difficult to recognize
the intention of a human that has disabilities. In the case
of disabilities, human behavior is less visible as compared
to a perfectly fit person. The proposed solution is based
on the objects with a set of features in the surroundings
and the actions that can be performed on the objects. The
human intention is estimated using the Maximum A Poste-
riori (MAP) probability. The MAP is calculated using the
argmax of objects and actions over the probability distribution
of objects, actions, and features. Reference [28] discussed the
human adaption to an exoskeleton giving a rough estimate
of the humanmuscular torques through Electromyographical,
without any customization. The paper discusses the adaption
ability of the human with the exoskeleton that gave a rough
estimation of human muscular torques. Reference [29] rec-
ognized the human intention by interpreting the finger worn
inertial sensor data using HMM. The data obtained from
the sensor was preprocessed. The preprocessing involved
FFT based sensor usage detection and k-means based cluster
selection. The experiments were performed based on five
hand gesture types and five HMM models were trained and
tested respectively. The goal of the approach is to facilitate the
elderly in their daily life. Reference [30] used Hierarchical
HMM (HHMM) to recognize the human intention exactly in
the same scenario and with the same objective as discussed

in exactly the [29] previous approach. The only difference
is that in the current approach, the context information is
also used to refine the human intention recognition process.
The context-based intention recognition is modeled using
HHMM. Cesta proposed the proactive behavior of the robot
by activity monitoring [31]. The proposed approach focuses
on elder care by the robot assistant. Two ways of inter-
actions are described namely, On-Demand interaction and
Proactive interaction. Proactive interaction corresponds to the
activity monitoring and constraint-based proactive and warn-
ing giving the response. An abstract algorithm is described
for adding and removing the constraints while monitoring
the activities. The eldercare project is at its beginning as
described by the authors. The described behavior appears
warning or reminding of some operation forgotten by the
humans. Reference [32] proposed a control-based approach
for assistive robotics. The approach utilizes the intention
of the human, wearing the assistive exoskeleton, for better
assistance as per the humanmotion intention. A force-sensing
resistor was designed for the estimation of the human motion
intention. Intentional Reaching Direction (IRD) was used
to detect the human intention for synchronization with the
human motion. Different working modes were defined for
the exoskeleton to work with the human arm. Two different
algorithms were proposed for mode selection and IRD esti-
mation. Reference [33] proposed Electromyogram (EMG)
signal based solution for rehabilitation of post-stroke patients.
The human muscles motion-intention sensed using EMGwas
mapped using the Back Propagation Neural Network model
with a novel input feature vector. Joint torque estimation and
prediction are proposed in [34] for the lower limb exoskeleton
for walking. The proposed approach consisted of a dynamical
movement primitives based model. The solution proposed
in [63] claims to be adjustment-free as it is the common
requirement for the usage of prosthetic legs. The approach
used Fuzzy logic along with a gyroscope and accelerometer
with other sensors. The focus of the presented research [61] is
the complexity concerning the complexity involved in irreg-
ular daily motion trajectory during upper limb rehabilitation
training. In this regard, a hierarchicalmulti-classification sup-
port vector machine is used to classify human motion inten-
tion and the motion model of the processed signal obtained
from humans.

D. INTENTION ESTIMATION FOR TELEOPERATION
All the approaches concerning intention recognition in the
subdomain of teleoperation used probabilistic methods to
model human intention. The used probabilistic approaches
involved recursive Bayesian and variants of HMM. Refer-
ence [56] proposed human intention estimation based on the
Bayesian approach. A recursive Bayesian intent estimation
algorithm was proposed that uses the Bayesian approach to
estimate the intention for each human intended goal recur-
sively. The distance to the intended goal location as well
the human actions were used to estimate the human action.
The focus of the presented solution was the teleoperated
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FIGURE 9. Histograms of the techniques used by the approaches
proposed in the subcategory of teleoperation of application-specific
intention recognition approaches.

assistance under shared autonomy. Reference [57] proposed
HMM-based teleoperation. The intention of humans is rec-
ognized based on the haptic sensors. The focus was on the
phase change of haptic data while manipulating an object.
The phase change corresponded to either the transportation
intention or the positioning intention of the human. A bet-
ter online feature extraction approach was claimed to be
used [70] as compared to the previously offline approach [71].
Reference [58] used Layered HMM (LHMM) to model
human motion. Each of the body parts involved in the motion
was modeled by a classifier that was used in the LHMM
approach. The human motion was modeled for simple tele-
operation tasks. The approach was evaluated by the trajectory
data of the teleoperated robotic manipulator.

V. SUMMARY AND CONCLUSION
It can be observed that recently the research community has
been quite active in the novel domain of pedestrian safety
by recognizing the pedestrian intention, as evident by the
presented approaches in Section 2. There is a potential motive
of the auto industry behind the domain as it can improve
the road safety enormously by making the vehicles more
intelligent and semi-autonomous. The presented solutions are
developed using deep learning and probabilistic algorithms.
The recognized Intention of pedestrian and driver is used
to improve road safety and collision avoidance. Different
kind of aspects of the pedestrian is used to define pedestrian
intention. In Section 2, almost all of the presented approaches
consider pre-collision strategies. The consideration of soft
collisions can open new directions in this application area
of intention recognition. The soft collision can be defined
as if the vehicle’s automated system infers that the col-
lision is inevitable then driving maneuver leading to the
least damaging situation (soft collision) can be opted by
the vehicle. The pedestrian safety (intention-based / other
features) is the need of the time as many auto companies
have tested or in the process of testing the self-driving vehi-
cles [72], [73], etc. The topic is still new as the research
community is working on it inmultiple dimensions, e.g., [74].
Reference [74] discusses the general limitations and road

scenarios with conventional and self-driving vehicles. Sim-
ilarly approaches [9], [12], [17]–[19] also exist to make
driving easy by recognizing the driver intention. For future
directions, the vehicle may guide the driver in his driving
maneuvers, e.g., by recognizing the driver intention that if the
driver is going to overtake another vehicle on the road then is
it to safe to perform the overtake maneuver or is it dangerous
or lethal according to the traffic on the road? There can
be automatic intention recognition based suggestions from
the navigation system, telling the speed limits not only on
motorways but also in city limits about hospitals, schools,
etc. The research work [65], [75] is already in progress
for inter-communication between the vehicles. Road safety
can be further improved by inter-communicating the driver’s
intention with each other. Similarly, as pedestrian safety,
physical assistance is another emerging field in which the
research community is recently active as there exist different
recent contribution in this application subdomain of intention
recognition, i.e., [21]–[25], [61], etc. Most of the existing
solutions in Section 3 use Control theory, Machine and Deep
Learning approaches and a few probabilistic approaches also
exist, e.g., recently [76] used voice modeled using Gaus-
sian Mixture Model as means to interface between human
and assistive hardware, [60] used deep learning for human
intention-based object grasping. The presented approaches
are more specialized for a specific problem rather than a
generalized solution, applicable for multiple problems of this
section. Almost all of the solutions focused on the psychi-
cal weakness of humans. A recent approach [33] presented
a solution in connection to the post-stroke situation. More
complex disability-diseases can be focused to address the
disability problems. The research community has been active
in the field of exoskeleton based human-physical assistance
but the space of improvement exists in multiple aspects,
namely, accuracy in intention recognition, still the need to
wear the exoskeleton, usage of simplified and predefined
human models for training, and the design of rigid-soft-soft
coupling [77], [78]. Despite the improvements in the field
of Physical assistance, bionic research is mostly restricted to
wearable physical assistance. The joint venture of medical,
mechatronics, and applied information science is necessary
to develop bionic prototypes. There is a lot of room avail-
able in this area for the proposition of approaches that can
provide bases for the development of bionic limbs. Recently,
the research community in the field of information science is
not very active in the field of general intention recognition.
Most of the generalized approaches came from applied prob-
abilistic research. Especially Deep Learning algorithms have
not been used frequently to propose the generalized inten-
tion recognition solution. The generalized intention recog-
nition approaches have gradually decreased as visible from
Figure 3. As per the available literature, the latest general
approach was proposed in 2012 in [40], [41] as shown
in Table 1. There has been less generalized intention recog-
nition approaches proposed in 2018 and 2014, [36]–[39],
the approaches are generalized, based on gaze, object
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affordance, and torque based. It implies that in recent history
there is a lack of interest in the research community in propos-
ing a general intention recognition approach. Moreover, there
has been no approach proposed specifically focusing on
household tasks, etc. It is evident from the non-existence
of the interacting robots in normal life. There is an exam-
ple of Roomba robots [86] that are devoid of the capa-
bility of human-robot interaction. There also exist some
other less active application domains of intention recognition,
e.g., teleoperation, autonomous navigation, and brain signal
understanding. As per the contributions in these application
domains, brain signal is comparatively more active as com-
pared to the others and has the potential to be carried on by the
research community due to its wide application in human life.
The purpose of Intention recognition in teleoperation means
the interpretation of the human moves at another end. The
interpretation corresponds to the autonomous execution of the
auxiliary tasks related to human intention. In teleoperation,
the auxiliary moves are of great importance as the moves
relate to the current situation that the human at the other
end may not be fully aware of. Moreover, as the human
is not physically present at the teleoperated site, the inten-
tion estimation becomes more complex. Both of the above
constraints make the intention recognition and complacence
reaction a difficult task. Therefore, the intention recognition
and the complacence reaction tasks are simple as discussed
in Section 5 approaches. It implies that there is a space of
potential intention recognition approaches for a complex task
in the sub-area of teleoperation. The three areas discussed in
this review paper have been ignored by the research com-
munity. The areas are generalized algorithms for intention
recognition, intention extraction from the brain, and the inten-
tion recognition in teleoperation. Almost all of the proposed
generalized intention recognition algorithms are probabilis-
tic. As per the literature review, Deep learning is not utilized
comprehensively in proposing a generalized intention recog-
nition solution. Only one approach [38] considered torque
to classify among human intentions using RBFNN. Intention
estimation using brain signals must be again a joint venture
of information and neuroscientists. The intention recognition
through the brain signal will be the direct way to understand
the human’s intent. Currently, almost all of the intention
recognition approaches use an indirect way. The indirect
way corresponds to mostly the action sequences [41], [45],
sequences of changes [35], [48], [49], [52], [54], [55], in the
environment, object affordance [37], gaze [36] etc. All the
features/aspects or sequences of changes in features/aspects
used in the indirect way work as the mapping to a spe-
cific intention respectively. In the generalized approaches
category, there has been no proposition of the novel algo-
rithm or fusion of some existing approaches. Most of the
recent solutions, proposed in the sub-area are focused or
a specific problem [36] using a specific feature as input.
The application domains of intention recognition exist every-
where humans exist. In a household scenario, there are a
lot of intelligent machines that interact with the human,

e.g., kitchen accessories, laundry, temperature control, etc.
Similarly, in the mechanic’s workshop there exists machines
for vehicle repair, in the doctor’s operation theater there
exist delicate machines doing very delicate tasks, military
with defense accessories, employees at assembly line with
different assembling machines, workers in refineries, labor-
ers in factories, etc. In almost every field of life, with the
human presence, the machines must have the capability of
intention recognition for synchronized interaction. Normally,
machines with such characteristics do not exist in a com-
mon man’s life. Therefore, intention recognition in all of
its sub-areas is still very less explored territory. There can
be some intention-based AI software that can be used to
create good intentions for the software user. Such kind of
software can be kind of good model makers, etc. Since the
intention is the mapping between the sequences and a spe-
cific mode (intention) of the human. In the reverse direction,
that is creating such a sequence that can change the mode
from negative to positive can open a new field in this area.
Moreover, as an application that software can be used for
rehabilitation, teaching as well for entertainment purposes,
e.g., for child engagement in specific activities, etc. Under-
standing the intentions of an infant and engaging the baby
for different purposes can also be a new direction in intention
recognition and interaction. The engaging may correspond to
teaching some new activities interactively, etc.
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