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ABSTRACT Nowadays, the cybersecurity issue involves new strategies to protect against advanced threats
and unknown attacks. Intrusion detection system (IDS) is considered a robust system dealing with attacks
detection, particularly unknown attacks and anomalies. Several IDS-based algorithms have been recently
inspected in the literature, among them the well-known strengthen algorithms, i.e. Genetic algorithm (GA).
Moreover, Epigenetic-based algorithm (EGA) is known as an improved version of GA ensuring high
performance with reduced computational complexity. Its main goal is to converge within a short time towards
an optimal solution by acting on genetic operators, namely mutation and crossover. In this article, we propose
a new classifier based on EGA for IDS. Especially, based on a database of network traffics, EGA is applied to
classify attacks. The results, performed through EGA simulation, show that the performance of the proposed
technique outperforms the ones of GA classifier by obtaining a high detection rate up to 98% and a faster
processing time than that of GA and other algorithms that we have compared in this article.

INDEX TERMS Epigenetic algorithm, genetic algorithm, intrusion detection system, network, security.

I. INTRODUCTION
Intrusion Detection Systems (IDS) is one of the main tech-
niques used to ensure security in a network or computing
environment. It is defined as either software or hardware sys-
tems that monitor and analyze events occurring in a computer
system or network so as to detect malicious activities or intru-
sions [1]. IDS are systems that have proven their efficiency in
serious security constraints [2]. Owing to this fact, they attract
the researchers’ attention by proposing new approaches aim-
ing to improve the system security robustness against new
potential unknown attacks. Actually, three types of methods
used in IDS can be distinguished, namely (i) signature-based
method [3], (ii) anomaly-based method [4], and (iii) hybrid
signature/anomaly-based method to get a complementary
intrusion detection. While signature-based IDS technique
matches the presented attack’s signature with a database of
known attacks [5], the anomaly-based IDS can effectively
identify unknown attacks whose signatures do not exist in
database, by learning about certain normal behaviors in the
network. To this end, it raises alerts or block traffics once an
abnormal behavior in the network is detected [5]. Although
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Anomaly-based IDS can detect efficiently unknown attacks,
there still a big challenge to ensure high accurate performance
by maximizing the detection rate and minimizing the false
positive one [6]. The GA algorithm is categorized as an
anomaly-based IDS and is one of the best-known heuris-
tic methods and evolutionary algorithms dealing with the
solution of an optimization and classification problem [7].
Firstly, GA was combined with a multi-agent system so as
to improve the IDS detection efficiency [8]. In [9], GA was
used to find the optimal parameters of fuzzy functions multi-
agent. Later, GA was applied to classify and generate the
best rules for intrusion detection purposes [10]–[12]. Nev-
ertheless, the use of GA made the training procedure costly
as it requires more data and time. Although its efficiency,
finding a fitness function still the major concern of GA
in IDS [13]. To remedy the limitations of GAs, Epigenetic
Algorithm (EGA) is presented as a concurrent algorithm
allowing to reach the optimal solution within a respected
time. For that, EGA have attracted researchers’ attention and
shown their effectiveness in solving some problems such as
GSM mobile planning frequency [14] and Inverse Kinemat-
ics problem [15]. Essentially, it relies on the control of the
randomness of gene activities. This can be ensured by the
use of additional factors aiming to enhance both mutation
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and crossover operations in classical GA, and consequently
contribute to its convergence acceleration [16]. Inheritance,
crossover andmutation operations exist in EGA structure, and
they are called as epigenetic inheritance, epicrossover, and
epimutation [17]. This new operations acting on individuals’
genes including inactive ones, called epigenetic factors (EF),
to build the optimal next population. Such a list can be
built relying on one of the feature selection methods such as
correlation features selection (CFS) [18], [19], InfoGain [20],
or gain ratio (GR) [21].

A. RELATED WORKS
In the context of IDS, table 1 outlines the most known
approaches utilized in the literature, dealing with the
considered problem! Essentially, among these approaches,
we site statistical [22], [23], datamining-based methods [24],
machine learning (ML) techniques [25], [26], artificial neural
network (ANN) [27], fuzzy logic (FL) [28], support vec-
tor machine (SVM) [29], [30], and genetic algorithm (GA).
We can then classify this number of detection approaches
according to adopted database, performance result, and
approach’s limitations. Specifically in [23], the presented
model was based on a statistical approach by collecting com-
munication activities, and then conducting a joint analysis
to detect the host malicious behavior. However, this model
give a low accurate. The Bayesian-based [31] model provide
a moderate accuracy because the focus is on classifying the
classes for the instances, not the exact probabilities [32].
While ML algorithm has been used in anomaly-based mal-
ware detection techniques [33], the ANN-based algorithm has
been presented as a detection technique of both known and
unknown distributed denial of service (DDoS) attacks [27].
As heuristic and evolutionary learning, ANN-based algorithm
requires more data and time that why it made the train-
ing procedure costly [34]. Furthermore, FL and SVM-based
methods strengthening the intrusion detection in the network
were investigated in [28] and [30], respectively. FL provide
high accuracy and high false alarms [32]. In the new data
set that contains new attacks (like ADFA-WD and Bot-IoT)
SVM provide a good accuracy but it was not as good as
for every machine learning technique used [35]. In [36],
the wavelet neural network (WNN) model applied to the
IDS gave results with a moderate accuracy and high com-
putational complexity because it is necessary to reduce the
size of the wavelet decomposed data. As for convolutional
neural network (CNN) algorithm [37], this model gives a
moderate accuracy and a high cost of computational in front
of a complex architecture and a diversity of the data in real
time [38].

B. CONTRIBUTION
Motivating by the above, we propose a new scheme based
on EGA to detect intrusions and network attacks in IDS.
Explicitly, the presented algorithm improves the detection
and false negative rates of IDS to achieve high accurate
performance while reducing the running time. Specifically,

TABLE 1. Classification of related works for various intrusion detection
approaches.

the main contributions of this article can be summarized as
follows:
• Based on a training dataset, we propose an epigenetic
algorithm to detect and classify attacks,

• Weoptimize the proposed algorithm’s parameters so that
to enhance the proposed classifier’s reliability,

• We provide useful insights into the performance of the
EGA-based classifier for IDS.

The remainder of this article is structured as follows.
Section II presents the proposed EGA-based algorithm for
IDS and discussed the effects of key parameters of the
system’s security. Simulation results and insightful discus-
sions gained into the IDS performance are summarized in
Section III. Lastly, section IV reports closing remarks that
outlines the current contribution.
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TABLE 2. Performance metric of IDS.

II. EPIGENETIC-BASED ALGORITHM FOR IDS
A. KEY METRICS FOR IDS
The effectiveness of an IDS is related to several key rates
parameters, namely Detection Rate (Dr ), False Positive (Fp),
Precision (P), False Negative Rate (FN ), Accuracy (A), Sen-
sitivity (S), and Specificity (Sp) [41].

The following variables are defined as follows:

• N (T )
P : number of intrusions successfully detected,

• N (F)
P : number of normal traffic wrongly detected an

intrusion,
• N (T )

N : number of normal traffics successfully labeled as
non-intrusive,

• N (F)
N : number of intrusions labeled as normal traffic.

The aforementioned key metrics of IDS are summarized
in Table 2 [42], [43]. It is worth mentioning that these met-
rics will be able to assess the performance of the proposed
EGA-based algorithm for IDS. Also, they are mandatory
to decide on the appropriate parameters related to the IDS
process.

B. PROPOSED EPIGENETIC ALGORITHM FOR IDS
By applying EGA, the best population of rules is given as
an input to IDS. Indeed, each rule is is a part of a decision
maker allowing to verify whether the traffic is either nor-
mal or attack. Noteworthy that the no-active genes, which do
not participate in attack detection, are gathered in a particular
list, called the Epigenetic factor list (EFL).

Let’s introduce the following notations:

• T (i)
t =

{
g(t)i,j

}
1≤j≤p, T

(i)
r =

{
g(r)i,j

}
1≤j≤p, and T

(i)
s ={

g(s)i,j
}
1≤j≤p be the ith test, training, and solution mes-

sage represented by a set of p genes, e.g. Networks, End-
point host, industrial platform, respectively.

• Et =
{
T (i)
t

}
1≤i≤Mt , Er =

{
T (i)
r

}
1≤i≤Mr , and Es ={

T (i)
s

}
1≤i≤Ms denote the set of test, training, and mes-

sages, respectively, where Mt , Mr , and Ms account for
the cardinal of these sets.

• Each T (α)
i with α ∈ {t, r, s} is a rule and composed

by two parts, (i) C
(
T (α)
i

)
=

{
g(α)i,j

}
1≤j≤p−1 referring

to the traffic content or the condition to check, and (ii)
the decisionA

(
T (α)
i

)
= g(α)i,p−1 on the traffic’s state (i.e.

attack, normal). For the ease of exposition, the following
encoding for the traffic’s state is employed

A
(
T (i)
α

)
=

{
normal, 1
attack, 0

(1)

• Each gene g(α)i,j can be either active or inactive. To for-
malize such state, the following function is introduced.

S
(
g(α)i,j

)
=

{
active, 1
inactive, 0.

(2)

Basically, all messages, irrespective of their categories,
are assumed to have the same states at the same indices.
Owing to this fact, the above function can be redefined,
for the sake of simplicity, by only the position index in
the message, i.e. S (j).

• For a set of mutation and crossover probabilities pc and
pm, and the list L, E (GA)

s (pm, pc) and E
(EGA)
s (L) refer to

the set of GA and EGA solutions, respectively, and are
expressed as:

E (GA)
s (pm, pc) =

{
T (i)
s(GA)

}
1≤i≤Ms

(3)

E (EGA)
s (L) =

{
T (i)
s(EGA)

}
1≤i≤Ms

(4)

Fig. 1 depicts the flowchart of our proposed algorithm. The
first step consists of preparing the set Es of the solutions,
provided by EGA-based algorithm on the training set Er .
Then, for each element T (i)

t of Et , the closest solution T
(i,∗)
s

maximizing the following objective function is selected

T (i,∗)
s = argmax

1≤k≤Ms

f
(
T (i)
t ,T

(k)
s

)
, (5)

with

f
(
T (i)
t ,T

(k)
s

)
=

p−1∑
j=1

h
(
g(t)i,j , g

(s)
k,j

)
, (6)

and

h
(
g(t)i,j , g

(s)
k,j

)
=

{
1, g(t)i,j = g(s)k,j
0 otherwise

(7)

Specifically, such a solution is kept if f
(
T (i)
t ,T

(i,∗)
s

)
≥ fmin

with fmin is a fixed threshold below p− 1.
Mainly, the algorithm presented in Fig.1 aims to calculate

the variables N (T )
P ,N (F)

P ,N (T )
N , and N (F)

N Typically, such a
process is structured as follows:
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FIGURE 1. Flowchart of evaluation of proposed algorithm.

FIGURE 2. Flowchart of the overall proposed approach process.

• Based on the training set Er , the set of solutions Es is
obtained with the help of EGA algorithm,

• Next, for each element T (i)
t from Et , we calculate the

closest solution T (i,∗)
s , as detailed in equations (3)-(5),

by looking for themessage having themaximumnumber
of features obtained by matching between the T (i)

t and a
k element T (k)

s of Es above fmin,
• The metrics’ variables are then calculated by comparing
the last genes of T (i)

t and T (i,∗)
s ; i.e., attack or normal,

• Such steps are repeatedMs times (i.e., by going through
all the messages of Es).

C. EGA ALGORITHM FOR IDS
The proposed approach is presented in flowchart Fig. 2.
While Algorithm 1 presents the EGA algorithm, a part of
the IDS-EGA flow-chart presented in Fig. 2. In the sequel,
the detailed steps of such algorithm are provided.

Algorithm 1: Epigenetic Algorithm (EGA) for IDS
Input: Er
Output: Es
// Last generation provided at the Ngth step

parameter: Ne,Ng,Ms,Mr , p,L,NEF ,w1,w2, φmin
P(0)← InitialPopulation(Er ,Ms);
// P(0) = {Ii}i≤Ms
k ← 1; // Index of the next generation to build
;
while k ≤ Ng do

for m← 1 to Ms do
φ(Ii)← Fitness(Ii,Er ,Mr ,w1,w2);

end for
P(k−1)s ← DecreasingSort(φ,P(k−1));
// φ = {φ (Ii)}i≤Ms ,P

(k−1)
s =

{
I (s)i

}
i≤Ms

// copy the Ne best ones to the next generation

for m← 1 to Ne do
P(k)s (m)← I (s)m ;

end for
// complete the remainingMs − Ne individuals of the next generation

m← Ne + 1;
while m ≤ Ms do

// Select 2 parents based on SUS method with fitness ≤ φmin{
Iα, Iβ

}
←SUS

(
P(k−1)s , φmin

)
;

// Apply Epimutation

Iα ← EpiMut (Iα,L,NEF );
Iβ ← EpiMut

(
Iβ ,L,NEF

)
;

// Apply Epicrossover and create 2 new individuals

{C1,C2} ← EpiCross
(
Iα, Iβ ,L,NEF

)
;

P(k)s (m)← C1;
P(k)s (m+ 1)← C2;
m← m+ 2;

end while
k ← k + 1;

end while
Es← P

(Ng)
s ;

1) INITIAL POPULATION
The initial population is a key factor contributing to the
convergence [44]. Here, the initial population P(0) contains
Ms individuals Ii =

{
gi,j
}
i≤j≤p, imported from Er , such

that they are evenly distributed between normal and attack
messages

Pr (A (Ii) = b) =
1
2
; b = 0, 1

while these attack messages are uniformly distributed over
four categories: (i) deny of service (DoS) attacks, (ii) user
to root (U2R), (iii) remote to local (R2L), and (iv) Probe,
namely occurs with probability 1

8 . Each individual contains
p alphanumeric information (i.e. genes) on the traffic. The
above individuals are imported from Er . The last population
is retrieved by iterating a set of stepsNg times whereNg refers
to the maximum number of generations.
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TABLE 3. Encoding data.

FIGURE 3. Epigenetic Factors List (EFL).

2) DATA PREPARATION: ENCODING PROCESS
The sets Er and Et are imported from the KDD_NSL [45]
that is an example of a dataset used by researchers to com-
pare different detection intrusion methods. Each message
T from this dataset contains 41 features (duration, protocol
type, service, dynamic indicator, etc.). This data contains
numeric and text values. To then implement the proposed
algorithm, these values have to be encoded into numeric
features. Table 3 shows the transformation used for each
nominal features of KDD_NSL.

3) EPIGENETIC FACTORS
The EF list (EFL) contains the indices of inactive genes
among {1 . . . p} as shown in Fig. 3. Its establishment is
mandatory before orchestrating crossover and mutation oper-
ations. Such list can be built relying on CFS, InfoGain, or GR
methods. The best method among these is selected be apply-
ing a test algorithm, e.g., NaiveBayes and J48, as detailed in
results section. Mathematically speaking, EFL can be defined
as follows

L = {j ∈ {1 . . . p} ,S (j) = 0}. (8)

4) FITNESS FUNCTION AND SELECTION PHASE
The first step in generating the next population is to sort the
individual of the current population in decreasing order of
their fitnesses. To this end, such function shall be chosen
carefully to efficiently classify the individuals. In our work,
the following fitness function is considered [46].

φ (Ii) = N (i)

(
w1

Mr
+

w2

N (i)
C

)
, (9)

FIGURE 4. Epimutation operation.

with N (i)
C is the number of messages in Er having the same

condition C (Ii), i.e.,

N (i)
C =

∣∣∣j ∈ {1 . . .Mr } , C (Ii) = C
(
T (r)
j

)∣∣∣ , (10)

N (i) is the number of messages in Er having the same condi-
tion and action as those of Ii, namely

N (i)
=

∣∣∣j∈{1. . .Mr} , C(Ii)=C
(
T (r)
j

)
&A(Ii)=A

(
T (r)
j

)∣∣∣ ,
(11)

while the two weights w1 and w2 are two positive constant
coefficients. Obviously, N (i)

≤ N (i)
C ≤ Mr . That is, φ (Ii) ≤

w1+w2 and assumed less than 1. For a normalization purpose,
w1+w2 is set unity. Moreover, to keep a balance between the
two terms in 9, w1 is chosen above 0.5 as Mr > N (i)

C . As a
result, w2 < 0.5.
Next, at each step k ≤ Ng, the Ne best top individuals

(i.e., elites) are reproduced into the next generation, i.e. P(k).
To this end, the remaining Mr − Ne individuals in P(k) are
completed by selecting repeatedly and randomly, two best
elements Iα and Iβ with significant higher fitness, fromwhich
two childrens will be generated by performing both epimu-
tation and epicrossover operations. Specifically, such fitness
must be above a certain threshold φmin to ensure theminimum
requirements, namely

φ (I2) ≥ φmin, 2 = α, β. (12)

Promisingly, Stochastic Universal Sampling (SUS) selec-
tion method is considered here for performance enhancement
purposes [25].

5) EPIMUTATION AND EPICROSSOVER OPERATORS
In EGA, both epimutation and epicrossover operators are
applied exclusively to the non-active genes as presented
in Fig. 4 and 5. If NEF denotes the cardinal of EFL then the
epimutation operation, depicted in Fig. 4, swaps the values of
two selected genes gi,j and gi,k of the same individual Ii with
the probabilities 1

NEF
and 1

NEF−1
, respectively with j and k are

two indices in EFL, chosen randomly and uniformly from L
and L\{j}, respectively, i.e.,

z← gi,j; gi,j← gi,k ; gi,k ← z,

In the same manner, the epicrossover interchange the values
of two selected genes between the two parents Iα and Iβ ,
as shown in Fig. 5 as{

z1← gα,i; gβ,l ← gα,j; gα,i← z1
z2← gα,j; gβ,k ← gα,j; gα,j← z2
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FIGURE 5. Epicrossover operation.

Again the positions of two non-active genes i, j, k , and l are
selected with the same above probabilities. Thereby, perform-
ing the two aforementioned operations, two individuals will
be created in the next population.

6) THE EGA AGORITHM
After having explained themain phases of the EGA algorithm
in the previous sections, we summarize Algorithm 1 in the
following steps:
1) Initialize step to 1,
2) Construction of the initial population P(0),
3) Calculation of the fitness of each individual among Ms

ones,
4) Copy the Ne best individual to the next generation after

classifying individuals’ fitness in a decreasing manner.
5) For the rest of the Ms − Ne individuals, the following

operations are performed,
Selection of two parents based on the SUS method,
Applying the epimutation,
Applying the epicrossover,
Adding two children to the next generation,

6) If step < Ng then go to 3.

III. RESULTS AND DISCUSSIONS
In this section, we investigate the performance of the pro-
posed IDS EGA-based algorithm for various parameters to
achieve the best classifier. First, we start deleting any redun-
dancy reported in the dataset, and then we build both training
and test sets by following this process: import Et and Er from
KDD-NSL1 choosing to import ‘‘KDDTrain ±20Percent’’
for Er representing 20% of the global training file subset.
The full NSL_KDD test set that includes all attack-type
will be the Et . Initially, the EFL has been set based on the
comparison of Dr provided by numerous selection methods
evaluated on J48 [45] and Naive Bayes (NB) [47] decision
tree methods with the help of Weka software. To this end,
CFS selection method, applied on NB, is being the optimum
method, as outlined in Table 4, providing a better DR and
precision, allowing to select active genes participating mostly
in the intrusion’s detection [48].

The parameters values for the simulation throughout the
paper are summarized in Table 5. To find the optimum param-
eters’ values for EGA, one can start by finding those of GA
algorithm. The effect of different EGA parameters on the
overall performance alongside a comparison between EGA
and GA results are provided and discussed.

1http://www.unb.ca/cic/datasets/nsl.html

TABLE 4. Dr and P for CFS, InfoGain and RG using J48 and NB.

TABLE 5. Parameter settings for the proposed EGA-based algorithm.

FIGURE 6. GA’s accuracy vs Ng and Ms.

A. OPTIMUM PARAMETERS FOR GA
1) EFFECT OF Ms AND Ng ON GA
Fig. 6 shows that the accuracy of GA versus the population
size Ms and the number of generation Ng. Obviously, such
a metric is enhanced with the increase of both parameters.
Particularly, it can be ascertained that its highest value is
reached for Ng = 1000 and Ms = 500, representing the
optimal values of these two parameters. Interestingly, in this
latter interval, a slight steady of the accuracy metric which
intervals of both Ng and Ms.

2) EFFECT OF MUTATION AND CROSSOVER
PROBABILITIES IN GA
The impact of the probabilities of mutation pm and that of
crossover pc on the GA’s accuracy is presented in Fig. 7. The
optimum values such two parameters are those maximizing
the accuracy. That is, pm = 0.024 and pc = 0.5 allowing to
reach the maximum value of A, i.e., Amax = 0.95.

B. OPTIMUM PARAMETERS FOR EGA
1) EFFECT OF Ms AND Ng ON EGA
Fig. 8 shows that the accuracy of EGA versus the population
size Ms and the number of generation Ng. It is clearly seen
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FIGURE 7. Mutation and Crossover probabilities for GA.

FIGURE 8. Optimum solution target for EGA.

that the values Ng = 500 andMs = 100 represent the optimal
values ensuring the maximum value of the system’s accuracy.

2) IMPACT OF EFL
The EGA performance using two different EFLs, namely
L1 = L outlined in Table 5, and its complementary L2 =

{1 . . . p}\L is summarized in Table 6. Of note,L1 is optimized
with the help of CFS method. The choice of CFS as the best
feature selection method is justified in Table 4 by calculat-
ing the Dr and P metrics through J48 and NB algorithms.
The results obtained show that the metrics of CFS are the
most interesting compared to those of InfoGain and Gain
Ratio. This well-chosen selection method will help select
the best candidates for active genes. Evidently, the use of
EFL, specifically L2, is contributing to the enhancement of
both accuracy and detection rate with 99% provided by our
proposed EGA as shown at Table 6. The L2 list then relates
to the list of inactive genes through which the mutation and
crossover operations will be applied. In this way we increase
the precision of the algorithm by increasing the number of
precise rules of the Es in addition to those obtained through
the active genes.

TABLE 6. Performance of EGA for different EFLs.

TABLE 7. Optimum values for the proposed EGA parameter.

TABLE 8. Comparison of the performance of various algorithms-based
detection technique.

3) COMPARISON GA VERSUS EGA
First, we performed the simulation for GA-based algorithm
for IDS by looking for the best optimal value in terms of
accuracy by varying jointly Ng andMs. The values A = 0.95,
Ng = 1000, and Ms = 500 show that the optimum GA
attained for a high number of iterations (i.e, Ng), a high value
of pc, and a small pm’s value. In a second step, we optimized
the performance of EGA by varying mutually Ng and Ms as
shown in Fig. 8. One can ascertain that the maximum value
of the accuracy (i.e. A = 0.98) is reached for Ms = 100 and
Ng = 500. It is worthy to mention that the optimum value of
Ng obtained for EGA-based algorithm is lesser than the one
in its GA counterpart, while the accuracy is further enhanced,
proving the usefulness of such proposed algorithm in terms of
both performance and computational complexity.

In a similar manner, all the remaining EGA parameters
are optimized. For the sake of simplicity, the corresponding
figures are omitted, whereas the optimum values obtained by
simulation are summarized in Table 7.

The receiver operating characteristic curve (ROC), pre-
sented in Fig. 9, measures the performance of the sensi-
tivity S (also known as the true positive rate) versus the
Sp, given in Table 1, for both GA and EGA. Such a met-
ric has been evaluated relied on the optimum values of
both algorithms’ parameters obtained in the previous phases.
Obviously, the sensitivity computed based on EGA algorithm
outperforms that evaluated relied on its GA counterpart over
the entire range of Sp.

4) COMPARISON BETWEEN EGA AND OTHER ALGORITHMS
Table 8 outlines various metrics, namely Dr , A and Fp for
numerous algorithms-based detection techniques, i.e., EGA,
GA, Naivebayes,J48, and SVM. One can ascertain that EGA
demonstrates high values of both accuracy and Dr compared
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FIGURE 9. RoC curve comparison EGA and GA.

to the remaining algorithms. Thus, EGA is a good candi-
date for detection and prevention against unknown attacks.
Furthermore, the false positive rate, i.e., Fp obtained using
EGA, is slightly higher than the ones corresponding to other
considered methods. Nevertheless, this undesirable value can
be improved by further reducing the number of iterations.
However, this can impact negatively on the previous two
metrics. To this end, we thought that these values represent
a good trade-off between detection performance and the false
positive rate. Also in the field of detection of attacks in the
IDS, the risk that is not desirable is an increase in the false
negative FNR because if we consider normal traffic as an
attack it is less critical than if we consider malicious traffic as
normal. The FNR rate is calculated by equation in Table 2 and
the value obtained for proposed EGA algorithm is 3%.

On the other hand, the computational complexity is a
another element of paramount importance that highlights
the reliability of any proposed algorithm. Towards this
end, Fig.9 depicts the running time of EGA-based algo-
rithm compared with three main concurrent ones, namely
GA, Fuzzy [49], SVM [50], Wavelet Neural Network
(WNN) [36] and Convolutional Neural Network (CNN) with
one layer [37]. Mainly, again EGA outperforms its counter-
part ones in terms of time complexity, which makes from it a
promising candidate for the unknown attack detection.

To summarize this section and through the experimentation
phase presented, we tried to explain the important phases to
find the optimized parameters of GA and EGA in order to
build a correct basis of comparison. These phases took into
account the Effect of Ms and Ng on EGA and GA, the Effect
of mutation and crossover probabilities in GA and the impact
of the EFL of the EGA. Once these parameters are defined,
the comparison started first with the EGA and the original GA
algorithm. This comparison shows through the RoC curve and
the two graphs of Fig. 8 and Fig. 9 that the EGA outperforms
in terms of accuracy and detection rate, as well as the execu-

FIGURE 10. Processing time comparison.

tion time. We extended in a second step the comparison with
several other algorithms shown in Table 8 and Fig. 10.

IV. CONCLUSION AND FUTURE WORKS
In this article, an EGA-based detection technique for arbitrary
attacks was presented and optimized. This EGA algorithm
was applied to the IDS using the KDD-NSL dataset. To define
the epigenetic factor list, we adopted CFS method which
proved its effectiveness rather than its GR and InfoGain
counterparts. Next, the crossover and mutation operators are
limited to the genomes defined in such list, based on it,
the remaining optimum EGA parameters are retrieved. The
numerical results prove that the IDS accuracy and detection
rate obtained based on the proposed algorithm outperforms its
GA counterpart, even with smallest rate (i.e., 3%), allowing
to strengthening the security when dealing with destructive
attacks. Even if the gap is only 2% to 3%more, but in terms of
security, this gap is very considerable to face the smallest flaw
leading to destructive attacks. Moreover the computational
complexity of the EGA-based IDS is lesser than the one of
GA, even most other concurrent algorithms, rending from
it a a suitable algorithm for various secure applications. In
the future research directions, we will improve the rate of
false positive by reducing the number of iterations signifi-
cantly and ensuring the other performance metrics (Dr and
A). We will also try to combine more methods to build a
more precise EFL by selecting genes as the best candidates.
We also plan to apply our approach to other datasets other
than KDD_NSL.
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