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ABSTRACT Wind is one of the most essential sources of clean, environmental friendly, socially constructive,
economically beneficial, and renewable energy. To intuit the potential of this energy in a region the accurate
wind speed modeling and forecasting are crucially important, even for planning, conversion of wind energy
to electricity, energy trading, and reducing instability. However, accurate prediction is difficult due to
intermittency and intrinsic complexity in wind speed data. This study aims to suggest a more appropriate
model for accurate wind speed forecasting in the Jhimpir, Gharo, and Talhar, regions of Sindh, Pakistan.
Therefore, the present study combined the Autoregressive-Autoregressive (ARAR) and Artificial Neural
Network (ANN) models to propose a new hybrid ARAR-ANN model for better prediction by precisely
capturing different patterns of the wind speed time-series data sets. The proposed hybrid model is efficient
in modeling, reducing statistical errors, and forecasting the wind speed effectively. The performance of the
proposed hybrid ARAR-ANN model is compared using three error-statistics and Nash-Sutcliffe efficiency-
coefficient. The empirical results of the four performance indices fully demonstrated the superiority of the
hybrid ARAR-ANN model than persistence model, ARAR, ANN and SVM. Indeed, the proposed model is
an effective and feasible approach for wind speed forecasting.

INDEX TERMS Artificial neural network, ARAR model, forecasting, hybrid model, Pakistan, wind speed.

ABBREVIATIONS MSE Mean Square Error
ANFIS Adaptive Neuro Fuzzy Inference System MW Mega Watt
ANN Artificial Neural Network NSEC Nash-Sutcliffe efficiency coefficient
ANN-SFLA  Artificial Neural Network-Shuffled RBF Radial Basis Function
Frog-Leaping Algorithm ReLu Rectified Linear Units
ARAR Autoregressive-Autoregressive SARIMA Seasonal ARIMA
ARARMA Autoregressive-Autoregressive Moving SVM Support Vector Machine
Average WN White Noise
ARIMA Autoregressive Integrated Moving Average
BDS Brock-Dechert-Scheinkman test
GW Giga Wat NOMENCLATURE | |
ITSM-R Interactive Time Series Model-R Y Long-memory time series
KF-ANN Kalman Filter-Artificial Neural Network Y; Transformed into short-memory time series
km/h Kilometer per hour %) (l%) Coefficients in the autoregressive model that
MAE Mean Absolute Error transform long-memory series into short-memory
MAPE Mean Absolute Percentage Error series
Yy Memory-shortened series
The associate editor coordinating the review of this manuscript and Y Sample mean of memory shortened series
approving it for publication was Frederico Guimardes " . Z; Mean corrected memory shorted series
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Ci Lag length (i=1,2,3)

®; Coefficients in the autoregressive model that
transform moderately long-memory series into
short-memory series

o? Variance of white noise error term

& White noise error term

¥ (B) Backshift operator of memory shortening filter
¢ (B)  Backshift operator of autoregressive model

&(B) Backshift operator of ARAR model

Wik Synaptic weights for the input nodes in the input
layer of ANN

Wk Synaptic weights for the hidden nodes in the
hidden layer of ANN

g ()  Activation Function in ANN

w Vector of parameters

Vi Original time series

L; Labeled as linear part

N; Labeled as nonlinear part

L Predicted values by linear model

e Residual at time t

N Predicted values by nonlinear model

K Number of predicted observations

Ny Training set sample size

Vs Estimated values

i Mean of the observed time series

I. INTRODUCTION

Electricity is a great source of economic growth and devel-
opment in many other sectors of a country, as the house-
hold appliances to major industrial processes heavily rely on
electricity. The population of the world is rapidly increasing
and almost every facility is converted to an electrical mech-
anism that increased electricity consumption. It is a serious
challenge to balance the demand and supply of electricity,
especially for developing countries. Globally, almost 68%
of electricity is generated from fossil fuels [1]. The use of
fossil fuels is harmful to the environment, the greatest threats
form human health [2] and also become the cause of global
warming. A source that proved environmentally friendly with
tremendous continuous growth and economical is the wind
energy [3], which depends on atmospheric waves. It is a
predominant alternative source that has been industrialized
rapidly over the last two decades all over the world [4].

In energy generation, wind power has become an important
source and global capacity is now approaching 600 GW [5].
The wind energy sector employed at least 1.1 million peo-
ple in 2018 [6]. Then, it is beneficial for the environment
and in the employment sector. In Pakistan the total power
generation capacity by wind is about to 22800MW but cur-
rently producing 1237MW by installing 12 different wind
projects [7]. Currently, the share of wind power in energy
is only 6%. In Pakistan, the summer season is enormously
hot. Sometimes, in summer maximum temperature hit
the 54°C, as observed in 2016 in Larkana, Sindh. Heat-
stroke and other temperature-related circumstances can result
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in human mortalities, mostly when the shortage of power
occurs. There is an energy crisis in Pakistan and it became
crucial to facilitate more than 210 million populations in
severe winter and summer. In recent years, researchers pay
attention to utilize wind energy as it is a renewable and
clean source of power. Fortunately, the coastal area in South-
ern Sindh, Pakistan is blessed with immense wind energy
resources. Therefore, authorizes have been focused on wind
energy because of environment spoliation and conventional
resource reduction. Pakistan’s emerging wind industry needs
to predict the wind speed and to explore the new most poten-
tial regions there to erection wind parks.

Wind speed fluctuates continuously, thus the prediction of
wind power is highly important before the power genera-
tion and distribution. Therefore, modeling and forecasting of
wind speed variability and intermittency are vital for plan-
ning, producing, and operating the wind-power generation.
Nevertheless, it is most challenging to model and forecast
the wind speed due to haphazard fluctuations in its histor-
ical data. In general, wind speed predictions classify into
short-term (minute, hour, and day, time zone) and long-term
(week, month, and year, time zone) predictions. Accuracy
in long-term prediction is vital for site selection, windmill
preparation, optimal wind machine size selection, and for
performance forecast for a particular site [8]. The focus of
this study was also on long-term wind speed prediction.

A. BACKGROUND

To obtain accurate wind speed forecasting many approaches
and models are proposed in the literature, those are cat-
egories in physical, statistical, mathematical, and artificial
intelligence models [9]. A more recent method for accu-
rate modeling and prediction for time series datasets is the
hybrid approach, which performs better in this perspec-
tive in many fields. As the traditional models perform bet-
ter only in their own linear or nonlinear domain. In the
linear domain, it is possible to highlight works that used
time-series univariate ARIMA models for prediction of wind
speed, such as [10]-[12]. Another methodology, especially
for nonlinear datasets is the artificial intelligence that has
been studied to predict the wind speed, by Guo et al. [13],
Azad et al. [14], Li and Shi [15], Cao et al. [16] and
Santamaria-Bonfil et al. [17].

The support vector machine (SVM) is another suitable
technique for non-linear characteristics of wind speed series
and confirmed better accuracy ([18], [19]). The SVM has
also been extensively studied for the prediction of the
wind speed ([20], [21]). For example, Ahmed, Khalid and
Akram [22] used the SVM to predict the wind speed
time-series data for some areas of Sindh, Pakistan.
Natarajan and Nachimuthu [23] applied the SVM with the
combination of other models to predict wind speed accu-
rately. Zhu et al. [24] utilized SVM for the short-term wind
speed investigation. The SVM has been also considered here
to assess its performance along with ANN and to suggest a
better model for the prediction of the wind in the selected

199383



IEEE Access

M. N. Shahzad et al.: New Hybrid ARAR and Neural Network Model for Multi-Step Ahead Wind Speed Forecasting

regions. In literature, various studies also compared the per-
formance of these techniques in wind speed prediction, few of
them are, [18], [20], [25]-[29]. The performance accuracy of
SVM and ANN for wind speed data equally vetted as one of
them not always produced outstanding results from the other.

It is much better to deal with the datasets using the
combination of the time series and artificial intelligence
models, which are called hybrid models. These models can
capture both nonlinear and linear patterns of the data and
provide outstanding forecasting results than individual mod-
els. In recent years, Okumus and Dinler [31] combined
ANFIS and Artificial Neural Network (ANN) to predict
one hour ahead wind speed forecasts. Shukur and Lee [32]
presented a hybrid KF-ANN model and claimed the most
accurate forecasts of the daily wind speed data for Malaysia
and Iraq. Multi-Step ahead Wind Speed of Brazil was fore-
casted by Alencar et al. [33] using hybrid SARIMA-ANN.
Mostafaeipour et al. [34] observed the prediction accuracy
of different hybrid algorithms on wind speed behavior and
concluded the hybrid ANN-SFLA model performed well for
the monthly data of the city of Abadeh.

Santhosh et al. [35] utilized the hybrid approach and devel-
oped the hybrid TLBO-ANN for a day-ahead wind. Qin [36]
proposed a hybrid model by combining Elman ANN and time
series smoothing technique and the proposed hybrid model
indicated notable performance for the Hebei wind farms of
China. Jafarian-Namin et al. [37] forecasted the wind power
generation values for Likak, Iran by the hybridization of ANN
and genetic algorithm with better results. The ANN is also
combined with many other linear time series models in many
fields other than wind speed prediction and superior results
achieved.

Wind speed has seasonal patterns with trend variations as
it is a weather-driven phenomenon [38]. However, seasonal
patterns are frequently ignored in the predictions of the wind
speed series, which in result produce large prediction errors.
Deseasonalization of seasonal series can affectedly increase
the prediction accuracy. The ARAR time series model was
developed to capture the seasonal and trend components of
the time series. Thus in this study, the ARAR was used as
an initial model to wind speed data. The trend component
often comprises linear and nonlinear characteristics. Thus,
the individual use of a statistical time series or artificial
intelligence models are inadequate to predict the series that
contains both linear and nonlinear patterns [8]. However,
to improve the prediction accuracy hybrid models have been
established [31]-[34].

In this paper, the time series technique, ARAR was com-
bined with ANN to predict the complex and noisy wind speed
time series. The focus of this study falls into the long-term
forecasting of the mean monthly wind speed in the regions
Jhimpir, Gharo, and Talhar, all located in Sindh, Pakistan. The
wind speeds seasonally fluctuate and the ARAR algorithm is
the most reliable model to explain such fluctuations as com-
pared to many seasonal models in forecasting context [39].
The ARAR method has been used to address the linear and
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seasonal components and ANN has been used to model the
nonlinearity in the error term of wind speed datasets. Numeri-
cal results show that the proposed hybrid ARAR-ANN model
has better forecasting performance compared with forecast-
ing models such as ARAR and ANN individually.

The rest of the paper is organized as follows: Section II
introduces the methodology of ARAR, ANN, and hybrid
models with the proposed model. Section III discusses
the performance evaluation criteria. The considered study
regions are explained in Section IV. Section V presents the
empirical results with in-sample forecasting and multistep
ahead forecasting. Finally, the last section summarizes the
conclusion.

Il. PREDICTION METHODS

This study developed a hybrid model to predict the wind
speed in the three most windy regions of Pakistan, that is the
combination of the ARAR and ANN model. The individual
and hybrid models are described as follows.

A. ARAR ALGORITHM

The ARAR algorithm was explained in detail by Brock-
well and Davis [40]. It was adapted from the ARARMA
model that was introduced by Parzen [41] in which the series
transformed from long memory to short memory if needed.
The ARAR algorithm already used for electricity load
forecasting [42] and tourism demand forecasting [39] and in
many other studies but none of the articles is found which tries
the ARAR approach to model and forecast wind speed. The
ARAR algorithm consists of the following three steps in the
time series (Y;) modeling, those are explained in short here,
for detail see [39].

1) Memory-shorting process: This process is used
to determine either series contain long, moderate,
or short-memory. And also it is a looping process that
works continuously until the long-memory series trans-
formed as short-memory and stationary. The process
follows the following memory-shortened series

Yo=Y, - 9(k)Y, ¢ (D
and
Yo=Y, —41Y1 —32Yi2 )

The Y in (1) and (2) are the series that is evalu-
ated for memory status (long, moderate or short),
tis1,2,...,T and ¢g, ¢1, ..., @ are the coefficients
of memory-shortening series. Finally, the memory-
shorting process transforms the Y; series into
memory-shortened series and denoted by Y/ for the
next step.

2) Fitting a subset auto-regressive: Let Y} be the
memory-shortened series and Y’ be the sample mean
of YkSH, Y,f+2, ..., Y7, then the mean corrected series
computed in (3) as given below

Ay

Z=Y -Y 3
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In this step, fit an auto-regressive process to the mean
corrected series (Zt) as the auto-regressive model is
given below,

Zt = (ﬂlzt—l + (Pclzt—cl + goczzt—cz + @L‘3ZZ—C3 + Ek
“)

where c1, ¢ and c3 are lags value, the coefficients ¢;,
{st} ~ WN (O, 02) and o2 is the white noise (WN).

3) Forecasting: The third and last step for the ARAR
algorithm is the forecasting. It uses the combina-
tion of the memory-shortened equation obtained from
the first step and fitted auto-regressive model on
the mean corrected series in the second step. The
memory-shortening filter with ¥ (B) denoted by the
back-shift operator that can be expressed as:

YV=yBY =Y, +y1Y1+...+ Yk (5

The auto-regressive model achieved in the second step
can be expressed as,

¢(B) Z; = &, (6)

where ¢(B)is 1 —p1B—¢, (BCl ) — e, (BCZ) — Qe (BC3).
Finally, by the combination of (5) and (6) the ARAR
model is obtained as forecasting, such as

EB Y, =¢B)Y +& (7
where £(B) = ¥/(B)p(B).

B. ARTIFICIAL NEURAL NETWORK

The ANN is the most popular artificial intelligence technique
that has been recommended as an alternative to time series
forecasting and has many distinctive characteristics [43]. One
of the significant features of the ANN over other nonlinear
models is a universal approximation which can approximate
any nonlinear continuous function with a high degree of
accuracy. Furthermore, there is no prior information required
for the modeling process.

ANN structure consists of three layers of the network;
an input, a hidden, and an output layer connected via
acyclic link [44]. The mathematical representation of inputs
(y,_l, Vi, Vi3, e e yt_,,) and output (y;) is given in (8) as
below;

q p
yr =wo + Z wkg(w()k + Z wlkyt—l) + & (®)

k=1 I=1
where wp(l = 1,2...,p;k = 1,2,...,q9) and wx(k =
1,2...,q) are the parameters of the model often known as
synaptic weights, p and q are the numbers of input nodes in
the input layer and hidden nodes in the hidden layer, &; are
WN error term and g(.) is an activation function that used as
a hidden layer transfer function. There are different transfer
functions such as tanh, sinh, ReLu (rectified linear units) and
logistic (sigmoid). In this study, sigmoid activation function

used as a hidden layer transfer function, that is,

1
gV =15
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Thus, the ANN model in (8) performs as the non-linear
mapping from past observations to the future value (y;), that
is,

e :f(yt—lvyt—Z»yt—& cos Yi—ps W) + &,

where the vector of parameters is represented by w, and the
function f(.) is fixed by connection weights and network
structure.

Hence, the ANN structure similar to the non-linear auto-
regressive model. The neural network has a powerful capa-
bility to perform well as the number of the hidden layers
increased, but sometimes with the small number of hidden
layers, it generates the best results for out-of-sample predic-
tion due to the over-fitness effect. There is no hard and fast
rule that used to decide the number of appropriate hidden
nodes, it typically depends on data nature.

To get the best model for ANN with higher accuracy,
the trial-error method was used by varying the number of
input and hidden nodes. If the optimal number of the hid-
den layer, input, and hidden nodes obtained by the model
with a minimum value of error then the model is used next
for forecasting purpose. Back-propagation is the learning
algorithm is used for selecting weights. There are several
ways to optimize the weights using back-propagation such
as Gauss-Newton and conjugate gradient. These learning
algorithms used to train the weights and try to minimize the
sum of square error.

C. THE PROPOSED HYBRID ARAR-ANN MODEL

A model rarely captures the characteristics of time-series data
successfully in all circumstances. Sometimes, both linear and
nonlinear patterns exhibited in data so the approximations
by the linear model may provide bad results because it has
no ability to detect the non-linearity in data, and vice versa.
To overcome this problem, Zhang [45] introduced the idea of
the hybrid model which provides a great accuracy level that
used to form the additive link between linear and nonlinear
components of data, as given below.

i Zf(LtaNt) =L, N;. )

where L, is labeled as linear part while N; is labeled as a
nonlinear part.

In this study, we proposed the hybrid ARAR-ANN model
by following the methodology of Zhang [45], assuming that
this model will be flexible and able to capture the different
patterns of the wind speed data for accurate forecasting. The
proposed hybrid model is based on the combination of the
ARAR and the ANN models and these models have different
competencies to express the characteristics of data in linear
and nonlinear domains. First, the ARAR model was used to
model the data to estimate the predicted values (Z,) of the
wind speed data and for the computation of the residual. Let
the residuals at time ¢ are denoted by e; and calculated by
the (10).

e =y —Ly. (10)
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where y; is the original time-series and L, is the forecasted
values obtain by linear model.

Second, model the residuals (obtained from the best ARAR
model) by the ANN model. The relationship between p input
nodes and output node work as discussed in Section II-B
to produce the predicted values of residuals (ﬁt). Finally,
merged the predicted values in the first and second step to
expand the overall modeling performance for accurate fore-
casting. Itis observed, in the wind speed prediction the hybrid
methods always perform better than the single models [46].
This algorithm is also described in a flowchart and illustrated

in Figure 1.

Take time-series data as an
input variable
(Y = Y41 Vio. . ¥ur ), and split it

v

Training part of the data
Yo =YV, o0 Yng

¢_l

Testing part of the data

Yo = Yy -1.Yer-2, -0 Ve

Apply ARAR model Apply the ANN
on training data and model on the residuals
select best model of ARAR model

v

[ ARAR forecasted values J [ Residual forecasted values ]

| |
v

Add Forecasted values J

L. + N, (ARAR, ANN)

v

Compare forecasted and }

actual test part values

End
FIGURE 1. Flowchart for proposed hybrid ARAR-ANN model.

lIl. EVALUATION CRITERIA

To evaluate and compare the ARAR, ANN, and proposed
hybrid ARAR-ANN models four criteria were used, to iden-
tify the best model quantitatively. In the first two crite-
ria, the mean-absolute error (MAE) and the mean-square
error (MSE) that represents the quadratic differences, were
employed. These measures can be interpreted as the higher
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value indicate a poor fit and the value close to zero indicate a
near to perfect fit. Both measures depend on the observed and
fitted wind speed observations and measured in the kilometer
per hour (km/h) unit of measurement with the following
mathematical representation.

N, r +K

1

MAE = — > lel,

t:Ntr+1

and

1 Ny+K
_ 2
MSE = — > e

t=Ntr+1

where e; is the error term obtained from the difference
between observed (y,) and fitted (;) values, Ny, is the training
set sample size of each dataset and K is the number of forecast
observations.

Two other measures the mean absolute-percentage error
(MAPE) and Nash-Sutcliffe efficiency-coefficient (NSEC)
was also used for a quick and easy understanding. The MAPE
express results in percentages (%) and the value of NSEC lies
in-between —oo to 1, the value lower than 0.36, 0.36 to 0.75,
and higher than 0.75 indicate that the model is unacceptable,
acceptable and perfect fit, respectively [47]. The expression
used to compute the MAPE and NSEC is given by

Ntr+K e
t
MAPE = — | —|x100,
K t—NZ Yt
— tr+1
and

Ny +K 82
t=N;,+1%t

Ntr+K —\2’
2Ny 41 (v =¥1)
respectively, where the y, denotes the mean of the observed
time series.

MSEC =1 —

IV. STUDY AREA AND DATASETS

The Gharo-Keti Bandar wind corridor in Northeast
Singh, Pakistan has superabundant wind speed due to
its geographical location. Three selected regions, Jhimpir
(25.02°N and 68.01°E), Gharo (24.74°N and 67.58°E), and
Talhar (24.88°N and 68.82°F) are located in the Gharo-Keti
Bandar wind corridor at the Arabian Sea and have been shown
in Figure 2. These study regions are potentially valuable
wind farm sites. The wind energy development is the big-
ger power density, long-lasting, climatic friendly, and low
costs for investment construction. In this study, the available
mean monthly wind speed historical data were selected in
Jhimpir (from January 2009 to May 2020), Gharo (from
January 2009 to May 2020) and Talhar (from January 2010 to
May 2020) to evaluate the performance of the proposed
hybrid ARAR-ANN model. Figure 3 shows the pattern of
the mean monthly wind speed in the three study regions and
graphical patterns show the strong seasonal variations in the
datasets.
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Pakistan

*
Ggro Talhar

FIGURE 2. Map of Pakistan with highlighted study regions: Jhimpir, Gharo
and Talhar.

In order to validate the performance of ARAR, ANN, and
hybrid ARAR-ANN models, the datasets were partitioned
into the training and testing groups. The dataset from the

starting month to December 2018 was used as a training group
for the construction of the model, and from January 2018 to
May 2020 as a testing group to evaluate the trained models
accuracy.

V. RESULTS AND DISCUSSIONS

In this section, we discuss the data of the study regions, along
with the results of forecasting models. All the numerical
results and graphical representations were produced by the
software Python and R, which have been widely used for such
purposes.

The monthly behavior of the wind speed observed in Jhim-
pir, Gharo, and Talhar as shown in Figure 3. The strongest
winds appeared in the month of June and July, and weakest in
the month of November mostly of every year and the seasonal
behaviors observe in the time series. In this study, nine years
of data were used to train the model using training sample set,
and the last two and half years data have been reserved as a
testing sample set to observe the accuracy of the fitted and
proposed hybrid models.

A. ARAR MODEL

The ARAR model performed as discussed in Section II-A.
To apply this ARAR memory-based model, first of all,
the memory of data was verified. If long memory notice
in data ‘gentle transformation’ is needed to transform the
data into short memory, the process continued until the short

i B
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FIGURE 3. The mean monthly wind speed (km/h) in Jhimpir, Gharo, and Talhar.
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TABLE 1. ARAR model estimation for wind speed data.

Wind Speed Datasets
Estimates Jhimpir Gharo Talhar
ERR(T) 0.0322 0.0202 0.0301
8/n 0.0740 0.0740 0.0833
Pr 0.0740 1.0184 1.0225
T 12.000 12.000 12.000
Lagged AR filter (1 — 0.0740B2) (1 — 1.0184B12) (1 — 1.0225B12)

TABLE 2. Coefficients of overall whitening filter for Jhimpir wind speed.

1.0000  -0.3292  0.0000  0.0000
0.0000 0.0000  0.0000  0.0000
0.0000 0.0000  0.0000  0.0000
-0.3299  0.4277  0.0000  0.0000
0.0000 0.0000  0.0000  0.0000

0.0000  0.0000  0.0000  0.0000
-0.5244  -0.0819  0.0000  0.0000
0.0000  0.0000  0.0000  0.0000
0.0000  0.0000  0.0000  0.0000
0.0000  0.0000  0.0000  -1827

memory achieved. According to the Adhoc rule a
long-memory series exhibit ERR(T) < 8/n, ¢, > 0.93 and/or
T > 2. The results in Table 1, indicated that long memory
present in all considered datasets. Therefore, the memory-
shortening filter was applied and short-memory achieved
for all datasets. The coefficients of the memory-shortening
filter were obtained for each station and reported for the
Jhimpir station in Table 2 and results for other stations are
not reported here for reasons of brevity but will get-at-able
from the authors on request. The next step is to fit the subset
AR model on the mean corrected series, as here AR model
is applicable only on short memory data, zero mean, and
variance constant. Therefore, the shortened series were mean
corrected in order to achieve the above assumption. In this
study, the maximum lag set equal to either 13 or 26 has been
used to minimizing WN variance. The optimal lags, optimal
coefficients, and minimum WN variance obtained from the
Yule-Walker equation. The ITSM-R package was used to
execute the ARAR models. As it is a very attractive package
that applies the memory shortening filter automatically and
estimates the best non-stationary autoregressive lag which
shorts the memory, then subset AR model apply and most
significant coefficients highlighted and other coefficients
become zero which is not significant or in other words which
coefficients maximize the WN variance.

The four optimal lags and optimal coefficients for Jhimpir
(1, 12, 13, 24; 0.3292, —0.4977, 0.4184, -0.1788). Gharo
(1, 12, 13, 15; 0.4154, —0.4974, 0.4698, —0.1499) and
Talhar (1, 12, 13, 15; 0.4474, —0.4943, 0.4811, —0.1837)
were estimated which minimize the WN variance.

B. SUPPORT VECTOR MACHINE REGRESSION MODEL

The purpose of the applicability of the SVM on the data of
selected regions was to investigate and compare the results
with the proposed hybrid ARAR-ANN model. The Radial
Basis Function (RBF) kernel has been selected as it is con-
sidered the best kernel for SVM in the case of time series
analysis [48]. Table 3 shows the comparison of testing and
forecasting accuracy among the models based on the five
measures. Empirical results of four error based indices clearly
reveal that the hybrid, ANN, and ARAR models performed
better than the SVM model, even the values of the NSEC for
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SVM were negative. It was observed that all the datasets in
hand were seasonal and the SVM model does not perform
better in forecasting the seasonal data [50]. Some literature
([49], [51], [52]) indicated that the ANN provides better
results in seasonal and trend data forecasting than SVM.
On the other hand, the SVM took lower computational time
as compared to other models. The objective of accurate mod-
eling and forecasting not achieved by the SVM. Therefore,
it not reasonable to carry this technique further in this study.

C. ARTIFICIAL NEURAL NETWORK MODEL

To obtain the best ANN model for mean monthly wind
speed datasets, several ANN models were developed for the
aforementioned datasets using two hidden layers with varying
2 to 20 nodes in the first hidden layer, and 2 to 6 nodes in
the second hidden layer. By varying the number of nodes
in the first and second hidden layers, a total of 95 models
were developed, whereas each model is trained 50 times.
Due to the space limitation. From these models, the best
models were selected based on minimum MAE and MSE.
Consequently, we obtained ANN(8 x 6 x 1), ANN(9 x4 x 1)
and ANN(7 x 6 x 1) for Jhimpir, Gharo, and Talhar wind
speed datasets, respectively.

D. HYBRID ARAR-ANN MODEL

The hybrid approach mainly consisted of two steps as dis-
cussed earlier. In the first step, an ARAR model is fitted
to analyze the mean monthly wind speed and to obtain the
residuals from the best fitted ARAR model. The nonlinearity
in the residuals is checked by using the BDS test as suggested
by Broock et al. [53]. The results of the BDS test lead to the
rejection of the null hypothesis of the linearity of the series
at 5% level of significance. This shows that the residuals
from ARAR models exhibit a nonlinear trend. This implies
that only ARAR models are not enough to fit the data well.
We, therefore, need to implement nonlinear models such
as ANN to deal with this nonlinearity. In the second step,
the residuals were analyzed by ANN. Finally, the predicted
values of the optimal ARAR and ANN models combined to
obtain the results of hybrid ARAR-ANN models for the wind
speed in the selected study regions. The summary results
were presented in Table 3 for the comparison with the other
models.
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TABLE 3. Error-statistics to observe the accuracy in the fitted models.

MODELS MAE(km/h) MSE(km/h) MAPE(%) NSEC  Time(s)

Jhimpir Wind Speed Data

ARAR 1.8225 5.8216 10.2126 0.8821 0.605

SVM 6.0492 64.8020 42.4060 -0.3128 0.504

ANN(8 x 6 x 1) 2.1196 6.6694 12.6533 0.8649 1.051

Hybrid ARAR-ANN 1.5560 4.0086 9.2127 0.9188 1.728
Gharo Wind Speed Data

ARAR 1.8607 5.3178 11.4795 0.8117 0.542

SVM 4.7465 34.3382 23.8305 -0.2156 0.841

ANN(9 x 4 x 1) 1.6931 4.8167 10.7671 0.8295 1.109

Hybrid ARAR-ANN 1.2531 2.3172 7.4307 0.9180 1.327
Talhar Wind Speed Data

ARAR 1.8495 4.8096 9.8455 0.8853 0.424

SVM 5.7427 51.8032 36.1759 -0.2358 0.697

ANN(7 x 6 x 1) 2.8901 13.8659 16.5460 0.6692 0.961

Hybrid ARAR-ANN 1.5775 3.9007 9.5079 0.9069 1.203

—— Observed data
...... ARAR
---ANN

—-— Hybrid

30

25

20

Wind speed (km/h)
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2019-09 2020-01 2020-05 2020-09 2021-01 2021-05
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FIGURE 4. The in-sample and out-sample mean monthly wind speed forecast of Jhimpir based on the

best-fitted models on the training set sample.

E. COMPARATIVE ANALYSIS OF IN-SAMPLE FORECASTING
To compare the in-sample forecasting of the proposed new
hybrid ARAR-ANN model with the other models, four
error-statistics were calculated for evaluation and compari-
son, the MAE, MSE, MAPE, and NSFC. The visual represen-
tation is also employed to observe the pattern of the forecasted
series with the observed series.

It is important to note that the smallest values of the
first three error-statistics provide a more accurate model for
the in-sample forecasting. Table 3 shows the results of the
four considered evaluation criteria. Comparatively, the hybrid
ARAR-ANN model generated the lowest values of MAE
in Jhimpir, Gharo, and Talhar datasets, like 1.5560, 1.2531,
and 1.5775 km/h, respectively. The second error-statistics,
MSE also indicates that the hybrid models are better for
all the study regions as its values are 4.0086, 2.3172, and
3.9007 km/h and minimum for all study regions. The third
error-statistics, MAPE also specifies that the hybrid models
for the three cities are better than the ARAR and ANN,
with the minimum values for hybrid models are 9.2127%,
7.4307%, and 9.5079%. The NSFC values for the three mod-
els are displayed in Table 3 and the closest values to the
1 were provided by the hybrid model those are 09188, 0.9180,
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and 0.9069. Comparatively, the proposed hybrid model is
better in in-sample forecasting than the individual models for
all three regions, Jhimpir, Gharo, and Talhar.

The graphical representation of in-sample forecasting
in Figure 4 shows the mean monthly wind speed of the time
series in Jhimpir (Figure 4), Gharo (Figure 5) and Talhar
(Figure 6) with the observe data. The observed data repre-
sented by the solid line, forecasted values of ARAR by the
dotted line, predicted values of ANN by dashes line, and the
predicted value of hybrid model by dotted and dashes mixed
line. The forecasted values by hybrid model following the
almost same existing pattern of the series with seasonality.
Hence, the investigational results indicated that the proposed
hybrid model was able to capture both linear and non-linear
features of the mean monthly wind speed series.

F. COMPUTATIONAL TIME OF THE ALGORITHMS

Indeed, in recent years, hybrid approaches have been devel-
oped by combining different models for representing a com-
plex system. The interest in developing hybrid methods is
to obtain an accurate prediction. However, modeling and
predicting this way brings computational time complex-
ity that must also be addressed. Therefore, the algorithms
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FIGURE 5. The in-sample and out-sample mean monthly wind speed forecast of Gharo based on the
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FIGURE 6. The in-sample and out-sample mean monthly wind speed forecast of Talhar based on the

best-fitted models on the training set sample.

computational time for each model and each city were mea-
sured. But it depends on CPU performance and the operat-
ing system of the machine. In this study, all the algorithms
were performed using Python on a machine with a
Core 17-7500U GHz processor with 16-GB-RAM running
Windows 10. The algorithms computational time in seconds
(including training, testing, and prediction time) has been
reported in Table 3. The values of computation time are
found to be very small and in the vicinity of each other.
The hybrid model consumed very few seconds but relatively
more time in execution. This is because hybrid performed two
models one after another. The SVM took lower computational
time but produced fitting and prediction accuracy also very
low. Intuitively, the proposed scheme was the better choice
according to convergence fitness criteria.

G. RESULTS OF WILCOXON SIGNED-RANK TEST
This study also commenced the Wilcoxon-signed-rank
test [54] using absolute error of each model and denoted by
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|E|aRAR: |E|ANN > |E|svm and |E|pypriq, to determine the best
model among ARAR, ANN, SVM, and hybrid ARAR-ANN
model. To ensure that the difference in the results of the differ-
ent models was statistically significant and not by statistical
chance. The use of the Wilcoxon-signed-rank test is preferred
as it does not rely on the restriction of the normality. This test
tests the null hypothesis that the two models perform equally
well and their results are not significantly different. Other-
wise, the significance difference between the models indi-
cated. The null hypothesis is rejected if the p-value is less than
the common level-of-significance (0.05). The null hypothesis
rejection specifies that the hybrid models were superior to
the other considered model. The results of the three cities
were summarized in Table 5. It can be observed from Table 4
that the p-values between hybrid ARAR-ANN and ARAR
and between hybrid ARAR-ANN and ANN models are all
much small and much less than the value of 0.05. The hybrid
ARAR-ANN was also paired with SVM, as shown in Table 4.
On the base of results the Wilcoxon-signed-rank test yield a
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TABLE 4. The results (p-values) of the Wilcoxon-signed-rank test.

Dataset Hybrid-ARAR

Hybrid-ANN Hybrid-SVM

Ho : Null hypothesis
H1 : Alternative hypothesis

Ho : [Elhybrida = |E|ARAR
Hy : |Elpybrid < |E|ARAR

Ho :
Hi :

Ho : [Elhybria = |Elsv
Hi : |E|pybria < |Elsvm

|Elhybria = [ElANN
Elnybria < |ElannN

Jhimpir 0.0205
Gharo 0.0058
Talhar 0.0121

0.0016 0.0000
0.0104 0.0000
0.0010 0.0000

p-value less than the threshold level-of-significance. These
results suggested the rejection of the null hypothesis for all
comparative models. Taken together, the data presented here
provide evidence that the hybrid ARAR-ANN model was a
statistically better model than ARAR, ANN, and SVM model.

H. MULTISTEP AHEAD FORECASTING

The accurate model that capable of predicting wind speed
was the proposed hybrid ARAR-ANN model for Jhimpir,
Gharo, and Talhar. It was decided to use the hybrid models
for out-of-sample forecasting, to further illustrate the quality
of the hybrid ARAR-ANN model. The out-of-sample fore-
casting was computed for multistep head from June 2020 to
May 2021 and sketched in Figure 4, 5 and 6, with the extended
dotted and dashes lines for all three study regions with the
only hybrid model.

VI. CONCLUSION

Wind power generation is essential for economic and envi-
ronmental benefits than the other energy resources. Obtaining
accurate wind speed predictions become vital for wind farm
management and the research work for improving this aspect
attracted intensive attention. The ARAR model became popu-
lar for the time series data with periodic pattern and the ANNs
has shown much flexibility in modeling the nonlinear data.
The ARAR and ANN can only perform efficiently on their
premises. Hence, based on these models hybrid ARAR-ANN
model has been proposed for mean monthly wind speed
forecasting, with the purpose to achieve exceedingly accurate
and stable forecasting results. To demonstrate the adequacy
of the proposed hybrid model, the mean monthly wind speed
data of Jhimpir, Gharo, and Talhar, Pakistan were obtained
as three case studies. As compared with the individual mod-
els, the proposed hybrid model significantly improves the
accuracy of forecasting as shown by the reduction of statis-
tical errors. The hybrid model forecasting accuracy is also
justified by the NSEC that is above 0.90 for the studied
regions, which represents an excellent performance. Indeed,
the proposed hybrid ARAR-ANN model can be deemed as
credible alternatives when modeling and forecasting wind
speed. Twelve-step ahead wind speed forecasting has been
also computed and observed the same periodic pattern in the
out-of-sample forecasting. Finally, it is important to highlight
that this work can serve to explore the wind potential, wind
speed prediction, and thus to plan the electricity generation
from wind energy for decision-makers.
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