
SPECIAL SECTION ON EDGE INTELLIGENCE FOR INTERNET OF THINGS

Received October 13, 2020, accepted October 27, 2020, date of publication October 30, 2020, date of current version November 19, 2020.

Digital Object Identifier 10.1109/ACCESS.2020.3034939

SVM-BiLSTM: A Fault Detection Method for the
Gas Station IoT System Based on Deep Learning
YAO JIAHAO 1, XIAONING JIANG 1, SHOUGUANG WANG 1, (Senior Member, IEEE),
KELEI JIANG2, (Student Member, IEEE), AND XIAOHAN YU 1
1School of Information and Electronic Engineering, Zhejiang Gongshang University, Zhenjiang 310018, China
2College of Arts and Sciences, University of Washington, Seattle, WA 98195, USA

Corresponding author: Xiaoning Jiang (jiangxiaoning@zjgsu.edu.cn)

This work was supported in part by the National Nature Science Foundation of China (NSFC) under Grant 61701441, in part by the Key
Projects of the Zhejiang Science and Technology Plan under Grant 2018C01084, in part by the Zhejiang Natural Science Foundation under
Grant LQ20F020009, and in part by the Zhejiang Provincial Key Laboratory of New Network Standards and Technologies, Zhejiang
Gongshang University, under Grant 2013E10012.

ABSTRACT In this article, a bi-directional long-short termmemory (BiLSTM) network algorithm combined
with a support vector machine (SVM), SVM-BiLSTM, is proposed to detect faults in the Gas Station Internet
of Things (GS-IoT) system. The operational process data in the GS-IoT System, which is collected from
the edge of the IoT gateways, is compared with the human emotional reaction behavioral mechanism data.
A word segmentation method is invented to map the collected data to a low dimensional space, which makes
the data processing relatively easier while retaining the intrinsic information of the data. In order to deal with
a certain correlation among the data of the GS-IoT system, the BiLSTM algorithm is used to analyze the
abnormal data and find types of faults. Since the structure of the BiLSTM is complex and its calculation is
slow, we design a novel method which leverages SVM to increase the detection efficiency. We also compare
the performance of the proposed algorithm with Convolutional Neural Networks (CNN), Gated Recurrent
Unit (GRU), Knowledge-Based System (KBS), pure SVM and BiLSTM. The results show that the proposed
algorithm is able to detect faults with more efficiency and accuracy in the GS-IoT system.

INDEX TERMS Deep learning, SVM-BiLSTM, fault detection, sentiment analysis, IoT system.

I. INTRODUCTION
With the advances of the economy and in the context of Indus-
try 4.0, technologies such as the Internet of Things (IoT), edge
computing, and cloud computing have developed rapidly.
Before the era of big data, fault diagnosis mainly depends on
the rich knowledge of the industry field, the accuracy of the
diagnosis model and the integrity of the data samples. These
methods have advantages such as simplicity, interpretation,
and ease of development. However, in the face of large-scale
and complex systems, they are vulnerable to interference
from the environment and may lead to poor diagnosis results.
As an important part of the gas station, the GS-IoT system
is typically consisted of an edge service system, an edge IoT
gateway, some payment POSs and gas engines. Abilities of
the GS-IoT system is essential to the lifeline of gas stations.
Faults in the GS-IoT system are usually presented because
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of the complex reasons and dangerous working environment.
Every component of the GS-IoT system is related to the
normal operation in the gas station. It is vitally important
to find a fast and effective fault detection method for gas
station maintenance personnel. Such a method helps mainte-
nance personnel to reach the exact location of the fault and
minimizes downtime and economic losses of gas stations.
However, it is not practical to install detection devices directly
in each component of the system because gas stations are
high-risk locations. So it is vital to design a remote intelligent
detection method for the GS-IoT system.

Fault detection and diagnosis problems have been widely
studied in engineering, and there are usually three solutions to
this problem as follows: 1. knowledge-based fault detection
(rule-based detection); 2. Fault detection based on data min-
ing; 3. Fault detection based on machine learning and deep
learning.

The knowledge-based fault detection discerns a fault based
on its characteristics by using the expert knowledge base,
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which is used to make similarity judgment [1] or develop a
fault tree to detect faults [2]–[4].

With the advent of the big data technology, some
researches devote to the fault detection based on data mining.
The combination of data-driven and expert systems [3] as
well as the combination of data-driven and models [5] are
developed. There are also some new concepts, such as equip-
ment ECG [6], which effectively improves the fault detection
effect.

With the rapid development of artificial intelligence tech-
nology, more researchers are paying attention to intelligent
fault detection methods. Simple machine learning algorithms
such as Bayesian networks are utilized for fault detec-
tion [7].With the excellent performance of the Support Vector
Machine (SVM) model, fault detection based on SVM is
widely concentrated on [8]. SVM is a machine learning algo-
rithm based on statistical theory, whose advantages include
a small sample space, a non-linear, high-dimensional model
and easy generalization. References [9]–[11] achieve good
results by using the SVM to detect faults of a turbo pump. The
SVM algorithm is difficult to implement for large-scale train-
ing samples and multi-classification problems. Therefore,
improvements can be achieved by combining with other algo-
rithms [12]–[14] and deep structure [15]. In order to tackle
large samples in the SVM, Kang et al. [16] divide the sam-
ples into several sub-regions and assigned different weights
according to their euclidean distances to the hyperplane,
which distinguishes training times for different weights.
As cloud computing grows in maturity, so does online detec-
tion technology. Zhang et al. [17] develop an online detection
model of the SVM grid based on a non-stationary parameter
searching method.

The development of computer hardware leads more people
to focus on the deep learning technology for accurate fault
detection. Cui et al. [18] present a kernel principal compo-
nent analysis and a wavelet neural network to process the
original parameter data of an aeroengine. They extract the
data from its principal component and adopt the wavelet
neural network to carry out a diagnosis and analysis on
the feature data sample set. The image processing problem
solved by CNN can also be applied for fault detection and
get the ideal result [19]. T. Benkedjouh et al. [20] describe a
Short-Time Fourier Transform (STFT) to process the original
data sent by the aeroengine, and make use of CNNs to
learn it and determine its fault information. The emergence
of LSTM solved the correlation problem that RNN cannot
solve [21]. LSTM is good at calculating time series, and
it can also optimize its input to achieve better classifi-
cation results. Principi et al. [22] evaluated three different
autoencoder architectures, which are theMulti-Layer Percep-
tron (MLP) autoencoder, the convolutional neural network
autoencoder, and the recurrent autoencoder composed of the
LSTM units. In addition, LSTM was also used for fault
detection [25]–[27]. The emergence of BiLSTM [28] is a
better solution to deal with the relationship between contexts.
Enshaei and Naderkhani [29] adopt BiLSTM to diagnose the

original signal of an asynchronous motor fault, compared it
with the GRU, and obtain good results.

Based on the analysis above, we propose a fault diagnosis
method based on SVM and BiLSTM to obtain better results.
Generally, the data-based method detect faults accurately,
and the analysis of the data characteristics distinguish fault
types effectively. SVM and BiLSTM cannot address both
accuracy and efficiency in fault detection of GS-IOT system.
The proposed method in this article effectively solves this
problem. At the same time, the traditional fault detection
method often needs to collect various physical quantities of
the equipment. However, it is not practical to install sensors
in the GS-IoT system because gas stations are placed in high-
risk locations, and any other external electronic equipment
presents a risk of explosion. We take advantage of the IoT
technology to effectively solve this problem. The goal of this
article is to determine the fault location through analysing the
emotion of the interaction log.

The goal of fault detection in this article mainly includes
the hardware level of the equipment, as well as the operation
failure that some services cannot provide normally. When
the faults occur, the communication data of GS-IOT system
will change. We use the technology of IOT to collect data.
And SVM-BiLSTM is adopted to detect the fault. The first
stage, we classify all samples into normal and abnormal ones
through SVM. In this case, we can find all the faults that cause
data changes, even if such faults are unknown. In the second
stage, BiLSTM is used to detect faults accurately. In this way,
the accuracy of fault detection is improved by deep learning.

The remainder of this article is organized as follows: in
section II, the construction method of SVM, LSTM and BiL-
STM are introduced. A novel SVM-BiLSTM fault detection
method is elaborated in section III. In section IV, the effective-
ness of the proposed methods is shown by the GS-IoT system
diagnosis experiments, respectively. Section V concludes this
article and gives the research directions in the future work.

II. CORRELATION ALGORITHMS
In this part, we will introduce the correlation algorithms.

A. SVM
Support vector machine is a two-classification model where
the basic model is the linear classifier with the largest interval
spacing in the feature space, but in the case of nonlinear sep-
arability, the simple division of samples by a hyperplane does
not exist. The solution is to map the original two-dimensional
space to a suitable high-dimensional space so that the sample
is linear within the feature space. In a group of N training
data, D = {(xi, yi)}Ni=1, xi ∈ RM is the ith first training
data, and yi ∈ {−1, 1} is the sample label. Where f (x)
represents a segmentation line in 2-D space or a hyper plane
in a high-dimensional space, ω is the weight of input, and b
is the intercept of the hyper plane. Divide the hyperplane into
feature spaces:

f (x) = ωTϕ(x)+ b (1)
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The formula (1) is convex quadratic programming, and
according to the Lagrangian Duality Theory, it transforms the
problem of solving the Lagrangian optimal solution by using
the Lagrangian multiplier as α. The Lagrangian function can
be written as:

f (x) =
1
2
‖ω‖2 +

N∑
i=1

αi(1− yi(ω
T xi + b)) (2)

For the linearly inseparable data, k(·, ·) is kernel func-
tion to achieve linear separation of the samples in a
high-dimensional feature space. A kernel function is the core
of SVM when dealing with a nonlinear situation. It operates
inner products on a highdimension space and linear insepa-
rable data in a feature space are mapped to a high-dimension
nonlinear space, namely, the inner product operation of high-
dimension’s whole vectors is complete with the kernel func-
tion [16]. The objective function is:

max
α

N∑
i=1

αi −
1
2

N∑
i=1

N∑
j=1

αiαjyiyjk
(
xi, xj

)
s.t.

N∑
i=1

αiyi = 0, 0 ≤ αi ≤ C (3)

Parameter C denotes the penalty dealing with constraint vio-
lation for the model. According to the minimum optimization
principle, the classification function is obtained by solving
the optimization objective α:

f =
N∑
i=1

αiyik (x, xi)+ b (4)

B. LONG-SHORT TERM MEMORY NETWORK (LSTM)
LSTM is first introduced by Cho et al. [24] as an improved
recurrent neural network (RNN) that is able to solve the
long-distance dependence problem. The hidden layer of the
original RNN has only one state h, which is very sensitive
to short-term inputs and shows a gradient disappearance
problem during reverse propagation, while the LSTM uses a
door structure to effectively resolve gradient disappearance.
Figure 1 shows the basic structure of the LSTM.

The LSTM network uses a gate structure to add, delete and
process information, which is the output vector of the gate
multiplied by the vector to be controlled. Because the output
of a gate is a real vector between 0 and 1, when the gate output
is 0, any vectormultiply by it will result in a vector of 0, which
is equivalent to an inability to pass; when the output is 1, any
vector multiply by it will not change, which is equivalent to
an ability to pass. Because the value range of the sigmoid
function is (0,1), the state of the door is half open and half
closed. Suppose W is the weight vector of the door, and B is
the offset term, then the door can be expressed as Formula (5).

g(x) = σ (Wx + b) (5)

LSTM uses two gates to control the content of unit state C.
One gate is the forget gate, and the other is the input gate.

FIGURE 1. LSTM cell.

The output gate is used by LSTM to control the current output
value of the unit state to LSTM.

1) FORGOTTEN DOOR
How much of the unit state Ct−1 of the previous time is
reserved to the current time Ct is determined. Wf is the
weight matrix of the forgetting gate, bf is the bias term of
the forgetting gate, σ is the sigmoid function, ht−1 is the
implicit state in t−1, and xt is the input; the expression of
the forgetting gate is

ft = σ
(
Wf · [ht−1, xt ]+ bf

)
(6)

2) INPUT DOOR
Decide what new information is stored in the cell transposi-
tion, which consists of two parts:

1. Sigmoid (input door layer) determines what value sets
need to be newer, Wi is the weight matrix of the input gate,
and bi is the offset term of the input gate; the input expression
is:

it = σ (Wi · [ht−1, xt ]+ bi) (7)

2. The tanh layer creates a new candidate vector C̃t , where
Wc, bc is the weight and offset of the candidate vector; the
current input cell status is:

C̃t = tanh (WC · [ht−1, xt ]+ bC ) (8)

Finally, the unit state Ct at the current moment can be
obtained:

Ct = ft ∗ Ct−1 + it ∗ Ct (9)

3) OUTPUT DOOR
First, run a sigmoid layer to determine which part of the cell
state will be the outputOt . The cell state is theCt output using
tanh (obtaining a value between−1 and 1) and multiplying it
by Ot .

Ot = σ (WO · [ht−1, xt ]+ nO)

ht = Ot ∗ tanh (Ct) (10)
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FIGURE 2. The architecture of the BiLSTM network.

C. BiLSTM
LSTM can only predict the output of the next time accord-
ing to the time sequence information of the previous time.
However, in some problems, the output of the current time
is related not only to the previous state but also to the future
state. The structure of the BiLSTM is shown in Figure 2 [17].
X0,X1 · · ·XN are the input. The forward layer is calculated

forward from the moments 1 to N in order to obtain and
save the output of each moment forward of the implied layer.
The backward layer is calculated in reverse from moment
N to moment 1, and the output of each moment is hidden
backwards. The final output Y0,Y1 · · · YN is obtained by com-
bining the corresponding time output of the forward layer and
the backward layer at each time.

III. SVM-BiLSTM
In this part, we will propose our fault detection method.

SVM has some difficulties in dealing with multi- clas-
sification problems. What’s more, BiLSTM needs forward
and reverse calculations, which cause its computation time to
increase dramatically, and it is not necessary for shallow fea-
tures. While the shallow features are relatively obvious and
have no strong correlation, the error data is only a small part
of the log file and it takes more time to use BiLSTM directly.
There is a strong link between the GS-IOT system data before
and after. So BiLSTM is more accurate in GS-IOT system
fault location than other algorithms. Therefore, we first use
SVM to extract the shallow characteristics of the log file [30].
In the second stage, we input the error data into BiLSTM to
analyze the specific fault to determine the precise location
of the faults. We show how SVM-BiLSTM is trained in
Algorithm 1:

We set the input as X, set ySVM = 0 to represent normal
and ySVM = 1 to represent abnormal. The data is labeled y,
the range is 0-5, with 0 being normal, and 1 to 5 represent an
error type. Next, multiply the ySVM output from SVM and the
set label y to obtain the label 0-4 of BiLSTM:

yBiLSTM = y
SVM
∗ y− 1 (11)

Algorithm 1 SVM-BiLSTM Model Training
Input: X/∗X is the given dataset ∗/
Output: V1, V2/∗output model ∗/
Begin
1 V1←SVMtrain(X, ySVM)
2 IF (ySVM = 1)
3 yBiLSTM← ySVM∗y-1
4 T←X- XySVM=0/∗ XySVM=0 is the normal data in

given dataset∗/
5 V2← BiLSTMtrain (T, yBiLSTM)
6 Return V2
7 ELSE
8 X← add new samples
9 Return V1
10 ENDIF
End

After obtaining yBiLSTM , X with value of −1 is discarded
to obtain T combined with yBiLSTM to form a new input
for BiLSTM training. After the model is trained, we use
the trained SVM to extract shallow features. The specific
implementation is shown in Algorithm 2:

Algorithm 2 Extract the Shallow Characteristics
Input: V1, X/∗X is the real-time data∗/
Output: C1, D/∗C1 is the result of extracting shallow fea-
tures, D is the data corresponding to C1 ∗/
Begin
1 IF(X != NULL)
2 R← SVMpredict(V1,X)
3 C1← argmax(R)
4 D← D.add(X)
5 ENDIF
6 Return C1,D
End

The fine fault prediction is realized in Algorithm 3:

Algorithm 3 SVM-BiLSTM Fine Fault Detection
Input: D,C1,V2/∗ D is the data from algorithm 2,V2 come
from algorithm 1 ∗/
Output: C2/∗fault detection results∗/
Begin
1 IF(C1=abnormal)
2 R← BiLSTMpredict(V2,D)
3 C2← argmax(R)
4 Return C2
5 ENDIF
End

The first stage has preliminarily classified all samples into
normal and abnormal ones. In the second stage, BiLSTM
is used to detect faults accurately. After that, we can create
an online monitoring real-time system [26],[30] as shown
in Figure 3 [37]:
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FIGURE 3. Usage of SVM-BiLSTM.

We inform users of the accurate fault information detected
by BilSTM and the abnormal data classified by SVM.
Of course, we can use the model to detect and classify the
historic data to search the problem have occured.

IV. EXPERIMENTAL VALIDATION
In this part, experiments are conducted to verify our novel
fault detection method.

A. EXPERIMENTAL ENVIRONMENT
The past decade has witnessed the rapid development
and wide applications of cloud computing technology.
Cloud-based and online fault detection [17] has gradually
become a trend. When the GS-IOT system is connected to the
cloud, we can analyze the data to detect the fault in real-time.
The entire system devices for detecting the fault is shown
in Figure 6. On the bottom is the GS-IoT system to be tested.
The devices are shown in Station Edge, with the electronic
point of sale (EPOS) in the lower left corner, the oil machine
(OM) in the right of the EPOS, the oil tank (OT) in the right
of the OM, the Edge Internet of Things Gateway (EIOTG)
in the middle and the edge server (ES) in the right corner.
We collect data from HangZhou, YinChan and ShangHai
stations. The data is uploaded to the cloud and is analyzed
by SVM-BiLSTM to find abnormal devices on the Fault
Detection Edge.

In order to better show how the fault detection sys-
tem works, Figure 5 shows the software and hardware of
each component of the whole system. At the same time,

FIGURE 4. The experimental devices.

Figure 5 shows the connections among the components.
In the physic and transport layer, the OM, EPOS, and
EIOTG use serial port for full duplex communication, the ES,
OT and EIOTG communicate through TCP. The OMmodel is
3100 tax control, using analog chip as hardware. The EPOS
uses hardware STM32f407 with computing power to process
the refueling business and transmit some control commands
to OM. OT uses the sensor of liquid level meter to transmit
the volume data of oil in OT. The EIOTG, as the middleman
of the system, obtains the data from the EPOS through serial
ports, and sends it to the ES. Meanwhile, the EIOTG is
responsible for uploading the data that is collected from the
ES, OT and EPOS by using Message Queuing Telemetry
Transport (MQTT) client. In the cloud layer, Ali ECS which
uses ubuntu16.04 as operating system on the left is data
storage center. We deploy MQTT server to collect the data
uploaded by EIOTG, then send the history data to computa-
tional Ali ECS in the form of log and send the real-time data
through the MQTT. The SVM-BiLSTM is deployed on the
right and adopts the TENSORFLOW as backend. The result
is displayed on the fault detection server through the MQTT.

Many researchers are devoted to fault detection for edge
devices [32]–[34]. The EPOS and ES are like the two inter-
locutors. Since the limitations of the device and the protocol,
they are unable to talk directly. Figure 6 shows the data flow
in GS-IOT system, EIOTG and Cloud are brokers in data
transmission.

In order to maintain the normal operation of the GS-IoT
system, when the OM status does not change, it sends general
query command through the EPOS and EIOTG_Broker to
the ES in hexadecimal format according to the protocol. The
ES will return data according to OM requirements, enabling
the OM to complete operations such as initialization, down-
loading data, proofreading time etc. When the OM status
change, it sends specific commands to the ES to complete
operations such as refueling, querying cumulative, down-
loading blacklist, etc. EPOS will send keyboard commands
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FIGURE 5. System framework.

FIGURE 6. Data transmission.

to OM to complete operations such as setting of refueling
amount and liter etc. And OT send volume data of oil to the
EIOTG_Broker. EIOTG_Broker will publish all the data with
designated topic, and each gas station will bridge the data to
Cloud_Broker due to the network reasons.

The EIOTG collects the data in seconds and fully reflect
the real-time situation of the entire system. So, when we
send data into the model through the MQTT in real time,
we can get real-time fault detection. The detected fault will
be published to the corresponding topic through MQTT. The
fault information is stored by the Cloud_Broker. At the same
time, users receive fault notification by subscribing to topics.
The Fault notification includes the failure of SVM notifica-

TABLE 1. The parameters of the EIOTG.

tion and the specific fault reason of BiLSTM notification.
Parameters of EIOTG equipment are shown in Table 1:

Through the EIOTG, we collect 2,000,000 pieces of data
for one week, including nearly 80,000 abnormal pieces of
data. The data is divided into 1250 samples, each containing
1250 pieces of data, of which 250 samples are used as test sets
and 125 samples are validated. GS-IOT system have many
faults, the faults show in the following table.

0-5 is the fault caused by the physical level, and 6-8 is the
fault caused by the business level. We collect and analyze the
main kinds of error data when the OM serial port noise error,
EPOS serial port more than 30% overrun error, power supply
to EPOS storage module lower than 12V, the ES memory
more than 90%, OM blacklist download failed. The normal
data is described as happiness, and the fault data as anger,
sadness, etc. The details are shown in the following Table 3.

We map different error types to emotions one by one, and
code them with one-hot. Since our analysis of errors is based
on historical data (logs), the analysis of the log text is similar
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TABLE 2. GS-IOT system fault type.

TABLE 3. Fault name and emotion.

to an emotional analysis of language, and the fault type of
the GS-IoT system is reflected from its expression. When a
fault occurs, the data will be different from normal. In order
to better show the changes of data, the real data of the fault is
shown in the figure below:

(A) (B) (C) (D) and (E) shown in Figure 7 are the part of
the true data of corresponding errors in Table 2. The message
sequence will be disordered in the unknown position when a
noise error occurs in the serial port of the OM. We compare
this to the system expressing sadness. When the serial port
part of the EPOS is overrun error, some messages will be
linked together or some part of a message will be spliced to
the normal message. We regarde this moment as the system
expressing anger. When there is an insufficient power supply
to EPOS storage module, the message will be truncated in
different positions. We compare this to the emotion deca-
dence. When the ES memory overflow, the message will
be presented in a garbled state, which we relate to being
bothered. When OM blacklist download failed, the content
of the message is repeat thousands of times, it takes up the
communication resources of normal message, which leads
to the failure of normal service, that’s when the system is
expressing hatred.

B. EXPERIMENTAL ANALYSIS
1) SIMPLE ANALYSIS OF DATA
We select some normal data from the historical data that is
saved in the cloud data center. A part of the normal data is
shown in Figure 8:

FIGURE 7. Fault data. (A) Decadent. (B) Anger. (C) Sadness. (D) Bother.
(E) Hate.

FIGURE 8. Normal data.

GS-IoT system interaction process is in the hexadecimal
form, where each message has to follow protocol constraints
and each field contains a certain amount of information.
For example, the yellow field 20191003000003 in the
Figure 8 represents the time of the message, the blue field
represents the fuel card number, the red field indicates the
current cumulative refueling of the oil gun. Therefore, BiL-
STM can better locate the fault accurately. However, the data
is converted to text type when it is stored in the cloud. Unfor-
tunately, data required by our algorithm SVM-BiLSTM is
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TABLE 4. Parameter setting in SVM.

numeric type. Hence, a language library has been established
that uses the word breaker to divide words, and a one-to-one
index table is set up to convert each piece of data into a
number by finding the corresponding index.

2) EXPERIMENTAL
To verify the diagnosis strategy proposed in this article, KBS,
SVM, BiLSTM, GRU, and CNN are used to analyze and pro-
cess the data, and the diagnosis results are compared. In KBS,
the fault decision tree is constructed, and the fault types are
identified by the expert knowledge. For example, in insuffi-
cient power supply to EPOS storage module error, the data
length is obviously shorter and most of them are normal mes-
sage truncation. SVM uses a one-vs-one multi-classification
method in this experiment. We use analytical to select param-
eters, the parameters of SVM are as follows:

The parameters of CNN are as follows: the first con-
volution layer have a total of 32∗3∗3 convolution kernels,
the first pooling layer had 3∗3 pooling kernels, the second
convolution layer have a total of 64∗3∗3 convolution kernels,
and the second pooling layer have a 3∗3 pooling kernel.
Finally, the data is input into the full connection layer after
flattening. The batch size is 20, the number of iterations
was 200, and the classifier is softmax, Using Adam as an
optimizer. The parameters of BiLSTM are as follows: nesting
5-layer BiLSTM network, one block of LSTM with N cells,
and finally input to the full connection layer using softmax as
a classifier.

In SVM-BiLSTM, the text data is transformed into data
that the model can train according to the self-built dictionary.
Since length of each data is different, we use pads that are
0 to make up the short data to the same length. Finally get the
matrix Xn×m. There are n pieces of collected samples, each
of which has m attributes. The whole process is shown in
equation (12).

X11 X12 · · ·

X21 X22 · · ·

...

Xn1

...

Xn2

...

· · ·

⇒ Xn×m =


X11 X12 · · · X1m
X21 X22 · · · X2m
...

... · · ·
...

Xn1 Xn2 · · · Xnm


(12)

Since the data have different dimensions, we normalize
all the original input. The normalized attribute matrix of
Xn×m is Yn×m whose entry at (i, j), i ∈ {1, 2, . . . , n} and

TABLE 5. Diagnosis results for different methods.

j ∈ {1, 2, . . . ,m} is:

yij =
xij
n∑
i=1

xij

(13)

After (13), the sum of all components in a column is one.
After the training samples are obtained, the SVM model is
established for preliminary feature extraction. The abnormal
data after classification is inputted to BiLSTM.

We use Accuracy, Precision, Recall and F-score to make
a comprehensive comparison between the proposed one and
tradition model. And the calculation formula is as follows:

Accuracy =
NN + FF

NN + NF + FN + FF
%

Pr ecision =
FF

NF + FF
%

Recall =
FF

FN + FF
%

F − score =
2

1
Pr ecision +

1
Recall

% (14)

NN means normal samples are predicted as normal
ones. NF means normal samples are predicted as abnor-
mal ones. FN are the abnormal samples are predicted as
normal ones. FF are the abnormal samples are predicted as
abnormal ones. Accuracy represents the number of correct
classifications in all experiments. Precision is how many real
results are positive in the prediction results. And Recall indi-
cates howmany of the real results are positive classes. F-score
comprehensively considers precision and recall indicators.

The different results of accuracy are shown in the following
table.

As can be seen from the table above, SVM-BiLSTM is
outstanding in terms of overall performance, with the accu-
racy of KBS, SVM, GRU, CNN, and BiLSTM being 81.20%,
92.41%, 95.52% 97.89%, and 99.93%. BiLSTMhas the high-
est accuracy of all methods, but it is highly flawed in terms
of efficiency. KBS have the lowest accuracy. The use of GRU
is efficient, but it does not meet the accuracy requirements.
SVM-BiLSTM has a great advantage in terms of overall
performance and ensure accuracy and efficiency. In addition,
SVM-BiLSTM is much more accurate and computationally
efficient than CNN. Table 6 shows the average Precision,
Recall and F-sore of different methods.
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FIGURE 9. Accuracy figure.

TABLE 6. Average precision, recall and F-score of different methods.

TABLE 7. Each fault type diagnosis results for different methods.

FIGURE 10. SVM-BiLSTM Confusion matrix.

The experimental results in precision, recall and F-score
from these methods also lead to the same conclusion that the
proposed method well outperforms its peers.

To better show the classification effect of the algorithm,
Table 7 shows the fault detection accurate rate of each fault
detection, and SVM-BiLSTM confusion matrix is drawn,
the result is shown in Figure 10.

We conclude by analyzing Table 5 that the classification
results of KBS and SVM on category 0 and 1 are not ideal.
In addition, the BiLSTM has the best classification structure,

FIGURE 11. ROC curves of different kernel functions. (A)rbf. (B)poly.
(C)linear.

the results of GRU andCNNare also acceptable. The horizon-
tal axis of the SVM-BiLSTMConfusionmatrix represents the
predicted result, and the vertical axis represents the real label.
The diagonal represents the corresponding degree between
the predicted result and the real result. The larger the value
is, the darker the color is, and themore accurate the prediction
of themodel is. The color corresponds to the value on the right
side of the graph. Accuracy values range from 0-1. 0-4 on axis
refers to 5 fault types.

3) PARAMETER OPTIMIZATION
To train a better model, we need to optimize the model’s key
parameters C and kernels of SVM. We use different C values
and kernels in SVM to verify the effect. In the first phase,
we choose a sample with 20,000 rows of data. In the second
phase, we use different kernel functions and keep the other
parameters the same. We draw Receiver Operating Charac-
teristic (ROC) curves of different kernel functions to observe
their effects and the ROC curves are as follows.

The abscissa of ROC curve is false positive rate and the
ordinate is true positive rate. We use 5 colors to represent
5 different kinds. The closer the ROC curve is to the upper
left corner, the better the classification effect is. It can be
seen from Figure 12 that rbf kernel functions perform best,
followed by linear kernel functions and poly kernel functions.

The number of C are set as follows:C ∈ {0.1, 0.5, 1, 5, 10}.
A full-factorial analysis needs 3 × 5 experiments. We adopt
the orthogonal arrays so as to decrease the number of experi-
mental runs [31]. We use reasonable combination of kernel
function and C and observe its accuracy. The result show
in Table 8.

Different values of parameter C combine with different
kernels have different effect on accuracy of the model.

203720 VOLUME 8, 2020



Y. Jiahao et al.: SVM-BiLSTM: A Fault Detection Method for the GS-IoT System Based on Deep Learning

TABLE 8. Diagnosis results for different c and kernel.

TABLE 9. Diagnosis results for different layers.

FIGURE 12. Diagnosis results for different layers.

Analysis of the data in the above table shows that the accuracy
is the highest when the kernel is rbf and C=10. Hence,
we adopt rbf as the kernel function and C=10 in SVM-
BiLSTM.

To compare the impact of different layers of BiLSTM on
the accuracy, we apply different layers of 1-6 to diagnose
faults in BiLSTM, with a sample with 100,000 rows of data.
The average accuracy of the diagnosis and the time spent
in calculation are shown in Table 9, and the trend is shown
in Figure 13.

An increase in the number of network layers increase the
accuracy and the time required for calculation. The accuracy
of the one layer is 92.70%, the accuracy of the three layers is
96.76%, and that of 5-6 layers is more than 99%. However,

the diagnosis time increases fast from 502(s) on the first layer
to 1740(s) on the sixth layer, and the diagnosis efficiency
declines. The 5-layer BiLSTM is the most suitable.

V. CONCLUSION
This article proposes a combination of SVM and BiLSTM
for the fault detection of the GS-IoT system by analogizing
the OM and the ES communication to emotional expression.
Through an emotional analysis of the data, we analyzed
the data in real time and classified the types of faults. To
cope with the complex and deep structure of the BiLSTM
algorithm, we started with entering the data into the SVM
to distinguish normal and fault and then employed the data
into the BiLSTM to accurately locate the type of failure. The
accuracy of the fault detection method proposed in this article
reaches 99.12%, which meets the requirements of the gas
station for fault detection accuracy.

This work can detect the occurrence of faults in the IoT
system in gas station; however it is difficult to detect unknown
faults [35], [36], such as oil leakage from OT, EPOS key-
boards input error due to high temperature, insufficient power
supply of OM solid state relay, etc. When the data itself is not
wrong, but lost or redundant, it is difficult to use the current
method to detect. This is to be addressed as our future work.
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