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ABSTRACT Most traditional recommender systems focus specifically on increasing consumer satisfaction
by providing a list of relevant content to consumers. However, the perspectives of other multisided mar-
ketplace stakeholders are also equally important, i.e., the exposure for suppliers or providers and profit
for the platform. The suppliers want their products to be presented to users, and the objective of the
platform is to maximize their profit. Nevertheless, because consumers’ preferences and the objectives of
providers as well as the platform may conflict with each other, it degrades the utility of the recommendation
methods by only considering users’ views. Therefore, in this work, we use a many-objective optimization
method to maintain a tradeoff among five objectives for three stakeholders and obtain multiple Pareto front
solutions in a single run. We first combine customer lifetime value and user purchase preference to create
a new similarity model (Sim_RFMP) to increase the recommendation accuracy of the recommendation list.
Furthermore, we propose a many-objective model (NBHXMAOEA) for multistakeholder recommendation.
In NBHXMAOEA, we present a novel N-block heuristic crossover operator (NBHX) that recombines
blocks of chromosomes based on heuristics. Through extensive experiments, the results demonstrate that
our proposed NBHXMAOEA achieves superior performance in terms of average accuracy, diversity, novelty,
provider coverage, and platform profit to its competing methods.

INDEX TERMS Many-objective, recommender systems, similarity model, stakeholders.

I. INTRODUCTION
Recommender systems (RS) have been successfully applied
to assist decision making by producing a list of items tailored
to user preferences and tastes, supporting e-commerce, social
media, and other applications where the content volume
would otherwise be overwhelming for users [1], [2]. They
have become indispensable tools of the Internet age. Tra-
ditional RS produces recommendations to satisfy the needs
and interests of end users [3], [4]. It is entirely appropriate
to maintain customers or viewers high loyalty and retention.
However, the recommendation recipient may not be the only
party in the recommendation outcome.

Sole focus on the preference of end users hampers the
utility for other parties, for example, providers or sellers.
They would not use RSs if they believed such systems were
not profitable for them. What is needed is a shift in focus,
considering not only the customers’ considerations but also
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the perspectives and utilities of multiple stakeholders. Other
stakeholders such as the platform whose perspective differs
from those of customers, also need to be considered. There-
fore, an appropriate balance between the needs of consumers,
providers and platforms is required.

Although the provider and system are two crucial partic-
ipants in recommender systems, very little focus has been
given on the utility of multiple stakeholders, e.g., exposure of
items and profit or revenue of products, which represent the
perspectives of providers and the system, respectively. The
entire spacemultitaskmodel (ESMM) is one of the fewworks
that considers both click-through rate (CTR), click conver-
sion rate (CVR), and gross merchandise volume (GMV)
value simultaneously for multiple stakeholders [5]. In online
commerce, optimization of CVR or CTR is considered syn-
onymous with optimizing for consumer relevance [6]. GMV
is the total amount of revenue users spent on the recom-
mended items. This metric evaluates the willingness of users
to purchase in RS and raising GMV can better benefit system
revenue. In [4], a recent learning-to-rank approach is adopted

196482
This work is licensed under a Creative Commons Attribution-NonCommercial-NoDerivatives 4.0 License.

For more information, see https://creativecommons.org/licenses/by-nc-nd/4.0/ VOLUME 8, 2020

https://orcid.org/0000-0002-5490-3921
https://orcid.org/0000-0003-0889-278X


D. Wang, Y. Chen: Novel Many-Objective Recommendation Algorithm for Multistakeholders

for GMV maximization, where CTR and CVR are predic-
tions from the two separate models. Additionally, the ranking
differences between relevance and revenue are addressed by
a multitask learning technique, which trains both CTR and
CVR models [7]. The two models share the same user, item
embedding, and similar neural network structures, and the
ranking model is also price∗CTR∗CVR.
However, the classic economic approach to optimizing

profit by computing and optimizing expected conversion rate
times expected profit per conversion would generally not give
the optimal solution in real-world situations. One significant
reason is that specific conversion values for recommendations
are difficult to predict accurately; thus, the product of con-
version rate and profit may introduce error into the solution,
and the two indicators cannot be optimized concurrently.
In addition, CTR and GMV are two important objectives that
are not entirely consistent. A CTR-optimal or GMV-optimal
recommendation can be rather suboptimal or even poor in
terms of the other objective [8].

When considering different stakeholder perspectives, there
will be more goals and tasks, and they may conflict with
each other. In recommendation systems, precision, recall, and
F1 score are the most commonly used matrices of accuracy
measurement, and the recommendation accuracy is crucial to
users. To validate the inconsistency between different objec-
tives, we obtain several user recommendations generated by
the traditional collaborative filtering algorithm. Fig. 1 illus-
trates the accuracy and GMV value of different recommenda-
tion solutions. Each point represents a solution for all users.
According to the trends reflected in Fig. 1, the three accuracy
matrices, precision, recall, and F1, score show a negative
correlation with the gross merchandise volume value. When
the GMV value gradually increases, precision, recall, and
F1 decrease.

FIGURE 1. Distribution of accuracy and GMV value. The Pearson
Correlation Coefficient is −0.50519521.

Obviously, using one formula to express the conflicting
objectives is inaccurate. Therefore, we formulate the multiple

stakeholder recommendation problem as a many-objective
optimization problem, which can simultaneously optimize
the recommendation accuracy, diversity, novelty, coverage,
and profit.

Additionally, traditional collaborative filtering algorithms
commonly adopt similarity metrics, e.g., cosine, Jaccard,
Pearson correlation, to recommend the items consumers
are most likely to choose [9], [10]. However, these cor-
relation coefficients only consider the ratings of the items
purchased by users and do not consider more specific RS
information.

To address the above problems, we propose a many-
objective algorithm, NBHXMAOEA, which consists of three
phases for many-objective optimization. First, the traditional
user-based collaborative filtering (UCF) algorithm with our
new sim_RFMP similarity model is used to generate a rec-
ommendation list for all users. Second, many-objective opti-
mization is used to filter the recommendations by reranking
the recommendation list. Specifically, we adopt five conflict-
ing objective functions: accuracy, diversity, and novelty are
indicators to quantify the fitness of recommendation solu-
tions for users, the coverage indicator is for providers and the
profit indicator is for the platform. These objective functions
reflect the needs of multiple stakeholders in different aspects.
Furthermore, we propose the N-block heuristic crossover
algorithm NBHX, which optimizes five conflicting objec-
tive functions and obtains a set of optimal recommendation
solutions.

Our contributions to this work can be summarized as
follows:

1) We propose a nonlinear similarity model sim_RFMP to
evaluate the similarities between users.

2) We formulate a novel many-objective recommendation
algorithm, NBHXMAOEA, which is used to obtain
tradeoff solutions for multiple stakeholders simultane-
ously considering accuracy, diversity, novelty, cover-
age, and profit.

3) A new N-block heuristic crossover operator NBHX
is proposed that considers the recommendation list
features.

4) The NBHXMAOEA algorithm, which combines
NBHX with sim_RFMP, obtains superior results in
terms of diversity, novelty, coverage, and profit, sac-
rificing a certain degree of accuracy.

The remainder of this article is organized as follows.
In Section II, we briefly introduce the related work.
In Section III, we introduce the proposed framework NBHX-
MAOEA. Then, we describe the experimental settings and
report the experimental results in Section IV. Finally, we con-
clude our work in Section V.

II. RELATED WORK
In this section, we introduce the multistakeholder recom-
mender systems, many-objective optimization, genetic algo-
rithms, customer lifetime value, and top-k recommendation
strategies.
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A. MULTISTAKEHOLDER RECOMMENDER SYSTEMS
Recommender systems that balance the interests of sev-
eral parties are called multistakeholder recommender sys-
tems (MSRS) [11]. The multistakeholder recommendation is
an extension of recent efforts to expand the considerations
involved in RS evaluation beyond simple accuracy measure-
ments. Prior research has examined specific cases of such
concerns in the category of reciprocal recommendations, such
as applications in online dating [12], recruitment [13], educa-
tion [14], advertising [15], and scientific collaboration [16].

In dating scenarios, both the user and the item models
represent people, and a date is successful when each side
is satisfied [17]. Therefore, it is necessary to consider the
utilities of two parties to produce accurate recommendations.
In the advertising area, a display ad in a real-time display
advertising context depends not only on whether the ad is
of interest to the user but, because advertisers pay for each
impression, it also matters if the user is of interest to the
advertiser. In that case, an advertisement should be recom-
mended to target users who have the possibility to purchase.
Similar ideas have appeared in work on group recommender
systems where the goal is to find recommendations that can
maximize the utility of users in each group [18].

Although extraordinary successes have been achieved by
considering different sides, far from being two-sided rec-
ommendations, RS families should be broadened to include
the perspectives and utilities of multiple stakeholders. When
recommendation accounts for the needs of more than just the
two transacting parties, the reciprocal recommendation sys-
tems are extended to multistakeholder recommender systems
(MSRS).

Different recommendation scenarios can be distinguished
by differing configurations of interests among the stakehold-
ers. In online marketplaces, we can consider three primary
categories:

1) Consumers or users who receive the recommendations.
They are the individuals whose choice or search prob-
lems bring them to the platform and whose input and
purchasing decisions ultimately determine the success
of the recommendation systems.

2) The providers or sellers, those entities that supply
goods and services for sale or otherwise stand behind
the recommended objects, and possibly gain utility
from the consumer’s choice.

3) The platform or system creates the RS to match con-
sumers with providers via its recommendation algo-
rithms and has some means of gaining benefit from
successfully doing so. The platform may be a retailer,
e-commerce site, broker, or other venues where con-
sumers seek recommendations.

Building an MSRS will introduce a unique set of chal-
lenges, as each side of the marketplace has intrinsic and
distinct values that the model needs to consider. However,
it is difficult to optimize multiple objectives simultaneously,
where the core difficulty lies in the conflicts between different
objectives.

B. MANY-OBJECTIVE OPTIMIZATION
In general, a many-objective optimization algorithm is used
to solve the optimization problem of four or more conflicting
objective functions [19]. The many-objective problem can be
formalized as follows:

M inimize/Maximize{f1(x),f2(x),f3(x),. . . ,fm(x)}

which is subject to:

gi(x) ≤ 0, i = 1,2,3,. . . q

hi(x) = 0, i = 1,2,3,. . . p

x = [x1, x2,. . . ,xs], s ≥ 1

xL ≤ xi ≤ xU, i = 1,2,. . . ,s (1)

where x is the s-dimensional decision vector, fi(x) is the
ith objective function, and m is the number of objective
functions. When the value of m is larger than 3, (1) is called
the many-objective optimization problem, which attempts to
minimize or maximize all the objectives. gi(x) and hi(x) are
inequality and equality constraints, and xL and xU are the
lower and upper bounds of decision variables.

Any solution that meets the requirements above is defined
as a feasible solution [20]. A solution is considered as
a Pareto-optimal solution to many objectives in the sense
that no objective can be further improved without hurting
the other one. The set of all Pareto-optimal solutions is
called the Pareto-optimal solution set, and the set of objec-
tive vectors corresponding to all Pareto-optimal solutions is
called the Pareto front. Many-objective optimization aims to
find a set of Pareto-optimal solutions that approximate the
Pareto-optimal front.

Most real-world problems, such as recommender systems,
involve multiple conflicting objective functions. It is not
possible to obtain a single optimum solution to such prob-
lems [21]. Instead, we aim to obtain a set of tradeoff solutions
where no solution is dominated by the others. All these
solutions are known as nondominated solutions [22].

C. GENETIC ALGORITHMS
Genetic algorithms (GAs) [23] are a subset of evolutionary
algorithms [24], that have emerged as flexible and efficient
metaheuristic methods for solving optimization problems
and achieving a high level of problem-solving efficacy in
most research domains, e.g., aircraft design [25], battery sys-
tems [26], resource allocation [27], job-shop scheduling [28],
virtual machine placement [29], cloud task scheduling [30],
quadratic assignment [31], and vehicle routing [32].

Several works have ascertained that the GA is more
suitable for solving complex and constrained optimization
problems in the area of machine learning and data min-
ing [33], [34]. Kim et al. [35] devised a novel genetic
algorithm based on deep reinforcement learning and used
it to solve long initial learning times and an overwhelming
number of branching factors. Nagar et al. [36] adopted a
genetic algorithm for efficient feature selection to reduce
the dataset dimensions and enhance the classifier pace
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of a k-nearest-neighbors technique, which was employed
for diagnosing the stage of patients’ disease. Sayantari
and Bhattacharya [37] employed a probabilistic cellular
automata-based method to model the infection dynamics
for a significant number of different countries. The cellular
automata method provides an excellent platform for accurate
data-driven modeling of infection spread, with a sequential
genetic algorithm for efficiently estimating the parameters
of the dynamics. They attempted to understand and interpret
COVID-19 data using optimized cellular automata through a
genetic algorithm.

GAs are the most commonly used algorithms for solv-
ing multiobjective and many-objective problems due to their
superior performance and strong universality [38]. They
use selection, crossover, and mutation operators to effec-
tively manage the searching system strategy. GAs are imple-
mented in computer simulations in which a population of
candidate solutions is generated randomly, and each solu-
tion is encoded in a string named chromosome [39]. The
crossover of multiple parents produces offspring by swap-
ping genes of the chromosomes. The mutation is performed
by flipping some genes of a chromosome, which gener-
ates new solutions. In GA, the crossover operator provides
exploration capability that directs solutions to the optimum
search space. Similarly, the mutations better exploit the opti-
mum search space. The newly generated solutions combined
with the original solutions in each generation are evalu-
ated by their fitness, which is linked to the objective func-
tion of the optimization problem. The new solutions are
selected according to their fitness by different strategies,
e.g., decomposition-based approaches (MOEA/DD [40],
RVEA [41]), diversity-based selection (SPEA2+SDE [42],
NSGA-III [43]), preference-based approaches (PICEAg [44],
Two_Arch2 [45]), and approaches that modify the traditional
dominance relation (GrEA [46], VaEA [47]). The process
of selection, crossover and mutation iterates until the termi-
nation condition is satisfied, e.g., the maximum number of
iterations or a satisfactory fitness level.

D. CUSTOMER LIFETIME VALUE
Traditional collaborative filtering algorithms commonly
adopt similarity metrics, e.g., cosine, Jaccard, and Pearson
correlation, to recommend the top n items for use [48]. How-
ever, these correlation coefficients only consider the ratings
of the items purchased by users and do not consider more
information, e.g., user purchasing characteristics.

Although various approaches for making recommenda-
tions have been presented, few consider customer lifetime
value (CLV) and the effect on product recommendations.
CLV is typically used to identify profitable customers and
to develop strategies to target customers [49]. In fiercely
competitive environments, identifying the CLV or loyalty
ranking of users is important for user retention. Additionally,
the effect of CLV on recommendations should be investigated
to develop more effective marketing strategies [50].

The magnitude of CLV is determined by three main com-
ponents: recency, frequency, and monetary value [51].

1) R(Recency): represents the age of the customer when
they made their most recent purchases. It is equal to the
duration between a customer’s first purchase and their
latest purchase.

2) F(Frequency): the number of purchases within a certain
period; higher frequency indicates higher user loyalty.

3) M(Monetary value): the average amount of money
spent during a certain period, a higher value indicates
that the company should focus more on that customer.

Generally, CLV is adopted to group consumers into seg-
ments if their CLV estimates are similar and to incorporate
the consumer’s segment assignment in the recommendation
process.

Two main explorations for making recommendations have
been successfully conducted: the former proposes two hybrid
methods for recommending products [52]. These two meth-
ods incorporate the advantages of the weighted RFM-based
(WRFM-based) method and the preference-based CF
method. The core concept of the WRFM-based method is to
group customers based on weighted RFM, and then extract
recommendation rules from each customer group. The first
hybrid method groups customers separately based on CLV
and purchase preferences. Recommendation rules extracted
from high loyalty CLV clusters are recommended to users in
the same cluster, and recommendation rules extracted from
the preference-based CF method are used to recommend
products to less loyal customers. The second hybrid method
groups customers by considering both CLV and purchase
preferences and then extracts recommendation rules from
each group to support recommendations [53].

E. TOP-K RECOMMENDATION STRATEGIES
The traditional recommendation system evaluates the ratings
of unknown items based on the user’s experiences, and then
the top-k high rating items are selected to recommend [54].
The item rating evaluation is the basic step for a recom-
mendation algorithm. In this section, we briefly introduce
the user-based collaborative filtering algorithm, item-based
collaborative filtering algorithm, and two hybrid weighted
RFM rating methods [55], [56].

The user-based collaborative filtering algorithm (UCF) is
used to find similarity neighbors and then predict the item
ratings for each user according to the most similar neighbors.
After the item rating evaluation, the top-k high rating items
are recommended to each user.

The item-based collaborative filtering algorithm (ICF),
which predicts a user’s preference and recommends items
similar to those preferred by the target user, is the most
popular and widely used recommendation algorithm in real
applications. The top-k recommendation process is the same
as that of UCF.

The WRFM-based algorithm considers both customer
lifetime value and the similarities of customer prefer-
ences. It consists of two different models, WRFM_H1 and
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WRFM_H2. The former WRFM_H1 is proposed to
group customers separately based on CLV and purchase
preferences. Then, recommendation rules extracted from
the WRFM model are used to recommend products to
loyal customers; recommendation rules extracted from the
preference-based CF method are used to recommend prod-
ucts to less loyal customers. While the WRFM_H2 method
groups customers by considering both CLV and purchase
preferences, hybrid2 is a linear combination of the two
methods. The two hybrid models recommend top-k products
to each user according to the association rules selected by
user purchase history.

III. THE PROPOSED MANY-OBJECTIVE
RECOMMENDATION FRAMEWORK
In this section, we first introduce the framework of
our proposed many-objective recommendation algorithm
NBHXMAOEA. Second, we explain how our similarity
model sim_RFMP works. Third, we formulate five objective
functions for different parties of the recommender systems.
The details are depicted in the following subsections.

A. THE FRAMEWORK OF NBHXMAOEA
Recently, several many-objective optimization algorithms
have been applied to recommender systems. The motivation
of the many-objective optimization for recommendation is
to formulate the recommendation to be a many-objective
optimization problem and solve it. Many objectives typically
refer to the optimization problems with more than three
objectives [22]. To solve the conflict between different objec-
tives of the recommendation, we design an N-block heuris-
tics many-objective evolutionary algorithm NBHXMAOEA,
which is suitable for the recommendation systems. The work-
ing process of NBHXMAOEA is shown in Fig. 2. The
primary processes can be described as follows.

Step 1: Data preparation and processing. The original data
of recommender systems exist in different forms and these
data should be converted into uniform formats before calcula-
tion. In NBHXMAOEA, we process the user purchase history
data into two forms, the RFMmatrix and the user-item rating
matrix, which are then used to calculate user similarities.

Step 2: User similarity calculation. In this stage, we employ
three new user similarity models for the calculation of
recency, frequency, andmonetary value. The three models are
then combined with the preference-based similarity model,
the two models are multiplied, and finally, the novel RFM
similarity model sim_RFMP is generated.

Step 3: Item rating evaluation and recommendation gener-
ation. The traditional user-based collaborative filtering algo-
rithm selects the most similar users and recommends the
top-k items from these neighbors to the target user. We follow
the basic flow of the classical collaborative filtering algo-
rithm. Nevertheless, the most similar user calculations are
performed in step 2.

Step 4: Many-objective evolutionary algorithm for mul-
tistakeholder recommendation. This stage is based on the

FIGURE 2. The proposed NBHXMAOEA framework.

recommendation list generated by step 3. Recommendations
in step 3 only consider the accuracy of the recommended
items, while in this step, we simultaneously optimize five
goals for three different groups.

In this stage, many-objective evolution optimization is
employed to generate optimal solutions based on genetic
algorithms, which utilize selection, crossover, and mutation
operators to effectively manage the searching strategy. The
complete procedure of the many-objective evolution algo-
rithm for multistakeholder recommendation is depicted in
Algorithm 1.

First, a set of solutions are randomly generated, and param-
eters are initialized, e.g., population size, the maximum num-
ber of generations, variable dimension, type of encoding,
number of parents, probability of crossover, and probability
of mutation. After all of the parameters are set, the itera-
tion of evolution begins. In each iteration, the fitness value
of the generated population is calculated first. Then, new
solutions are produced through the operations of crossover
and mutation on the original solution. In NBHXMAOEA,
we use our proposed N-block heuristic crossover operator

196486 VOLUME 8, 2020



D. Wang, Y. Chen: Novel Many-Objective Recommendation Algorithm for Multistakeholders

Algorithm 1 Many-Objective Evolutionary Algorithm for
Multistakeholder Recommendation

Input: population size N, the maximum number of gen-
erations gen, variable dimension dim, type of encoding
etype, number of parents np, probability of crossover px,
probability of mutation pm, and length of recommendation
lists K.
Output: Recommendation lists
1. Initialization: randomly generate an initial population
Pop
2.While the termination criteria are not satisfied
3. Calculate the fitness value of Pop
4. Off← Generate new solutions through the operations
of crossover and mutation by Pop
/∗ Off is the offspring chromosomes, ∗/
5 Calculate the fitness value of Off
6. Combine the newly generated solutions and the original
solutions as Pcob

Pcob← Off ∪ Pop
7. P← Select N fittest solutions from Pcob to P
8. end while
9. Top-K recommendation←P

NBHX, and the mutation operator is one-point mutation.
The newly generated solutions and the original solutions
are combined. Then, the selection procedure begins, and we
adopt the NSGA-III algorithm as the nondominated solution
selection method [57], which is designed typically for solv-
ing many-objective problems and can effectively maintain
the convergence and diversity of the solution; therefore, the
solution is close to the optimal solution. In this process, the
best N solutions are selected from the combined 2N solu-
tions; therefore, the population is updated. The evolutionary
process is repeated until the termination criteria are satisfied,
and the final solutions are the recommendation results for
the input users. Each solution is the order of the items in
the list of all users. Finally, the recommendation algorithm
decodes the order of the items in the recommendation list
into product names and then recommends them to each
corresponding user.

B. THE SIMILARITY MODEL
In this section, a novel similarity measurement sim_RFMP
is proposed to calculate the distance between users. The
sim_RFMP similarity is formulated by combining RFM simi-
larity and user preference. The RFM similarity between users
is defined as follows:

Sim_RFM (u, v)=Sim_R(u, v)∗Sim_F(u, v)∗Sim_M (u, v)

(2)

which is made up of three parts multiplied by each other.
The first part is the recency similarity Sim_R(u,v) between
two users, the second part, Sim_F(u,v), represents the fre-
quency similarity of two users and the third, Sim_M(u,v),

is for monetary value similarity. The recency, frequency and
monetary value similarities are calculated by (3), (4), and (5),
respectively.

Sim_R(u, v) =
1

1+ exp(α∗ |ur − vr |)
(3)

Sim_M (u, v) =
1

exp( |um − vm|)
(4)

Sim_F(u, v) =
1

1+ exp(
∣∣uf − vf ∣∣) (5)

where ur and vr are the normalized recency values of users
u and v, uf and vf are the normalized frequency values of
users u and v, and um and vm are the normalized monetary
values. |u| represents the absolute value of u. Parameter α is
a constant. In this case, α = 10.

In traditional recommender systems, several methods are
proposed to compute user preference-based similarity, e.g.,
Pearson and cosine. In this article, the preference similarity
between user u and user v is computed by the cosine metric,
as shown in (6).

Then, the similarity between two users u and v can be
calculated in (7)

Sim_P(u, v) =

∑
i∈I

(ru,i − ru)(rv,i − rv)√∑
i∈I

(ru,i − ru)2
√∑
i∈I

(rv,i − rv)2
(6)

Sim_RFMP(u, v) = Sim_RFM (u, v)∗Sim_P(u, v) (7)

C. THE PROPOSED CROSSOVER OPERATOR (NBHX)
The crossover operator plays an important role in genetic
algorithms and is used to inherit genes from offspring. Tradi-
tional crossover operators include one-point crossover [58],
two-point crossover, partially mapped crossover [59], order
crossover, and cycle crossover [60]. However, these crossover
operators do not work well for recommendation systems
because they do not consider the features of the recommen-
dation list. Therefore, we design a novel N-block heuristic
crossover operator NBHX, which takes the feature of the rec-
ommendation list and can perform well in solving the combi-
national optimization problem of the recommendation list.

The primary steps of the proposed crossover NBHX are as
follows:

Step 1: Obtain the initial block crossover probability pxb,
heuristic crossover probability pxh, and reference set R. The
reference set is generated by selecting M chromosomes of
the best objectives in the evolutionary process. Here, M is the
number of objective functions.

Step 2: Select two chromosomes randomly as parent
solutions named P1 and P2. The two chromosomes are
divided into N blocks, and the positions of the cut points
in the two chromosomes are the same. The parameter R is
equal to the variable dimension divided by the length of a
recommendation list.

Step 3: For each block of a chromosome, generate a ran-
dom number a ∈ 0, 1. If a is smaller than pxb, then perform
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the block crossover operation; if the generated random value
a is between pxb and pxh, the heuristic crossover operation
is performed; otherwise, the two blocks in P1 and P2 remain
the same and turn to the next block.

Step 4: In the block crossover operation, the two blocks
of genes are exchanged from P1 and P2 and fill in the same
positions of offspring O1 and O2. In the heuristic crossover
operation, two chromosomes R1 and R2 are selected ran-
domly from the reference set R, and the genes of the same
block position of the two reference chromosomes are filled
into the corresponding positions of O1 and O2.

Step 5: Repeat step 2-step 4 until a sufficient number of
offspring chromosomes are generated.

The complete procedure of NBHX is depicted in
Algorithm 2.

FIGURE 3. Illustration of offspring generation by NBHX operator.

For an illustration, consider the case depicted in Fig. 3,
where R1 and R2 represent reference chromosomes, P1 and
P2 represent parent chromosomes, and O1 and O2 represent
offspring chromosomes. In our experiments, each chromo-
some represents a recommendation result for all users.We use
X = {x1, x2. . . , xn} to depict a chromosome, and xi is the
gene in the chromosome. The length of the chromosome
is equal to the number of users multiplied by the length
of a recommendation list. Therefore, each solution includes
several recommendation lists, each of which is recommended
to a user. Each gene represents the order of an item in a user’s
recommendation list, and thus, an item can only appear once.

Note that our proposed N-block heuristic crossover oper-
ator and multipoint crossover operator are essentially dif-
ferent. Traditional multipoint crossover [61] includes two
forms: n-point crossover and uniform crossover. The n-point
crossover has cut points greater than two, and these cut points
are randomly generated. All of the genes between two points
are exchanged of parent chromosomes with the same fixed
length. In uniform crossover [62], [63], for each position
of a selected chromosome, a random decision is made on
whether swapping should be done or not. Unlike the mul-
tipoint crossover operator, in block crossover, some blocks
(segments) of elements are considered instead of the sin-
gle elements [64]. Block crossover is composed of multiple
blocks, each of which consists of a gene section. N-block
crossover can be divided into N gene segments, each of

Algorithm 2 N-Block Heuristic Crossover (NBHX)
Input: current population Pop, block crossover probability
pxb, heuristic crossover probability pxh, reference set R
Output: Offspring Off
1. for i=1 to P/2 /∗P is population size ∗/
2. select two chromosomes randomly from Pop

as P1 and P2 /∗P1 is the first parent chromosome, P2 is
the second parent chromosome∗/
3. for j=1 to N/∗N is the number of blocks ∗/
4. generate a random number a ∈0, 1
5. if a<pxb then
6. O1(block j)← P2(block j),

O2(block j)← P1(block j)
/∗O1 is the first offspring chromosome, O2 is the sec-

ond offspring chromosome∗/
7. else if a>=pxb and a< pxh then
8. select two chromosomes randomly from R

as R1 and R2
/∗R1 is the first reference chromosome, R2 is the sec-

ond reference chromosome∗/
9. O1(block j)← R1(block j),

O2(block j)← R2(block j)
10. else
11. O1(block j)← P1(block j),
12. O2(block j)← P2(block j)
13. end if
14. Off← Off ∪ (O1, O2)
13. end for
14. end for

which (blocks) is a whole and cannot be separated by the cut
points, which is different frommultipoint crossover where the
cut positions are random.

In our work, it is reasonable to choose N-block crossover
instead of multipoint crossover because a chromosome is
composed of a fixed-length recommendation list of multiple
users, and the number in each list corresponds to a gene.
The block size can be set according to the length of the user
list, and the block size is fixed in the top-k recommendation,
which is very convenient for crossover operation. The posi-
tion of cut points in multipoint crossover is random, which is
likely to cause disorder in the process of crossover. If multi-
point crossover is used, a repair procedure is required, which
is relatively complicated. Our NBHX operator based on block
crossover does not require a repair process. Taking two chro-
mosomes as an example, chromosome 1 is [1, 5, 7, 9, 6, 12, 2,
1, 5, 4, 3, 7, 8, 1, 2], and chromosome 2 is [5, 7, 4, 1, 2, 10, 6,
1, 3, 7, 4, 3, 2, 8, 9]. Assume this is a top-5 recommendation
from three users, and the number of cut points is 2. In block
crossover, the cut points are between 6 and 12, 4 and 3 of
chromosomes 1, 2 and 10, and 7 and 4 in chromosome 2.
We can exchange the blocks between two chromosomes and
obtain their offspring, which are [1, 5, 7, 9, 6, 10, 6, 1, 3, 7,
3, 7, 8, 1, 2] and [5, 7, 4, 1, 2, 12, 2, 1, 5, 4, 4, 3, 2, 8, 9].

196488 VOLUME 8, 2020



D. Wang, Y. Chen: Novel Many-Objective Recommendation Algorithm for Multistakeholders

If we use multipoint crossover, suppose that the randomly
generated cut points are 3 and 13, the genes 7, 9, 6, 12, 2,
1, 5, 4, 3, 7, 8 in chromosome 1 and 4, 1, 2, 10, 6, 1, 3, 7, 4,
3, 2 in chromosome 2 are exchanged, they are [1, 5, 4, 1, 2,
10, 6, 1, 3, 7, 4, 3, 2, 1, 2](off1) and [5, 7, 7, 9, 6, 12, 2, 1,
5, 4, 3, 7, 8, 8, 9](off2). We can see that off1 has two 1s for
the first user and two 2s for the third user; similarly, off2 has
two 7s and two 8s for the same user. However, this situation
is unreasonable because each gene represents an item. For a
user, the same product cannot appear multiple times in the list
of the same user.

To explain the features of chromosome encoding more
clearly, we give an example of the structure of a solution with
chromosome encoding in Fig. 3. As shown in Fig. 3, each
solution consists of 3 recommendation lists, each of which
is a block to a user. Here, we make a recommendation list
for top-k items, where k=5. The genes in a chromosome
indicate the order of the recommendation list, e.g., the genes
in R1 for User 1 are 10, 5, 7, 16, and 3 represent the 10th,
5th, 7th, 16th, and 3rd items in the recommendation list of
User 1.

We selected two chromosomes randomly from the whole
population as parent chromosomes named P1 and P2. For
each block in P1 and P2, a random number a is gener-
ated between 0 and 1; if the value of a is smaller than
the probability of block crossover, then fill the block of
P1 in the corresponding position of offspring O1 and fill
the block of P2 in the corresponding position of offspring
O2. If the value of a is larger than the probability of block
crossover pxb yet smaller than the probability of heuristic
crossover pxh (pxh is larger than pxb), then two chromo-
somes are selected from the reference set as R1 and R2,
followed by filling the R1 block in the corresponding position
of offspring O1, and the R2 block is filled in the corre-
sponding position of offspring O2. Otherwise, if the ran-
dom number a is larger than pxh, we fill the P1 block to
the same position as O1 and fill the P2 block to the same
position as O2.

Without loss of generalization, we let the values of an
equal 0.65, 0.15, and 0.90 for User 1, User 2, and User m,
respectively. The probability of block crossover is pxb=0.3,
and the probability of heuristic crossover is pxh=0.8. For
User 1, a=0.65, which is smaller than pxh and larger than
pxb; thus, we fill the first block of O1 with the first block in
R1, that is, {10, 5, 7, 16, 3}, and filled O2 with {14, 2, 7,
10, 3}, which is the first R2 block. For User 1, the random
value a is 0.15, which is smaller than pxb; therefore, we fill
the second block of O1 with the corresponding P2 block,
which is {6, 3, 8, 9, 18}, and the second O2 block is filled
with the corresponding P1 block, that is, {7, 14, 15, 18, 11}.
For the remaining blocks, we conduct the same operation.
We will give a brief description of the operation to User
m. The random number generated for User m is 0.9, which
means we copy the last P1 block to O1, the last P2 block
to O2. Then, the final results of O1 and O2 are shown
in Fig. 3.

D. MANY-OBJECTIVE OPTIMIZATION
In this subsection, we use evaluation indicators as the opti-
mization objectives, including accuracy, diversity, novelty,
coverage, and the gross merchandise volume value. The
objectives in the proposed NBHXMAOEA model can be
divided into three categories for different stakeholders: the
user, provider, and platform. Accuracy is used to evaluate
whether the recommendation list satisfies the user’s interests,
and diversity and novelty denote the difference between items
and the degree of unpopularity in the recommendation list.
They aim to increase the variety of user lists. Provider cov-
erage reflects the percentage of suppliers whose products are
exposed in the recommended list. To obtain amore reasonable
recommendation list for the interest of the platform, we intro-
duce the GMV value, which is the sum of the average value
of items in the recommended list for each user.

Precision and recall metrics are extensively used to mea-
sure the quality of recommendation. Precision indicates the
proportion of the items that the user truly needs to the total
recommended items. The precision function can be formu-
lated as follows.

Pr ecision =
N correct

Nrecommend
(8)

Recall describes the probability of a relevant item selected
in a recommendation list. The recall function can be formu-
lated as follows.

Recall =
Ncorrect
Nrelevant

(9)

where Ncorrect represents the number of items that are rec-
ommended to a user, and the user truly likes, Nrecommend
represents the total number of items that are recommended
to a user, and Nrelevant is the total number of items the user
likes.

The F1 metric can be used to balance the tradeoff between
precision and recall. In our work, accuracy is evaluated by the
F1 metric, which is given by (10).

F1 =
2∗ Pr ecision∗Recall
Pr ecision+ Recall

(10)

In addition, users generally require different kinds of rec-
ommendations. In this article, the diversity and novelty of
recommendations are optimized to provide users with diverse
recommendations. The objective of diversity is calculated by
the similarity between the items in the recommendation list
and is defined as:

divRS =
1

K (K − 1)

∑
p∈L

∑
q∈L,p6=q

1− Sim(p, q) (11)

where L is a recommendation list recommended to a user, K is
the length of a recommendation list, Sim(p, q) is the similarity
between p and q, and its calculation formula is shown in (6).

Novelty is used to evaluate the degree to which nonpopular
items are purchased [65]. The novelty is defined as:

noveltyRS =
1
MK

M∑
u=1

K∑
i=1

log2(
M

di + 1
) (12)
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where M is the total number of users in a recommender
system and di is the number of users who truly like item i.

Coverage is the proportion of recommended items in the
whole system. In our work, we calculate the degree of the
providers of the recommended items. The provider coverage
is defined as follows:

coverageprovider =
Nprovider
Ntotal

(13)

where Nprovider is the number of different providers that can
be recommended by this system and Ntotal is the total number
of providers in the whole system.

As mentioned previously, the objective of the platform
is to maximize profit. In this article, we use GMV (gross
merchandise volume) as the 5th objective. The GMV value
is defined as follows.

GMV =
1
K

M∑
u=1

K∑
i=1

Pi (14)

IV. EXPERIMENTS
In the following section, we first describe the parameter
settings and evaluation measures and then introduce the
experimental dataset and the comparison algorithms. The
performances of the different algorithms are further tested
and discussed in detail.

A. PARAMETER SETTINGS AND EVALUATION MEASURES
To judge the efficacy of our proposed algorithm with existing
state-of-the-art algorithms, 20 independent runs of experi-
ments are performed on a PC with 2.40 GHz Intel Core
i7-8700T CPU and Windows 10 SP1 64-bit operating sys-
tem with 32 GB RAM in the windows environment, and
the Anaconda platform is used for simulation. One of the
crucial issues is the setting of parameters during simulation.
Therefore, in this section, the detailed parameter settings
are given. We set the parameters the same as those of the
comparison algorithms. Note that the probability of heuristic
crossover and the probability of block crossover are only used
in our proposed NBHX operator. The parameter settings for
the experiments are listed in Table 1.

To evaluate the performance of a recommendation list,
we adopt five widely used metrics, precision, recall, diver-
sity, novelty, coverage, and GMV value, which are also the
optimization objectives.

B. EXPERIMENTAL DATASET
We performed experiments on a real word dataset named
ODTS, which contains sufficient user transaction data gath-
ered from an online delicacy takeout service app from
January to December 2016. The dataset contains sufficient
information, such as the basic information of a transac-
tion, product features, and provider features. The dataset
consists of 430,991 transaction records of 4,036 users and
15,438 products. We filtered them such that only users with
at least 80 interactions and products with at least 100 inter-
actions were retained. We evaluated the performance of the

TABLE 1. Parameter settings.

proposed algorithm on the combination of 75% as the training
set and 25% as the test set.

C. COMPARISON ALGORITHMS
To compare the performance of our proposed algo-
rithm, we selected UCF [66], ICF [56], WRFM_h1, and
WRFM_h2 [52] with Pearson similarity as the comparison
algorithms for evaluating the top-k item recommendation.
For the many-objective evolutionary algorithm MaOEA,
we employed the NSGA-III algorithm as a nondominated
solution selection method [43], which is designed typically
for solving many-objective problems and can effectively
maintain the convergence and diversity of the solution. Par-
tially mapped crossover and a one-point mutation operator
were used for generating new offspring.

The following competing algorithms were formed.

1) UCF + sim_Pearson(UCF_P). This algorithm uses
the UCF algorithm with Pearson similarity to generate
the top-k item list.

2) ICF + sim_Pearson(ICF_P). This algorithm uses the
ICF algorithm with Pearson similarity to generate the
top-k item list.

3) WRFM_H1 + sim_Pearson(WRFMH1_P). This
algorithm uses the weighted RFM-based method and
preference-based CF method to group users into differ-
ent clusters. Then, association rules are used to recom-
mend items to the users from the clusters to which the
users belong.

4) WRFM_H2 + sim_Pearson(WRFMH2_P). This
algorithm uses the linear combination of the weighted
RFM-based method and preference-based CF method
to group users into different clusters. Then, association
rules are used to recommend items to the users from the
clusters to which the users belong.

5) UCF + sim_RFMP(UCF_RFMP). This algorithm
uses the UCF algorithm with our proposed sim_RFMP
similarity to recommend items to users.

6) MaOEA + UCF_P(MaUCF_P). This algorithm uses
UCF_P to generate a recommendation list. Then,
the standard many-objective optimization algorithm
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(MaOEA) is used to obtain the Pareto-optimal solutions
for the users.

7) MaOEA + ICF_P(MaICF_P). This algorithm
uses the ICF_p to generate a recommendation list.
Then, the standard many-objective optimization algo-
rithm (MaOEA) is used to obtain the Pareto-optimal
solutions for the users.

8) MaOEA + WRFMH1_P(MaH1_P). This algorithm
uses the WRFMH1_P algorithm, which generates a
list of recommendations for each user. Then, the stan-
dard many-objective optimization algorithm (MaOEA)
is used to obtain the Pareto-optimal solutions for the
users.

9) MaOEA + WRFMH2_P(MaH2_P). This algorithm
uses the WRFMH2_P algorithm, which generates a
list of recommendations for each user. Then, the stan-
dard many-objective optimization algorithm (MaOEA)
is used to obtain the Pareto-optimal solutions for the
users.

10) MaOEA + UCF_RFMP(MaUCF_RFMP). This
algorithm uses the UCF_RFMP algorithm, which
generates a list of recommendations for each user.
Then, the standard many-objective optimization algo-
rithm (MaOEA) is used to obtain the Pareto-optimal
solutions for the users.

11) NBHXMAOEA + UCF_P(NBHXUCF_P). This
algorithm uses UCF_P to generate a recommenda-
tion list. Then, the novel many-objective optimiza-
tion algorithm NBHXMAOEA is used to obtain the
Pareto-optimal solutions for the users.

12) NBHXMAOEA + ICF_P(NBHXICF_P). This
algorithm uses the ICF_P to generate a recommen-
dation list. Then, the novel many-objective optimiza-
tion algorithm NBHXMAOEA is used to obtain the
Pareto-optimal solutions for the users.

13) NBHXMAOEA+WRFMH1_P(NBHXH1_P). This
algorithm uses WRFMH1_P to generate a recommen-
dation list. Then, the novel many-objective optimiza-
tion algorithm NBHXMAOEA is used to obtain the
Pareto-optimal solutions for the users.

14) NBHXMAOEA+WRFMH2_P (NBHXH2_P).This
algorithm uses WRFMH2_P to generate a recommen-
dation list. Then, the novel many-objective optimiza-
tion algorithm NBHXMAOEA is used to obtain the
Pareto-optimal solutions for the users.

15) NBHXMAOEA + UCF_RFMP(NBHXUCF_
RFMP). This algorithm uses the UCF_RFMP to
generate a recommendation list. Then, the novel many-
objective optimization algorithm NBHXMAOEA is
used to obtain the Pareto-optimal solutions for the
users.

D. EXPERIMENTAL RESULTS
To justify the effectiveness of our methods, the experiments
were conducted as follows.

1) To test the effectiveness of the novel sim_RFMP
model in recommending the top-k items, we compared
UCF_RFMP with UCF_P, ICF_P, WRFMH1_P, and
WRFMH2_P.

2) To test the search capability of our proposed NBHX in
the whole population and the Pareto front (PF) in the
objective space, we compared NBHXUCF_P, NBHX-
ICF_P, NBHXH1_P, NBHXH2_P, NBHXUCF_RFMP
with MaUCF_P, MaICF_P, MaH1_P, MaH2_P, and
MaUCF_RFMP.

3) To test the performance of our proposed NBHX-
MAOEA model, which combines the sim_RFMP
model and NBHX algorithm, we compared the aver-
age accuracy, diversity, novelty, coverage, and gross
merchandise volume value for all the users in each
competing algorithm.

4) Finally, we selected 10 random users in the test dataset
for comparing the accuracy, diversity, novelty, cover-
age, and gross merchandise volume value on different
algorithms.

TABLE 2. Recommendation accuracy of different algorithms.

1) COMPARISON OF ACCURACY OF PEARSON SIMILARITY
AND SIM_RFMP SIMILARITY
Table 2 illustrates the results of the recommendation accuracy
of the five methods. The best result for each matrix is shown
in bold. We can see that our proposed UCF_RFMP model
achieves the best performance in recall and F1 score, and only
WRFMH2_P slightly outperforms it in terms of precision.
The reason for this phenomenon is that the recommendation
results of WRFM_H1 are based on association rules. Due to
the sparsity of the dataset, not enough rules are generated
to meet the support and confidence thresholds. Therefore,
when WRFM_H1 generates recommendation lists for users,
there is a possibility that a sufficient number of K items
were not generated. In addition, the products generated by
association rules are popular items and are more likely to
be purchased by users. As a result, these factors lead to
a higher accuracy score of WRFM_H1, but this does not
mean that WRFM_H1 has a better recommendation effect.
We can obtain verification from the recall and F1 score of
WRFM_H1, both of which obtain the worst results. This
situation also exists in WRFM_H2, whose recommendation
method is very similar to that of WRFM_H1. Recommenda-
tions based on association rules limit their performance on
sparse datasets.
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Compared with the WRFM_H1 and WRFM_H2 models,
the superiority of UCF_P and ICF_P is remarkable. Both
of them obtain relatively good results on accuracy, recall,
and F1 score. However, our proposed UCF_RFMP model
achieves the best overall performance compared to the state-
of-the-art models, as demonstrated in Table 2.

FIGURE 4. Parallel coordinates of non-dominated fronts obtained by
MaH1_P and NBHXH1_P on the 5 objectives.

FIGURE 5. Parallel coordinates of non-dominated fronts obtained by
MaH2_P and NBHXH2_P on the 5 objectives.

FIGURE 6. Parallel coordinates of non-dominated fronts obtained by
MaUCF_P and NBHXUCF_P on the 5 objectives.

2) COMPARISON OF THE WHOLE POPULATION AND THE
PARETO FRONT
To show that our proposed NBHX algorithm has advan-
tages in solving many-objective optimization problems,
we compare five MaOEA algorithms with their correspond-
ing NBHXMAOEA. Figs. 4 - 8 show the parallel coordinates
of nondominated fronts obtained by 10 many-objective opti-
mization algorithms. It is easy to see that the five objectives

FIGURE 7. Parallel coordinates of non-dominated fronts obtained by
MaICF_P and NBHXICF_P on the 5 objectives.

FIGURE 8. Parallel coordinates of non-dominated fronts obtained by
MaUCF_RFMP and NBHXUCF_RFMP on the 5 objectives.

have different degrees of conflict. Take Fig. 4 for exam-
ple; the optimization results obtained by using MaH1_P and
NBHXH1_P produce between the objectives of F1 score and
diversity. As the accuracy increases, the recommendation
list tends to present items that users clearly prefer, which
often have similar characteristics, resulting in a reduction in
the diversity of items. We can also observe that there is a
significant positive correlation between diversity and novelty,
which also suggests that there is a conflict in F1 score and
novelty. Compared with novelty, the conflict between F1 and
GMV is more obvious, and the two metrics are completely
opposite optimization objectives.

From these five figures, we can observe that the effect of
NBHXMAOEA is generally better than that of MaOEA on
both convergence and diversity. NBHXMAOEA can cover
more solution space than MaOEA on five recommendation
algorithms. According to Fig. 5, NBHXH1_P significantly
improves convergence and distribution on novelty, diver-
sity, accuracy, and GMV value. Compared with MaH2_P,
NBHXH1_P improves the imbalanced distribution, and the
nondominant solutions in NBHXH1_P are more uniform.
NBHXH1_P has a better objective space. Figs. 6 - 8 illustrate
that NBHXUCF_P, NBHXICF_P, and NBHXUCF_RFMP
have better distribution breadth and uniformity of the opti-
mal solution set compared with MaUCF_P, MaICF_P, and
MaUCF_RFMP. It is worth noting that NBHXUCF_RFMP
can significantly improve the metrics of coverage, novelty,
and GMV value, which are obviously better than those
obtained by the other nine many-objective optimization algo-
rithms, only sacrificing a certain degree of accuracy.
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TABLE 3. Accuracy of recommendation list for competing algorithms for 10 sample users.

In summary, compared with the classical many-objective
evolutionary algorithm MaOEA, our novel NBHXMAOEA
algorithm shows good competitiveness. Integrated with the
five recommendation algorithms, NBHXMAOEA achieves
a superior performance, which obtains most of the optimal
objective values, and the nondominated solutions also main-
tain an excellent distribution.

3) OVERALL PERFORMANCE COMPARISON OF
NBHXMAOEA CONCERNING STATE-OF-ART ALGORITHMS
In this section, we present the overall comparison of
the NBHXMAOEA algorithm concerning the state-of-
the-art algorithms in terms of accuracy, diversity, nov-
elty, coverage, and GMV value. Regarding accuracy
in Fig. 9, the UCF_RFMP algorithm, which is based
on sim_RFMP, obtains much superior performance com-
pared to WRFMH1_P, WRFMH2_P, UCF_P, and ICF_P,
which is based on Pearson similarity. Similarly, the two
many-objective optimizing algorithms MaUCF_RFMP and
NBHXUCF_RFMP obtain much better results than their
competing algorithms in the framework of MaOEA and
NBHXMAOEA.

FIGURE 9. Accuracy of competing algorithms.

From Fig. 10, we can observe that the three recom-
mendation algorithms UCF_P, ICF_P, and UCF_RFMP
perform well in terms of diversity with or without the
many-object optimizing process. In contrast, WRFMH1_P
and WRFMH2_P achieve inferior results, which are

VOLUME 8, 2020 196493



D. Wang, Y. Chen: Novel Many-Objective Recommendation Algorithm for Multistakeholders

TABLE 4. Diversity of recommendation list for competing algorithms for 10 sample users.

FIGURE 10. Diversity of competing algorithms.

far from their competing algorithms. Their correspond-
ing many-objective optimization algorithms MaH1_P and
NBHXH1_P, MaH2_P, and NBHXH1_P have similar
outcomes.

As shown in Fig.11, UCF_P, ICF_P, and UCF_RFMP
also have favorable performance when dealing with novelty

FIGURE 11. Novelty of competing algorithms.

problems that are similar to diversity. In terms of coverage,
UCF_RFMP, MaUCF_RFMP, and NBHXMAOEA obtain
far superior results compared with their competing algo-
rithms. Fig. 13 describes the performance of these compared
algorithms on the metric of gross merchandise volume value.
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TABLE 5. Novelty of recommendation list for competing algorithms for 10 sample users.

FIGURE 12. Coverage of competing algorithms.

Both ICF_P andUCF_RFMPhave obvious advantages. In the
framework of MaOEA, MaICF_P performs slightly better
than MaUCF_RFMP, whereas MaUCF_RFMP is better than
MaICF_P in NBHXMAOEA.

FIGURE 13. Gross merchandise volume value of competing algorithms.

Figs. 9 to 13 indicate that the combination of our novel
similarity model sim_RFMP and the many-objective evo-
lutionary algorithm NBHX can obtain superior results in
recommendation systems.
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TABLE 6. Coverage of recommendation list for competing algorithms for 10 sample users.

4) COMPARISON OF OBJECTIVES OF RANDOM USERS IN
THE COMPETING ALGORITHMS
We randomly select 10 users and all of their Pareto solu-
tions. Note that our devised NBHXMAOEA method aims
to improve diversity, novelty, coverage, and GMV in the
case of little harm to accuracy, i.e., all of the Pareto solu-
tions can balance the objectives well. Therefore, all the solu-
tions from the Pareto front are considered. In Tables 3-7,
the term ‘‘mean’’ refers to the average value of the metric
for each user of all solutions, ‘‘min’’ refers to the mini-
mum value of the metric for each user of all solutions, and
‘‘max’’ refers to the maximum value of the metric of all
solutions. The best scores are shown in a gray background
and bold.

Table 3 indicates that accuracy is improved significantly
in UCF_RFMP, MaUCF_RFMP, and NBHXUCF_RFMP in
comparison to their corresponding competitors for most of
the users. The three algorithms obtain 6, 4, and 8 times the
highest F1 scores for ten users, and the sum of these scores
is more than half of the total F1 highest scores. According to
User 6, although there are difficulties in some extreme cases,
our model can still maintain excellent performance when
other algorithms cannot recommend accurately. Additionally,

themean accuracy value of NBHXUCF_RFMP is higher than
that of the corresponding algorithms according to User 3,
User 6, User 7, and User 9. Even with minimal accuracy,
NBHXUCF_RFMP is better than that of its competitors
according to User 1, User 2, and User 6.

Table 4 and Table 5 describe the diversity and nov-
elty results of fifteen competing algorithms for the 10 ran-
dom users. Although the number of maximum diversity
achieved by our UCF_RFMP and NBHXUCF_RFMP is not
the largest, NBHXICF_P also obtains the optimal diversity
value of recommendation lists for User 2 and User 6. UCF_
RFMP has better results thanUCF_RFMP on diversity, which
also reflects the effectiveness of NBHX in many-objective
optimization.

The recommendation lists generated by NBHXUCF_P for
User 1, User 5, and User 8 also reflect remarkable diversity,
which has not been achieved through UCF_P and MaUCF_P.
Similar to diversity, the total best records of NBHXICF_P
is less than that of NBHXH1_P in terms of novelty, yet
NBHXICF_P still recommends the two highest novelty lists
for User 8 and User 10. For User 6 and User 9, the mean
novelty of NBHXUCF_RFMP is higher than that of its com-
peting algorithms.
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TABLE 7. Gross merchandise volume value of recommendation list for competing algorithms for 10 sample users.

The reason for our NBHXUCF_RFMP model tends to
be suboptimal according to diversity, and novelty is that
accuracy and diversity, accuracy, and novelty are completely
opposite directions of optimization objectives. The improve-
ment of accuracy inevitably leads to the loss of diversity
and novelty. As shown in Table 3, the accuracy of NBHX-
UCF_RFMP was significantly improved for 8 users, which
also explains why the effects of NBHXUCF_RFMP on diver-
sity and novelty are not obvious. Nevertheless, Table 3-5 indi-
cates that NBHXUCF_RFMP performs well in balancing
accuracy, diversity, and novelty.

In Table 6, we evaluate the coverage of the compared
algorithms. For User 3, User 7, and User 8, NBHX-
UCF_RFMP gains the maximum probability of provider cov-
erage. In Table 7, NBHXUCF_RFMP achieves the largest
number of highest GMV values of the ten users, which is sim-
ilar toMaICF_P. For User 6 and User 8, the mean GMV value
of NBHXUCF_RFMP is higher than that of its competing
algorithms.

In Table 3-7, it can be proven that sim_RFMP can promote
recommendation accuracy for most users, and the NBHX-
MAOEAmodel canworkwell in balancing the five objectives
for the ten random users.

V. CONCLUSION AND FUTURE WORK
In this article, we incorporate the proposed sim_RFMPmodel
with the traditional UCF algorithms, named UCF_RFMP,
which significantly improves the accuracy of top-k rec-
ommendation. Additionally, a novel many-objective evolu-
tionary algorithm, NBHX, is proposed to provide multiple
tradeoff solutions in a single run for all users. Then,
we formulate a many-objective model NBHXMAOEA,
which incorporates the UCF_RFMP model with the pro-
posed NBHX for optimizing the objectives of multistake-
holders. Extensive experiments show that our proposed
optimization algorithm NBHXMAOEA achieves superior
performance in solving the many-objective problems in
terms of average accuracy, diversity, novelty, provider cov-
erage, and platform profit compared to its competing
methods.

The NBHXMAOEA algorithm is a potential method for
many-objective recommender systems, it is easy to imple-
ment and it combines with existing state-of-the-art algo-
rithms. Although NBHX is designed for the combinational
optimization problem of recommender systems, it can also
be applied to solve various problems that are not limited
to recommender systems. In the future, we aim to apply
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NBHXMAOEA to a wide range of real-world datasets to
assess its performance.
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