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ABSTRACT Mobile Edge Computing (MEC) architecture is composed of geographically distributed edge
servers, in which computing capabilities are provisioned at the boundary of the network, which is in close
proximity to the end users to provide network services with low latency. The planning of MEC edge
servers at appropriate locations is the fundamental first step towards the deployment of the MEC system.
In the literature, edge servers planning is based on deterministic resource requirements. This assumption
largely neglects the pragmatic complexities imposed by the real dynamic world, in which base station (BS)
resource demands are stochastic variables with arbitrary pattern. In view of this fact, we formulate the MEC
planning problem as a joint optimization problem of MEC edge servers placement and resource allocation
with uncertain BS demands through an uncertain programming formulation. Due to the complexity of this
joint-uncertain problem, a learning based framework is utilized to practically solve this problem, and the
relevance of applying this mechanism in practical usage with sampled arbitrary BS demands data is also
discussed. Finally, we conducted intensive real-data driven simulations to evaluate the performance of our
proposed mechanism. The results show the effectiveness of our approach with arbitrary BS demands.

INDEX TERMS Mobile edge computing, edge server planning, uncertain programming, learning-based

framework, resource optimization.

I. INTRODUCTION

Mobile network environments often exhibit changing patterns
over time. For instance, the distribution of mobile data traf-
fic is non-homogeneous for different regions and different
times of the day. Measurement studies show that the spatial
inhomogeneity of traffic density in cellular network can be
measured by some specific probability distributions [1]-[3].
However, these statistical parameters vary in several dimen-
sions, such as in time and space, and they are hard to be
estimated accurately. Indeed, due to the uncertainty of human
behaviors, such as user mobility, the non-trivial spatial/
temporal patterns also exist for the requirements of mobile
infrastructure resources. The resource requirement patterns
of mobile users also vary dynamically in time and space. This
uncertainty makes that any infrastructure planning in mobile
network is a challenging task.
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Uncertainty has typically not been addressed in a signif-
icant planning problem in the 5G: the Mobile Edge Com-
puting (MEC) edge server planning problem. MEC is a
distributed computing architecture in which IT service envi-
ronment and cloud computing capabilities are provisioned
at the boundary of the network to enable enlarged pro-
cessing capacity, shorter response delay, and improved user
experience. Hence, it is recognized as a must paradigm for
the next generation network, including the 5G [4], Internet
of Things [5], and Tactile Internet [6]. The architecture of
MEC is composed of geographically distributed edge servers,
which are deployed at multiple locations [7]. The planning of
MEC edge servers refers to the determination of the locations
and resource allocation of these MEC servers, which is criti-
cal for the performance of the MEC system.

The MEC edge server planning problem is challeng-
ing. The deployment of the MEC platform depends on a
number of factors, including performance criteria (such as
access latency and server workload, etc.), physical deploy-
ment constraints, and various dynamic network information.

VOLUME 8, 2020


https://orcid.org/0000-0002-5347-482X
https://orcid.org/0000-0002-9188-9807
https://orcid.org/0000-0003-0636-3681
https://orcid.org/0000-0002-7282-918X
https://orcid.org/0000-0002-5575-6943

M. Shao et al.: Learning Based Framework for MEC Server Planning With Uncertain BSs Demands

IEEE Access

Among all these factors, the uncertain resource requirements
rising from mobile end users (such as users’ computing tasks)
is the key driven factor for the distribution of edge servers,
because the execution resources are deployed to fulfill these
requirements. In the literature, a number of studies has dealt
with deploying servers in the MEC infrastructure [8]-[18].
However, these existing studies assume that the resource
requirements of end users are deterministic, which largely
ignores the pragmatic complexity of the real dynamic world.

In recent years, deep learning based approaches have been
proven to offer efficient solutions to problems that are char-
acterized with complex uncertain inner relationships between
inputs and outputs. It has been widely utilized in multiple
areas in the context of intelligent 5G network: such as mobile
data analytics [19], network traffic control [20], resource
management [21], MEC task offloading [22] and network
optimization [23]. However, to the best of our knowledge,
no previous work has studied the MEC planning problem with
uncertain resource demands by learning based approaches.
The uncertainty comes from the facts that user demands
are stochastic variables with arbitrary pattern. In this paper,
we aim to address the problem of MEC edge servers plan-
ning with uncertain resource demands by the means of a
learning-based approach.

We formulate the MEC planning problem through an
uncertain programming formulation [24], in which the place-
ment of MEC edge servers and the allocation of MEC server
resources are jointly determined. In practice, mobile end
users’ computing demands are aggregated at the Base Sta-
tion (BS) level and then dispatched towards the MEC sys-
tem. Hence, BS level resource demands can represent that of
the mobile users. Rather than the deterministic optimization
models, in our formulation, the BS demands are treated as
uncertain random variables with arbitrary pattern, and the
objective is to minimize the expectation of access latency.
Due to the complexity of solving such a joint-uncertain prob-
lem, we design a learning-based framework, which integrates
stochastic simulation, neural network, and genetic algo-
rithm (GA). We utilize this framework to practically solve this
problem by accelerating the searching in the solution space.
We also discuss the relevance of applying this mechanism in
practical usages with sampled arbitrary BS demands data to
highlight the pragmatism of our approach. To evaluate the
performance of the learning-based framework on planning
MEC servers with realistic BS demands, we conducted inten-
sive simulations: a set of small network scale simulation with
lognormal BS demands, and a set of real-data driven large
network scale simulation with historical BS demands. The
results show the effectiveness of our solution on planning
edge servers with arbitrary BS demands by comparing to
several baseline algorithms.

The remainder of this paper is structured as follows.
The related research works are discussed in Section II. The
joint-uncertain MEC server placement problem is formu-
lated in Section III. Then, we introduce the learning based
framework to practically solve the problem in Section IV.
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The simulation results are discussed in Section V. Finally,
the paper concludes with some insights and future research
work in Section VI.

Il. RELATED WORK

By bringing computing capacities and network functions to
the network edge, MEC is expected to provide low latency
services for mobile users. This attractive architecture has
thus received a considerable attention in the recent years.
Researchers have identified the fundamental problem of
MEC planning, which is to determine the best locations for
the MEC resources with respect to the requirements of end
users. We review this literature in the following.

A. VIRTUAL RESOURCE PLACEMENT

A number of works have studied the provisioning and place-
ment of resources for virtual network functions (VNFs), ser-
vices and virtual machines, and so on. The authors in [25]
study the placement of edge VNFs in an edge infrastructure
by taking service end-to-end latency and network dynamics
into consideration. An optimal application placement mecha-
nism on an energy-limited edge servers to maximize the QoS
of the system is designed in [26]. Similarly, the authors in [27]
propose a novel dynamic user-managed service placement
mechanism to overcome the unavailability of future infor-
mation and unknown system changes. In [28], the authors
address the collaborative service placement in MEC environ-
ment and propose an efficient decentralized algorithm while
taking service heterogeneity, spatial demand coupling and
decentralized coordination into account.

The optimal placement of virtual machines among MEC
servers has also been widely studied. An optimal solu-
tion in allocating the virtual resources is investigated to
cope with the non-uniform distribution of signaling mes-
sages and the irregularity of network topologies by means
of Schwartz-Christoffel conformal mappings in [29]. The
authors in [30] find the optimal placement of virtual machine
replica copies to minimize the average response time in
an MEC architecture, supporting various requests demand
among multiple applications with limited capacity of servers
in edge networks. The works in [31] and [32] mainly focus
on reducing resource consumptions of virtual machines.
An appropriate job layout method is presented in [31] to
allocate virtual machine requests to minimize the energy con-
sumption of MEC servers. The authors in [32] study both the
virtual machine placement and workload assignment in MEC.
Their work shows the influence of latency requirement of
applications, capacity of MEC servers and request workload
of users on hardware consumptions.

These works assume that the physical MEC infrastructure
has been deployed and investigate the virtual resource alloca-
tion and service configuration problem. However, the place-
ment of virtual machines is based on the deployment of
physical infrastructure, which is the fundamental first step
to establish an MEC platform. Therefore, the deployment
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TABLE 1. Comparison of edge server placement algorithms.

Paper Shared workload  Clustering Co-located Number of servers  Capacity Latency

B. Lietal.[8] no yes yes fixed limited minimized
S. Wang et al.[9] no yes yes fixed limited minimized
Y. Li et al.[10] no no yes fixed limited threshold
H. Yin et al.[33] no no no unfixed limited minimized
T. Lahderanta et al.[11] share yes yes fixed limited minimized
J. Meng et al.[34] share no yes fixed limited minimized
Y. Lietal.[12] no no no fixed no threshold
K. Xiao et al.[13] no no yes fixed limited minimized
G. Manasvi et al.[14] share no yes fixed limited minimized
S. Lee etal.[17] no yes yes minimized limited threshold
T. Chin et al.[15] no yes yes fixed no not used

X. Xu et al.[18] no yes yes fixed limited minimized

of physical edge servers has attracted more research interest
recently.

B. PHYSICAL RESOURCES PLACEMENT

We summarize related works on the topic of physical edge
server placement in Table 1. The algorithms are described
with the following syntax. Shared workload denotes whether
the workload is sharing between servers in the algo-
rithm. Similarly, Clustering denotes whether the algorithm
is clustering-based or not. And we also compare the roles
of the number of servers, capacity and latency of different
algorithms. Most of the works consider the edge server place-
ment as a placement problem by selecting K locations from
N candidates with different objections. In this case, generally
the edge servers are co-located with access points [8]-[16] or
other network functions [17], [18]. These works are marked
as yes in the column of Co-located.

Some of these works focus on reducing the average trans-
mission latency or physical distance between servers and
BSs. The authors in [8] analyze workload and task require-
ments of BSs in mobile edge computing environments and
propose a K-means-based algorithm for selecting appropriate
cells to deploy edge servers. In [9], the authors formulate the
problem as a mixed integer programming problem, aiming
to find out strategic locations for edge servers to minimize
the access delay and balance the workload of edge servers.
The authors in [11] develop an edge server placement scheme,
which aims to minimize the distance between access points
and edge servers. They formulate this problem as a capac-
itated location-allocation problem and evaluate it in edge
computing and fog computing environments respectively.
Based on the available information gathered from the overlay
social network groups, an edge sever placement strategy is
proposed in [13] to identify a number of critical BSs to place
edge servers while supporting low latency communication.
To ensure the latency between a server and a BS, the authors
in [14] conduct a study of deploying edge servers in hetero-
geneous edge computing systems to minimize the expected
response time while considering the response time fairness
of each single BS.

Another research direction that has received attention
is related to the reduction of the number of servers and
energy consumption. The authors in [17] model the MEC
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server placement as a capacitated clustering problem and
propose an heuristic algorithm that assures a certain delay
with the minimum number of placed MEC servers. The
authors in [10] and [18] both formulate the problem as a
multi-objective optimization problem, [10] tries to find out
an energy-aware edge server placement method to reduce the
total energy consumption while keeping an acceptable access
delay. In [18], the authors study the actual traffic flow of a
city to search for the specific quantity and locations of edge
servers with low latency, balanced workload and minimum
number of edge servers. The authors in [12] address the chal-
lenge of server placement based on resource requirements
forecasting and propose a cross-regional resources optimiza-
tion algorithm with the goal of minimizing the cost of service
providers.

In addition, server placement and resource allocation are
simultaneously considered in some works. In [15], the edge
server placement and work allocation strategy is investigated
with the goal of minimizing traffic load in the mobile edge
networks for green communications. For joint edge server
placement and application configuration, a local-search based
algorithm to minimize the service cost and opening cost of
edge servers is proposed in [34]. In [16], the authors study the
joint computational services and physical resources alloca-
tion problem for latency sensitive applications in MEC. They
combine the computation partitioning and two-dimensional
resource allocations in both computation resource and
network bandwidth.

We also identify some studies related to workload sharing.
The works in [11], [14], [34] consider sharing the workload
between edge servers, which means that the demands of an
access points can be offloaded towards more than one edge
servers. It is beneficial to share computing tasks to balance
the workloads of edge servers. The authors in [33] present a
framework, called Tentacle, to discover unforeseen locations
for edge servers to explore opportunities and find new pos-
sible server locations to ensure the proximity between users
and edge servers. Following these works, we also consider
the workload sharing among edge servers and unconstrained
server locations.

Our present work differentiate from these previous
papers by taking into account the uncertain spatio-temporal
distribution of requests in different BSs, which is an
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absolutely key factor for the deployment of MEC servers.
Taking this pragmatic issue into consideration, we propose
a learning-based framework to discover optimal locations for
edge servers and allocation server workloads with uncertain
BSs demands. To the best of our knowledge, the current work
is the first to apply uncertain programming in MEC environ-
ments. The proposed solution copes with the deployment of
MEC servers with uncertain BS demands, an issue which has
been overlooked in previous relevant research works.

lll. PROBLEM FORMULATION

We consider an MEC system in which geographically dis-
tributed edge servers form an intermediate computation layer
between the BSs (end devices) and the remote center cloud for
the purpose of reducing latency, ensuring efficient network
services, and offering improved user experience. The system
architecture is depicted as in Figure 1. User computation
demands are first gathered at the BS level, and then dis-
patched and served by MEC edge servers. Hence, we dis-
tinguish two representative layers: the BS layer includes all
mobile BSs with arbitrary computation resource demands,
and the MEC layer contains the MEC edge servers that pro-
vide the computing services towards the BSs.

i A A
A ----- J 8

A A osesatin

A @ - W cocesener

~

A

V]

FIGURE 1. Mobile edge computing architecture.

The selection of MEC infrastructure sites’ locations is
the first step of building an MEC system. The planning of
MEC infrastructure sites determines the physical locations of
edge servers, as well as the allocation of server computing
resources to provide services towards BSs. The problem is
essentially driven by the stochastic BS resource demands,
which brings difficulties in practically solving the prob-
lem with low complexity. Different from existing works
with a-priori knowledge on BSs demands, we formulate a
joint-uncertain problem for determining the placement of
edge servers and the allocation of server resources under
uncertain BS demands.

A. ASSUMPTIONS

Before modelling the edge server planning problem, we first
make some reasonable assumptions as follows.
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1) We do not restrict the location of the edge servers.
Some works model the placement problem as selecting
some locations from a set of candidate ones. As claimed
in [33], it prevents the exploration of better locations for
edge servers. Hence, we consider that edge servers can
be freely deployed in any position in a given region.

2) Sharing workload between edge servers is known to
improve the trade-off between service proximity and
server workload balance. We adopt this model in which
the resource demands of BSs, which are originated
from end users, can be dispatched towards multiple
edge servers for workload sharing.

3) Due to the variation of mobile user behaviors,
the demands of BSs change dynamically in space and
in time. Thus we model the service requests of each BS
as an arbitrary stochastic variable.

B. BS-SERVER MODEL

Within a given range R, an MEC platform composed of N
edge servers provides edge computing services towards M
BSs. The BSs receive end users’ computing requests and
offload their requests towards the edge servers.

o The set S denotes the set of mobile edge computing
servers, with s; € S denotes one edge server, 1| <i < N.
Each edge server has limited computing resources.
We use c¢; to denote its maximum capacity to process
computing tasks.

« The set B denotes the set of BSs, with b; € B denotes
one BS, 1 < j < M. We assume that the servers and
BSs are distributed within R which is represented by a
two-dimensional plane, the coordinate point (p;, gj) € R
indicates the position of the BS b; on the plane.

o Correspondingly, BS b; issues a resource demand vj,
which in practice is originated from end users connected
through wireless links. The demand v; is assumed to be
an uncertain stochastic variable. The BS demands vector
V ={vy---vj--- vy} is composed of all BSs demands.

TABLE 2. Notations.

Symbol  Meaning

S Set of MEC servers to be placed in the network

B Set of BSs in the network

N Number of MEC servers

M Number of BSs

(pj,q;) Location of BS b;

v;j Resource demand of BS b;

dij Spatial distance between BS b; and edge server s;

(z4,vi) Decision variable that indicates the location of edge server s;
Zij Decision variable that represents resources edge server s;

supplied to BS b;

C. PROBLEM FORMULATION
1) Variables: Two sets of decision variables are defined to
jointly formulate the edge server placement and server
resource allocation problem.
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3)
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o Firstly, a couple of real variables (x;,y;) € R
denote the 2D coordinate points on which the edge
server s; is placed.

o Secondly, a real variable z;; represents the comput-
ing resources supplied by edge server s; to BS b;.

Objective Function: Our objective is to find the optimal
locations to deploy a fixed number of edge servers to
minimize the distance to their associated BSs, while
satisfying the capacity constraints. For each requests
variable vector V, the total distance of the whole system
weighted by the allocated servers workloads can be
expressed as

N M
Cex.y.zlV)=Y_Y zd;.
i

Here, we use the Euclidean distance to represent
the spatio-distance between the BS b; and the edge
server s;, then we obtain the expression d;; =

\/ (xi - pj)2 + (yi - qj)z. Therefore, the weighted total
distance is

N M 5 5
Clx.y.zlV)=)_) Zij\/(xi_Pj) +i—gq)"
i
2

ey

The total conveying distance C(x, y, z| V) is a stochastic
variable due to the fact that requests are stochastic
variables. Our objective is to find a location vector
(x,y), and the resource allocation z to minimize the
expectation of C(x,y, z|V):

min E[C(x,y,z|V)] 3)
{x.y.z}

Constraints: In order to obtain an feasible placement
(x, y) and resource allocation z, we consider the follow-
ing constraints.

« For all BSs and edge servers, the quantity of com-
puting resources supplied by edge server s; to BS
bj must be positive:

Zij > 0, i€ [17 N]7.] € [1’M] (4)

o For each BS b;, its resource demand must be satis-
fied by all edge servers:

N
Y zi=v, jell, Ml )

i=1

o For each edge server s;, the amount of resources
provided by a server for all base stations must be
less than its own capacity:

M
Y zj<c. iel[lN].
j=1

Q)

o Each edge server s; should be placed within the
given range R:

ie[l,N]. )

Above all, we formulate the edge server placement prob-
lem as follows:

(xi,yi) €R,

min E[C(x,y,z|V)] (8)
{x.y.z}
Subject to:
zjj > 0, i€[l,N],jell,M].
" ozi=v, jell,M].
2z %=V, JEll,M] )

Ytz <ci, i€[l,N].
(xi, yi) € R, iel[l,N]

In essence, the problem is to obtain the coordinates of
the edge servers in the potential region and allocate servers
resources towards BSs by considering uncertain BS demands,
which can be solved by the theory of uncertain programming.

IV. THE LEARNING-BASED SERVER PLACEMENT
FRAMEWORK

The complexity of the above problem is high. The placement
of the edge servers can be reduced to the classical capacitated
facility location problem, but it is NP-Hard. Hence it is dif-
ficult to solve the problem with traditional methods as it is a
complex joint optimization problem with uncertain variables
as input data. The uncertainty of variables and the joint
optimization problem should be considered simultaneously,
which greatly increases the difficulty of solving the problem.
In the following, we introduce a learning-based framework to
solve the problem, and discuss its practicability.

A. THE OVERALL SOLVING PROCESS

We propose a learning-based framework integrating stochas-
tic simulation, neural network, and GA to solve the
joint-uncertain programming problem, which has a huge
search space. The flow chart of the framework is shown
in Figure 2. We first decompose the original joint problem
into two subproblems: the edge server location subproblem
and the server resource allocation subproblem. For the server
location problem, we utilize the GA to search the solution
space and obtain the optimal locations of edge servers as GA
can rapidly search for the approximate global optimum under
complicated design environment. The location of servers,
i.e. the value of coordinates of (x,y), act as chromosomes.
For a given (x,y), we estimate the value of the uncertain
function E[C(x, y, z|V)] to obtain the fitness function of each
chromosome in GA to select the best chromosome.

Owing to the uncertainty of BS demands, we can get
an approximate value of E[C(x,y,z|V)] by sampling from
the uncertain demands space numerous times and taking the
average value. Stochastic simulation has a good performance
and wide application when faced with significant uncertain
problem, thus we adopt stochastic simulation to calculate
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FIGURE 2. The learning-based server placement framework.

E[C(x,y,z|V)]. Within the process of stochastic simula-
tion, with each sampled BS demands and given server loca-
tions, we solve the resource allocation subproblem, which
is essentially a linear programming problem, by the sim-
plex algorithm. Once the resource allocation vector z is
obtained, we can easily get the value C(x, y, z|V) and finally
E[C(x,y,z|V)] can be gained by calculating average value of
C(x,y,z|V).

The huge search space of the solutions and the complexity
of the stochastic simulation deteriorate the performance of the
overall solving process. We thus introduce a neural network,
which is embedded into the GA, to accelerate the searching
process. We utilize the samples of the stochastic simulation
and corresponding calculated fitness function to train the
neural network. Then, with the neural network, the value
of E[C(x,y,z|V)] can be directly obtained, given the corre-
sponding objective value of any edge server locations. Over-
all, the framework consists of three main bodies:

o Monte Carlo stochastic simulation to get a set of sam-
ples (x, y) and the corresponding E[C(x, y, z| V)] for the
purpose of training the neural network. During each
iteration of the simulation, we use simplex method to
solve the linear programming resource allocation sub-
problem and get the solutions of z. Then we calculate
the corresponding E[C(x,y, z|V)] for a given location
vector (x, y).

o The neural network, which is trained by the samples
from stochastic simulation. The location vector (x,y)
and the value of E[C(x,y, z|V)] are regarded as inputs
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output |

A4
Allocation: z i

v
C(x,y,z| V)
average
nE[C(xy,z|V)]

and outputs respectively. The neural network accelerates
the exploration of the search space of the edge server
location subproblem.

« GA to obtain the optimal locations for servers, upon the
training of the neural network. The GA is initialized by
a random population, then during each iteration, we use
the neural network to compute the fitness function to
achieve the aim of accelerating the search process.

o After the optimum edge server locations is determined,
we can determine the corresponding resource allocation.

Then, we introduce each module of the learning-based
framework in details.

B. STOCHASTIC SIMULATION

Monte Carlo stochastic simulation is regarded as a good solu-
tion when faced with significant uncertainty in the process
of making a forecast or estimation, rather than just replacing
the uncertain variable with a single average number. It is a
technique for depicting sampling experience, which mainly
relies on the statistics of probability distribution and the
modeling of sampling variables. By taking enough samples
from the probability distribution, an uncertainty problem can
be transformed into multiple certainty problems.

In our model, the demand of each BS is an uncer-
tain variable, which results in the workload-weighted dis-
tance C(x,y,z|V) being an uncertain variable. Hence we
use stochastic simulation to obtain the expectation value of
C(x,y,z|V). Given an arbitrary position coordinate vector of
servers (x, y), we sample the variables V from its distribution
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multiple times to calculate E[C(x, y, z|V)]. It means we must
handle the following functions:

U:@x,y — E[Ckx,y,z|V)] (10)

Every time a sample is taken, the corresponding value of
C(x,y,z|V) should to be calculated. Note that this model
is different from traditional stochastic programming models
because there is a resource allocation subproblem in it:

N M
min Zi Zj Zij\/(xi —pj)2 + (i — Clj)z

{z}
z;>0, i=12,...,n, j=12,...,m

n

Zi_]ZijZVj, j=1L2,....m
m .

Z‘ zj<¢, i=12,...,n
j=1

This subproblem is essentially a transportation problem
and belongs to linear programming, thus we can employ
simplex algorithms to solve this sub-problem.

The stochastic simulation process is described in detail in
Algorithm 1. Stochastic simulation consumes a large amount
of computation time, because in each iteration the uncertain
function is calculated with sufficient enough samples, and
for each sample the resource allocation subproblem needs to
be solved. To overcome this drawback, the neural network is
utilized to reduce the computational complexity and speed up
the solution searching process.

Y

Algorithm 1 Stochastic Simulation
Input:
The potential feasible region R;
The probability distribution of V;
Output:
Server location (x,y) and its corresponding objective
function E(C(x, y,z|V)).

1: Generate location coordinates (x;, y;) randomly for each
server according to a certain rule from the potential fea-
sible region of the inspection.

2: Generate random variable v; from the probability distri-
bution of demands for each base station.

3: Solve linear programming by simplex algorithm and
obtain its optimal target value C(x, y, z|V).

4: Update U < U + C(x,y,z|V).

5: Repeat steps 2-4 for N times.

6: Calculate the average value C(x,y,z|V), i.e.U/N to
obtain E(C(x,y,z|V)).;

C. NEURAL NETWORK TRAINING

We use artificial neural network to approximate the value of
E[C(x,y,z|V)]. For the training, we define coordinate vector
of the servers location (x, y) as the input and E[C(x,y, z|V)]
as the output of the network. For instance, (x,y) and its
corresponding function value E[C(x,y, z|V)] is considered
as a sample of neural network. After the network is trained,
once (x,y) is given, the expected value of C(x,y,z|V) can
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be obtained rapidly without stochastic simulation. By embed-
ding the trained neural network into the genetic algorithm,
the fitness function can be calculated with greatly improved
efficiency, thus the performance of the whole solving process
is improved. The overall steps for training a neural network
are as follows:

1) Generate input and output data for uncertain func-
tions through stochastic simulation described in
Section IV-B, (x, y) are input neurons and the value of
E[C(x,y,z|V)] are output neurons.

2) Normalize the input and output data with a linear func-
tion and use the normalized data as training samples.

3) Use the above training samples to train a back-
propagation (BP) neural network to approximate the
uncertain function E[C(x,y, z|V)].

D. IMPROVED GENETIC ALGORITHM

We adopt the application of GA in the learning-based frame-
work as GA can rapidly search for the approximate global
optimum under complicated design environment. Comparing
to the general GA, our proposed algorithm improves the com-
putation efficiency with the neural network as described pre-
viously, which makes it possible to deal with large-scale opti-
mization problems efficiently. The procedure are described
as follows. Firstly, we generate server location vectors (x, y)
randomly as the initial population. Then different from the
general method, the neural network is used to calculate the
objective values E[C(x,y, z|V)] to accelerate the computa-
tion of the fitness function. After selection, crossover and
mutation on the current population, and the optimal result is
obtained after the algorithm converges. The specific descrip-
tion of the improved GA is shown in Algorithm 2.

E. PRACTICAL RELEVANCE

This learning-based framework is general in solving a
series of practical problems with uncertain input parame-
ters. In practice, historical BS demands data can be uti-
lized in the place of the samples generated in the stochas-
tic simulation part to estimate the effective expectation of
demands-weighted distance C(x,y, z|V), which essentially
solve problems with real settings and arbitrary demands
distributions. In Section V, we conducted two sets of sim-
ulations: a small scale simulation with samples generated
through stochastic simulation method; and a large scale real-
trace-driven simulation in which real BS demands data are
utilized as samples.

Moreover, multiple modules in the framework can be
replaced by mechanisms with similar functionalities. For
instance, (1) the GA in the framework can be replaced by
other improved meta-heuristic algorithms to further improve
the problem solving efficiency; (2) stochastic simulation can
be substituted by other methods to estimate the value of the
uncertain function; (3) the simplex algorithm can be replaced
by other optimization algorithms as long as it can be used to
solve the corresponding subproblems; and (4) the BP network
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Algorithm 2 Improved Genetic Algorithm Based on Neural
Network
Input:

The potential feasible region R;

The trained neural network in Section I'V-C.

Output:

The optimal position coordinates of servers (x*, y*).

1: Generate randomly coordinates (xj,y;) from
the  potential feasible region R of the
inspection, initialize =~ chromosomes Qk =
S O S 1)
k = 1,2,...,pop_size, which denote locations of

all the servers.

2: Calculate the objective values for all chromosomes,
Qk = (xk,yk) = {xll‘,xlz‘, ...,x]]f,,ylf,yé, ...,yﬂ‘v},
k = 1,2,...,pop_size. Here,we define the objective
value of chromosome (x,y) as E[C(x,y,z|V)], which
is calculated by the neural network already trained in
Section IV-C instead of stochastic simulation.

3: Compute the fitness function for each chromosome

Qk, k = 1,2,...,pop_size, the rank-based eval-
uation function is defined as Eval(Qk) = B -
,B)k’l, k=1,2,..., pop_size, where the chromosomes
Ql, QZ, e Q”””*Size are assumed to have been rear-

ranged from good to bad according to their objective
values and B € (0, 1)is a parameter in the genetic system.

4: Select new population from the initial population. The
selection process is based on spinning the roulette wheel
which is characterized by the fitness of all chromosomes
for pop_size times, and each time we choose a single
chromosome. Thus we update the pop_size chromo-
somes Qk, k=1,2,..., pop_size.

5: Update the chromosomes Qk, k = 1,2,..., pop_size
by inversion operation. The parameter P, is noted as
the probability of crossover of a genetic system. This
probability gives us the expected number P, - pop_size
chromosomes undergoing the inversion operation.

6: Update the chromosomes Qk, k=1,2,..., pop_size by
mutation operation. The parameter P,, is the probability
of mutation, which gives us the expected number of
P,, - pop_size chromosomes undergoing the mutation
operations.

7: Repeat 2 to 6 steps for a given number of cycles.

8: Return the best chromosome Q* = (x*, y*) as the optimal
locations for servers;

can be further replaced by more sophisticated deep learning
models to improve the prediction accuracy. Finally, with gen-
erality and universality, this framework can be used to solve
a series of uncertain problems with practical considerations.

Besides, we analyze the runtime complexity of our frame-
work and K-means.GA is essentially the main body of the
framework to search optimal locations for MEC servers,
while stochastic simulation is used to produce samples
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for training neural network and neural network is used
to accelerate the process of GA. Hence, the complex-
ity of the solution mainly depends on GA. The runtime
complexity of GA is decided by the maximum permis-
sion iterative number of times and genetic operator includ-
ing selection, crossing and mutation. We assume that the
population size of GA is POP_SIZE and the number
of MEC servers is N, then the runtime complexity of
crossing and mutation operation is O (N x POP_SIZE) and
O (POP_SIZE) respectively, and the runtime complexity of
selection operation is less than O (POP_SIZE?). Thus the
complexity of GA is OMMAX_GEN x (N % POP_SIZE +
POP_SIZE+ P OP_SIZE?)), which finally can be reduced to
O (N % POP_SIZE) since the MAX_GEN (maximum gen-
erations) is a constant and POP_SIZE is tunable. As for
K-means, the runtime complexity is O(M log M), where M
means the number of BSs.

V. EVALUATION

We implemented the proposed learning-based framework
and designed experiments to evaluate the performance of
the framework on planning MEC servers. We first show
the performance of our framework in a small scale network
with generated simulation data, then we test the effectiveness
of our framework based on a real data set from Shanghai
Telecom [35]. We conduct the simulation on a PC equipped
with Intel Core i3, 4 core processor, and 12 GB RAM and
the software simulation environment of the proposed frame-
work is based on ECLIPSE, MATLAB and IBM CPLEX.
Stochastic simulation is implemented by java language, and
IBM CPLEX is used in the third step of stochastic simulation
to realize the simplex algorithm. GA and neural network is
implemented with the MATLAB mathematical toolbox as it
can reduce programming difficulty. The simulation environ-
ment settings are described as follows.

A. SIMULATION PARAMETERS SETTING

1) STOCHASTIC SIMULATION SETTING

Monte Carlo stochastic simulation calculates the value of
uncertain function by sampling from uncertain variables a
large number of times. The stable value can be obtained
by averaging the estimated values of statistics by increasing
the number of samples. The sampling times should be large
enough to ensure the performance of stochastic simulation.
However, over-sampling greatly increases computation com-
plexity, hence it is important to select an appropriate sam-
pling times. In order to find the appropriate sampling times,
we measured the relationship between sampling times and
relative error. The relative error, with respect to sampling
4000 times, is calculated as:

E[Cx,y,zIV)Iy — E[C(x,y,z|V)]4000
E[C(x,y,zIV)]4000

where E[C(x,y,z|V)]y represents the uncertain func-
tion value obtained by sampling N times. We selected
4000 as a baseline sampling times because it provides a

relative error =
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FIGURE 3. Variation of the relative error with sampling times in Monte
Carlo stochastic simulation.

qualified estimation. As shown in Figure 3, when the sam-
pling times reach 2000, the relative error is less than 1 %, thus
we chose 2000 as the number of samples.
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FIGURE 4. Change of R?(coefficient of determination) of neural network
with the number of training samples.

2) NEURAL NETWORK SETTING

As mentioned in Section IV-C, we adopt BP neural network to
fit the uncertain function to accelerate the genetic algorithm.
In order to ensure the prediction accuracy of neural network,
we must use enough samples to train the neural network. The
coefficient of determination R? is used to measure the fitting
accuracy of neural network, and we investigated the varia-
tion of R? with the number of training samples. As shown
in Figure 4, R? is greater than 0.9 when the sample reaches
2000, which we interpreted as a good enough prediction
accuracy of neural network. Therefore, we took 2000 as the
number of input samples of the neural network.

3) GENETIC ALGORITHM SETTING
The improved GA is deployed to search the solution space

to obtain the best locations for MEC servers. As described
earlier in Section IV-A, MATLAB GAOT toolbox is used to

198840

implement GA. Normalized geometric selection was chosen
to select as it has a shorter compilation time. We choose
arithmetic crossover as the crossover procedure because point
crossover is too simplistic to work effectively and arithmetic
crossover procedure is usually the ideal crossover option for
use in projects. Non-uniformly distributed mutation operator
was chosen as the mutation operator because it is consid-
ered to function well with multiple variables. To present the
solution convergence, we show the change of fitness function
with the number of generations in Figure 5, and the BS
demands and MEC servers setting are the same in large scale
simulation that will be introduced later. It can be seen from
the picture that the curve of fitness function become smooth
after 80 generations, thus we set the number of generation as
100.

-1960
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-2040

-2060 -

Fittness

-2080

-2100

-2120

-2140 -

2160 . . . . . . . . . .
0 10 20 30 40 50 60 70 8 90 100
Generation

FIGURE 5. The fitness function of GA with the number of generations.

B. COMPARED ALGORITHMS

To evaluate the performance of our proposed framework,
we compared our framework with other edge server place-
ment methods:

1) Random Fit Algorithm: This algorithm randomly
selects a coordinate point on the plane as the placement
location of each edge server.

2) Top-first Algorithm: Due to the inconformity of BSs
demands, we choose the BSs with heaviest demands
as the deployment locations of the edge servers.

3) K-means Algorithm: The purpose of K-means cluster-
ing algorithm is to minimize the sum of the distances
between all data points and their associated cluster
centers. We regard BSs as the data points and the center
of the cluster is selected as the location of the server.

C. SMALL SCALE SIMULATION

We first conducted a small scale simulation based on gen-
erated simulation data. As the first step of simulation, some
basic parameters such as location and demand of each BS
should be given for selecting locations for MEC servers, thus
we adopt the following BS location and BS demand models:
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1) BSlocation: The inspection region is a L x L square on
which all BSs scattered. We adopt homogeneous spatial
poisson point process (SPPP) (a widely applied models
for modeling BS locations [36], [37]) to generate coor-
dinates of BSs in the given region.

2) BS demands: The statistically spatial and temporal

BS demand distribution is non-uniform across different
regions in different time, making the resource demands
of each BS an uncertain variable. Our framework can be
applied to arbitrary BS demands. To conduct an illus-
trative simulation with reasonable setting, it is vital to
model the demands of BSs. Firstly, we assume that the
traffic load of each BS represents BS demand, then we
model BS demand by following the model represented
in [1].
Generally, BS traffic distribution shows a strong
non-uniform characteristic due to the changes of user
behaviors, which impacts both temporal and spatial
traffic distributions of BS. In time domain, the traffic
volume of a region changes periodically with day-night
behaviors of users, which leads to periods of low traffic
and high traffic. Based on the actual data of the cur-
rent cellular network, a sinusoidal superposition model
is utilized to approximate the time traffic changes of
multiple BSs in a given region. In spatial domain,
because users’ social behaviors are similar in the same
area, traffic distributions has a strong correlation with
region types. The lognormal distribution is adopted to
depict the spatial inhomogeneity of traffic in cellular
networks. Taking into both temporal and spatial domain
in consideration, a combined spatial-temporal traffic
modeling method is utilized for describing the traffic
pattern of a single BS, which both reflects the peri-
odicity and randomness. The traffic value of each BS
in the region at each time is generated by lognormal
distribution with parameters w(f) and o.

Vi(t) = lognrnd(u(t), o)

In this expression, V(¢) is the demand of BS b; at time #:

(1) is a parameter related to the average traffic volume

of all BSs in the region and presents periodic variation

with time; o is different correlated with the region type.

We follow the parameters setting in [1]. As depicted

in Figure 6, the change periods of () is 24 hours,

which is consistent with human daily activities. The

value of o varies with different regions, here we set

the value of o to 1.3. The probability density function

of resource demands at spare time (v = 4.19) and

busy time (u = 5.56) is shown in Figure 7. Finally,

Figure 8 demonstrates the distribution of BSs and their

corresponding resource requirements at a specific time

t = 20. In practical usages, we can also use the histor-

ical BSs demands data, instead of this spatio-temporal
model.

In order to assess the learning-based MEC server place-

ment framework, the average distance between BSs and the
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server weighted by BSs demands is evaluated as in [11],
which is defined as:

min 3N > Zz'j\/ (i — @) + (i — )
Z{‘il Vj

We set three edge servers to serve BSs with layout as shown
in Figure 8. We show the location of servers placed by our
proposed solution and other algorithms in Figure 9. Then,
we investigate the variation of demands-weighted distances
of different solutions with the number of BSs. In order to
avoid the contingency in the result, we generated ten groups
of BS locations and take the average value. Table 3 and
Figure 10 illustrates the performance of the learning-based
framework (LBF) and other algorithms. With the number of
BSs increasing, the weighted distance, which also represents
latency, of Top-first, K-means and LBF goes up, and that
of the Random algorithm shows a trend of fluctuation. The
demands-weighted distance of our learning-based framework
is on average 19.43 % less than K-means, 33.61 % less than
Top-first, and 44.45 % than Random. Therefore, our solu-
tion has a better performance than the other approaches in

distance =

198841
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MEC server deployment on the condition of uncertain BSs
demands.
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TABLE 3. Demands-weighted distance vs number of BSs.

Number of BSs  Random  Top-First  K-means LBF
6 336.338  238.124 194.655  154.759
8 335.947  265.000 235921  170.484
10 363.955  262.528 230.320  184.211
12 326.144  286.878 223.487  193.484
14 308.617  290.779 237.041  193.149
16 332.101 316.234 245931  205.582

D. LARGE SCALE SIMULATION

A large scale simulation is also conducted based on a
real-world data set which consists of locations and users’
access information of BSs from Shanghai Telecom [35]. The
data set contains longitude and latitude data of 3233 BSs in
Shanghai city and the corresponding users access information
of each BS from June 1 to June 30, 2014.

10000 2000
L]
9000 ° 1800
L]
8000 . 1600
7000 ° 1400
o
=
6000 - . 1200 8
° 5
L] ° [ ] ) £
5000 o * oo 1000 &
° 8
L e® =
4000 § . 800 3
° ° &
3000 600
° °
L]
2000 L4 400
°
1000 - 200
0 1 [ ] L L L i 0
0 2000 4000 6000 8000 10000

FIGURE 11. Base stations distribution and corresponding average
demands in large scale simulation.

We choose 32 BSs from a region (Latitude:31.10~31.22;
Longtitude:121.11~121.20) and map these BSs on a plane
with coordinates by Millier Convertion. We generate traffic
demands of each BS by collecting users access information
for each day and assume that each access user has the same
data requirements. The geographical distribution of these
BSs and their corresponding average demands are shown
in Figure 11. We utilized the data of the first 20 days as
samples to train the neural network, and the last 10 days
are adopted to evaluate the performance of the network.
In addition, three edge servers were deployed in the system
as in Section V-C. In Table 4 and Figure 12, we demonstrate
the server locations of our learning-based framework (LBF)
and other three benchmarking algorithms, whereas we show
in Figure 13 the demands-weighted distance values achieved
by these four schemes. As expected, in most of the time the
performance ranking is LBF > K-means > Top-first > Ran-
dom in terms of demands-weighted distance. Only on the 29th
day, K-means is slightly better than our algorithm. We specu-
late that this is due to the different resource demands pattern
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TABLE 4. Demands-weighted distance vs number of BSs.

Date Random Top-First K-means LBF
21 3907.85 2327.21 1905.11 1810.44
22 3608.91 2483.47 2048.34 1821.95
23 4019.41 2553.74 2043.20 1888.69
24 4187.74 3028.74 2246.00 1856.87
25 4123.03 3228.76 2332.77 1897.13
26 3833.35 2592.39 2079.40 1736.48
27 3842.26 2833.46 2140.00 1750.00
28 3638.15 2882.63 2036.33 2006.21
29 3830.15 2419.21 1948.49 2001.72
30 3740.86 2788.44 2135.76 1987.73
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FIGURE 12. Server location of different algorithms in large scale
simulation.
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of that day. Consequently, the simulation results show that the
learning-based framework is an efficient way to place edge
servers in the actual network compared to other algorithms
owing to its comprehensive considerations of uncertain BSs
demands.

VI. CONCLUSION

As a key emerging technology, mobile edge computing can
reduce latency and improve user experience by providing
computing resources at the edge of the network. In this
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paper, we study the mobile edge server planning problem
with the aim of minimizing the latency between edge server
and BSs under the condition that the requests of BSs are
arbitrary stochastic variables. We formulate the problem
through a joint-uncertain problem formulation and propose
a learning-based framework composed of stochastic simula-
tion, neural network, and GA to practically solve the prob-
lem. We also discuss the practical relevance on utilizing the
framework to determine edge server locations with historical
BS demands data. Finally, we design experiments to evaluate
the proposed framework by both generated BS demands and
real BS demands data. The results show that the proposed
framework is superior to other mechanisms in the two sce-
narios in terms of demands-weighted distance, which means
our approach can find optimal locations for MEC servers
when latency and uncertain BS demands are both considered.
Moreover, the learning-based framework is essentially prag-
matic as it can be applied on solving a group of problems
with uncertain system parameters owing to its generality and
universality. For future works, we aim to further investigate
the MEC planning problem in various different scenarios, and
applying deep learning models to improve the performance of
the framework.
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