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ABSTRACT Human age estimation from a single image is a quite challenging task due to the subtle
appearance change in the slow aging process. In this article, we propose a compact multi-attention deep
network for age estimation based on the idea of fine-grained learning and visual attention mechanism.
Concerning the problem that age estimation is a fine-grained visual classification problem, it relies on not
only the global features of the face image, but also the fine-grained feature representations from age-sensitive
local regions. Therefore, accurate age estimation benefits from multi-scale features and their fusion.
Therefore, in this article, a multi-attention model built on a complementary two-stream compact network
is proposed for age estimation. For a given intermediate feature map from the network, spatial attentions
and channel attentions can be inferred in both self-attention and mutual-attention way. To emphasize crucial
features from age-sensitive regions, the multi-attention maps are then multiplied to the input feature map
for adaptive feature refinement. Finally, the refined feature maps at multiple layers are aggregated as the
fine-grained feature for age estimation. Compared to bulky models, our model is compact and end-to-end.
However, the performance of our model is competitive compared with those state-of-the-art methods.

INDEX TERMS Age estimation, visual attention, fine-grained learning, deep network.

I. INTRODUCTION
Human age, which is one of the intrinsic facial attributes, has
important application value in the field of security control and
monitoring, human-computer interaction, entertainment and
so on [1], [2]. Great improvements of human age estimation
from facial images have been achieved due to the success of
deep neural networks. However, it is still a challenging prob-
lem because of several reasons: (1) Many appearance varia-
tions caused by different facial attributes, including identity,
expression and pose, lead to insufficient age feature extrac-
tion. (2) The aging process is dynamic and different among
different people, therefore the age-related characteristic on
the face can not be captured by a single global feature. (3) The
appearance of face images from neighbouring age labels can
be very similar, which is hard to distinguish even for humans.

The associate editor coordinating the review of this manuscript and
approving it for publication was Jenny Mahoney.

Therefore, how to generate discriminative feature represen-
tations from age-sensitive regions is extremely essential for
accurate age estimation.

Convolutional Neural Network (CNN) is a powerful tool
to learn spatial hierarchies of features automatically, and has
gained great success for image recognition tasks. However,
most of the existing CNN based age estimation methods tend
to extract the last fully connected feature layer as a global
feature representation for facial image, while neglecting mul-
tiple local features and the correlations among them. Due to
the high similarity of appearance among face images with
adjacent age labels, age estimation with only global features
may be still insufficient to achieve better result. Nevertheless,
some local regions and fine-grained features are more sen-
sitive for distinguishing subtle age differences. As a result,
human age estimation can be treated as a fine-grained visual
classification problem and will benefit from fine-grained fea-
ture learning.
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Visual attention mechanism is widely used in many
fine-grained image classification tasks [3]–[8]. It is well
known that visual attention mechanism is an effective way of
picking out most discriminative regions from the fine-grained
image without time-consuming hand-crafted annotations.
This is a very important property for human age estimation,
because locating the age-sensitive regions would help distin-
guish adjacent ages. On the other hand, the visual attention
also emphasizes salient feature for the target task. Since there
are many age-irrelevant attributes on the face, focusing on
more representative age features and suppressing others are
also necessary for accurate age estimation. That is, the key
idea is to learn more powerful feature representation from
age-sensitive regions for fine-grained age estimation.

Motivated by the above ideas, this article proposes a com-
pact multi-attention network for age estimation, which is
capable of capturing the subtle age differences by extract-
ing local features on some age-sensitive regions of the face
without manual annotations. First of all, a complementary
two-stream compact network is proposed for multi-scale
feature aggregation. Based on the two-stream network,
multi-scale spatial attentions and feature channel attentions
can be inferred in self-attention and mutual-attention way to
further focus on crucial features from age-sensitive regions.
Multi-attention maps are then multiplied to the correspond-
ing input feature maps for adaptive feature refinement.
Finally, our framework combines the refined feature maps
from different layers based on bilinear pooling to capture
the correlations between those features, thereby obtaining
the fine-grained feature representations for age estimation.
As a result, the proposed age estimation framework is able
to effectively combine the strengths of deep network with
multi-attention module to generate feature representations on
the vital age-sensitive regions.

In general, age estimation is formulated as a regression
problem in our work, and multiple attentions are employed
to refine the features from the deep network. The work
most similar to ours is Stage-wise Soft Regression Network
(SSR-Net) [9], we both employ a complementary two-stream
compact network structure to explore multi-scale features
for human age estimation. The major difference is how to
use these features for age estimation. SSR-Net performed
age classification at multiple stages, and features from one
level are only adopted for the corresponding classification
stage. However, we refine the features from different levels
based on attention mechanism and fuse them together to
improve the age estimation performance. What makes our
work special is the multiple attentions in a hierarchy. Our
work proved that accurate age estimation not just relies on
the network depths, but more importantly on aging sensitive
feature representation.

The contributions of this work are as follows:
(1) Motivated by visual attention mechanisms, we pro-

pose a multi-attention module for an intermediate feature
map from two aspect: spatial attention and channel atten-
tion. The spatial attention is responsible for generating the

age-sensitive region proposals and the channel attention is
expected to sort out the age-sensitive feature channels. More-
over, based on the proposed two-stream network, we can
further infer channel attention and spatial attention in the way
of self-attention and mutual attention.

(2) Our model is capable of generating multi-scale features
from the compact two-stream CNN network and exploring
the correlations of them by bilinear models for fine-grained
age estimation. Features from shallow layer can be regarded
as region-level feature, and features from the deep layers can
be regarded as image-level features. The explicit fusion of
multi-scale features can provide more discriminative features
for age estimation.

(3) The experiments show the combination of multi-
attention mechanism with the compact two-stream deep net-
work for fine-grained age feature representations generates
the state-of-the-art age estimation results on two large-scale
age benchmarks.

The remainder of the paper is organized as follows.
Section II briefly reviews related work for age estimation
and visual attention based fine-grained classification. The
proposed multi-attention network for age estimation is then
described in Section III. Experimental results and analysis are
presented in Section IV, and the conclusion is presented in
Section V.

II. RELATEDWORK
We will introduce the recent state-of-the-art human age esti-
mation methods from the view of feature extraction and
pattern recognition in Section II-A and Section II-B, then
discuss visual attention mechanism based fine-grained visual
classification problem in Section II-C.

A. FACIAL FEATURE EXTRACTION
Feature extraction plays an important role in image
based human age estimation task. Most early studies
used hand-crafted features to represent face image. The
anthropometric model proposed in [10] defined face anthro-
pometry by measuring the geometry of the face based on
craniofacial development theory. The craniofacial studies
have shown how the human face changes during the aging
process, which provided the theoretical foundation for human
age estimation research [11]. However, the anthropometry
model based features can only estimate young faces, since the
shape changes mostly happened from infancy to adulthood.
Compared with anthropometric model, Active Appearance
Models (AAMs) [12] studied both shape and texture changes
by a statistical shape model and an intensity model. As a
result, AAMs can perform age estimation on all ages. Appear-
ance based models are also popular hand-crafted features for
human age estimation. Yan et al. [13] proposed Spatially
Flexible Patch (SFP) to capture face appearance variations
during aging, one advantage of SFP is that it is robust to slight
pose and illumination variations. Guo et al. [14] proposed a
feature called Biologically Inspired Features (BIF) for age
estimation, which showed good performance for human age
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estimation. Besides, age manifold based features [15] usu-
ally employed the dimensionality reduction techniques like
Locality Preserving Projection (LPP) [16] to learn features in
subspace for human age estimation.

Recently, deep CNN features, such as VGG-16 [17] and
ResNet [18], have been proved to be effective for visual
recognition tasks. CNN is designed to automatically learn
spatial hierarchies of features. For human age estimation,
it is also natural to train deep features on large-scale face
dataset. In general, most state-of-the-art CNN based age
estimation approaches employ large-scale CNN architecture
or ensembles of networks [19]–[21]. In [19], an ensemble
of 20 VGG-16 networks were trained on the augmented
large-scale IMDB-WIKI dataset and the average of the
20 networks predictions was calculated as the estimated age.
In [20], face images were grouped according to several pre-
defined age ranges, and then an ensemble of deep learning
models were trained for each age group to perform apparent
age estimation. In [21], an ensemble of CNNs were learned
for age estimation from multi-scale face patches which were
generated from manually labeled facial landmarks. Those
large-scale networks are often bulky with huge memory,
they are not suitable when computation resource is lim-
ited. Therefore, some efforts are made for compact model
with small memory [22]–[25]. The representative ones are
DenseNet [22] and MobileNet [23]. They are designed by
replacing standard convolutions with depth-wise separable
convolutions to reduce parameters and computations. The
cost is that their representation ability are weakened. For age
estimation, the work in [9], [26] proved that well-designed
compact model with a standard convolution can also achieve
competitive performance.

B. HUMAN AGE ESTIMATION MODELS
Pattern classification is another important problem for age
estimation. Traditional methods take age estimation prob-
lem as either a classification problem or a regression prob-
lem [19], [27]–[29]. The most successful classifiers include
Support Vector Machine (SVM) [30] and Extreme Learning
Machine (ELM) [31]. For example, Liu et al. [27] used
large-scale deep CNN as the feature and fused both clas-
sification and regression models for apparent age estima-
tion. In view of there is an ordinal relationship between
age labels, some works study ranking based age estimation
models [32]–[36]. In [32], a multiple output CNN was pro-
posed to transform ordinal age regression problem to a series
of binary classification sub-problems. In [33], Chen et al.
proposed Ranking-CNN to train a series of basic CNNs with
ordinal age labels, afterwards, all the binary outputs were
aggregated for the final age prediction. Zeng et al. [34] pro-
posed the soft-ranking age label encoding method to encode
ordinal property and the correlation between adjacent age
labels.

Label distribution learning model, which is another
popular way of encoding age labels, relaxes each age
label as a distribution and learns the label distribution to

address the ambiguity in neighboring ages. In [37], each
age label was encoded by a Gaussian distribution, then the
Kullback-Leibler divergence was employed to measure the
similarity between the estimated and ground truth age label
distribution. In [38], two Adaptive Label Distribution Learn-
ing (ALDL) algorithms were proposed to automatically learn
the label distribution that adapted to different ages. In [39],
a newmean-variance losswas proposed for learning sharp age
distribution, therefore the discriminative ability of the model
can be enhanced.

Besides, multi-task learning framework is also studied for
age estimation. Multi-task learning seeks to improve the gen-
eralization performance of a learning task by simultaneously
learning other related tasks [40]–[44]. For example, in [40],
based on the assumption that personalized age estimators
should be needed for different people, a Multi-Task Warped
Gaussian Process (MTWGP) regression model was proposed
for personalized age estimation. In [45], a deep multi-task
learning framework was proposed for age estimation with
the help of multiple heterogeneous attributes such as race,
gender and so on. In [46], Li et al. proposed the Coupled
Evolutionary Network (CEN) to simultaneously learn evo-
lutionary label distribution learning and evolutionary slack
regression for refined age estimation. In [47], the proposed
BridgeNet partitioned the data space into multiple subspaces,
then jointly learned multiple local regressors and took the
mixture of weighted regression results as the final age esti-
mation. In [9], overall age labels were grouped into multiple
stages in a coarse-to-fine way, then a model called SSR-Net
was proposed to simultaneously perform multi-class classifi-
cation at multiple stages, the final age estimation result was
the cumulative sum of multi-stage predictions.

C. ATTENTION BASED FINE-GRAINED VISUAL
CLASSIFICATION
Fine-grained visual classification task highly relies on the
extraction of subtle differences between similar classes.
Some works like [48], [49] pay attention to learning ensem-
bles or correlations of features for better recognition of
fine-grained categories. However, attention-based learning
provides another mean to find the discriminative features
that can reflect subtle differences, and thus it has got-
ten more and more research attention in computer vision
recently [50]–[56]. Previous studies showed that the attention
mechanism is an effective way to select salient features from
discriminative regions for fine-grained image recognition
without manual part annotations.

A representative workwas the Squeeze and Excitation (SE)
module introduced in [51], which computed channel-wise
attention by exploiting the inter-channel relationship. In [50],
Sun et al. learned multiple discriminative features from
the attention regions of an image through the SE mod-
ule and further applied the multi-attention multi-class con-
straint to enforce the correlations among different regions
during training. In [53], a recurrent attention CNN was pro-
posed to carry out part localization and learn discriminative
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FIGURE 1. The structure of channel attention mechanism.

feature representation for fine-grained classification. In [55],
the Convolutional Block Attention Module (CBAM) was
proposed to infer attention maps along channel and spatial
dimensions, which can enhance the representation power of
CNNs. In [56], Han et al. proposed an attribute-aware atten-
tionmodel to select category features in different regions with
the help of attribute information. In general, the advantage of
visual attention mechanism is that it can tell what and where
to focus on the image for a better recognition of fine-grained
categories.

III. THE PROPOSED METHOD
In this section, we first introduce a new self-attention mod-
ule which can learn age-sensitive information in chan-
nel and spatial dimension respectively, and then present
a mutual-attention module based a compact two-stream
CNN network. Finally, we describe how to aggregate
multi-attention into our network for fine-grained age
estimation.

A. CHANNEL ATTENTION
As we all known, a feature map from CNN model is the
output activation for a given filter. Therefore, when CNN
model is employed as the feature representation for age esti-
mation, each channel from low-level feature maps can be
regarded as a low-level facial feature detector, while each
channel from high-level feature maps can be considered as a
high-level facial feature detector. However, not all channels
are equally important for recognizing the fine-grained age
labels. In order to enhance the feature representation, chan-
nel attention focuses on highlighting those features which
contribute most to the fine-grained age estimation task and
suppressing the irrelevant ones.

Fig. 1 presents the structure of the proposed channel atten-
tion module. For a given feature map F ∈ RC×W×H , we first
compute its attention map A ∈ RC×W×H which can be
learned from an extra 1 × 1 convolution layer. The 1 × 1
convolution allows to learn how to weight features during
training. Then, we aggregate the attention map across all
the channels to produce a spatial context descriptor zs. The
Global Average Pooling (GAP) is usually adopted as a simple
but effective way to describe this spatial statistic:

zs =
1
C

C∑
c=1

A(c, :, :) (1)

Here, zs ∈ R1×W×H . In the next step, the attention map
A is reshaped to RC×N , and the spatial descriptor zs can be
reshaped to RN , where N = W × H . Different from the
channel attention map produced by the mean of multi-layer
perceptron in SE-Net [51], in our work, the spatial context
descriptor is projected to the attention map to produce the
channel attention vector u ∈ RC . To make the coefficients of
u easily comparable across different channels, we normalize
the coefficients using a sigmoid function:

u = σ (A · zs) (2)

Here, σ (x) = 1/
(
1+ e−x

)
is the sigmoid function. The

channel attention vector u reflects the importance of each
channel for different age labels. The vector u can be further
reshaped as a channel attention map Mc ∈ RC×1×1. As in
Eq. (3), we therefore employ it to re-weight the channels of
the original feature map F and obtain a refined age-sensitive
feature map F′:

F′ = [u1f1, u2f2, · · · , uC fC ] =Mc(F)⊗ F ∈ RC×W×H

(3)

where ⊗ denotes element-wise multiplication, F′ is the
refined feature map.

B. SPATIAL ATTENTION
Different from the channel attention focusing on discrimina-
tive feature channels for age estimation, the spatial attention
pays attention to locate age-sensitive regions. Therefore, spa-
tial attention and channel attention are very complementary.
Fig. 2 illustrates the structure of the proposed spatial attention
map.

Given a feature map F ∈ RC×W×H , we first compute its
attention map A ∈ RC×W×H by feeding the feature map into
a convolution layer with 1×1 kernels. Then, the attentionmap
is aggregated across all the positions to produce an efficient
channel context descriptor zc. The global average pooling is
used to describe this channel statistic:

zc =
1
WH

W∑
w=1

H∑
h=1

A(:,w, h) (4)

Here, zc ∈ RC×1×1. In the next step, the attention map A
is reshaped to RC×N where N = W × H , and the channel
context descriptor zc can be reshaped to RC . The channel
context descriptor is then projected to the attention map to
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FIGURE 2. The structure of spatial attention mechanism.

produce the spatial attention mask V ∈ RW×H . To make
the values of V easily comparable across different positions,
we normalize it using a sigmoid function:

V = σ
(
AT
· zc
)

(5)

Here, σ is the sigmoid function. The generated spatial
attention mask V learns to emphasize those local regions
involved with intrinsic age-relevant properties rather than
other irrelevant ones. The spatial attention mask V can be
further reshaped as a spatial attention map Ms ∈ R1×W×H .
As in Eq. (6), the original feature map F is element-wise
multiplied by the spatial attention map to produce the refined
age-sensitive feature map F′:

F′ =Ms (F)⊗ F (6)

C. TWO-STREAM NETWORK AND MUTUAL ATTENTION
It has been proved by many state-of-the-art age estimation
approaches that remarkable performance can be guaranteed
by well-designed deep networks. However, most of them
build on a large-scale deep CNN, which are not suitable
when computation resource is limited. Nevertheless, the work
in [9], [26] proved that competitive age estimation result can
be made by a simplified deep network without sacrificing
significant performance.

TABLE 1. Overall architecture of each stream by our compact model.

In order to achieve a balance between performance and
model complexity, we study a compact network for human
age estimation. For getting an effective and compact network,
we explore a complementary two-stream model motivated
by the two-stream structure proposed in [57]. The struc-
ture of each stream is shown in Table 1, the basic building
Conv-Block is composed of convolution layer, batch normal-
ization and nonlinear activation. However, the first stream is

built with ReLu activation and average pooling, and the sec-
ond stream is built with Tanh activation and maximum pool-
ing. In this way, the two heterogeneous streams could explore
different features, and they can be fused by bilinear pooling
scheme to improve their feature representation power for
fine-grained age estimation. Moreover, as shown in Table 1,
we divide the network into three levels, features from dif-
ferent levels are further integrated together to enhance the
representation ability of the model.

In the previous section, we introduce a self-attention mech-
anism to capture informative features and significant regions
along the channel and spatial dimensions respectively. Since
our two-stream network encodes non-mutually-exclusive
and complementary relationship of features from differ-
ent streams, it is intuitive to explore a mutual-attention
mechanism to highlight important regions with informa-
tive features for each other. More specifically, self-attention
refines a given feature map using information from its
own stream, while mutual-attention refines a given feature
map using information from the other stream. Therefore,
self-attention and mutual-attention can be regarded as an
intra-attention and an inter-attention respectively, they also
are complementary.

As shown in Fig. 3, we propose a novel mutual-attention
mechanism based on the proposed two-stream network. Sim-
ilar to self-attention, our mutual attention also consists of
channel attention and spatial attention. At level k , for a feature
map FP from stream named P and a feature map FQ from
stream named Q, we compute their corresponding attention
maps AP and AQ by 1× 1 convolution, respectively. Without
loss of generality, we take the Q stream as an example to
illustrate how to produce mutual-attention for a given feature
map FQ in stream Q. For having channel mutual-attention,
we aggregate the attention map AP across all the channels
to produce a spatial context descriptor zs by global average
pooling:

zs =
1
C

C∑
c=1

AP(c, :, :) (7)

The spatial context descriptor is then projected to the
attention map AQ to produce the channel attention vector
umutual ∈ RC . To make it easily comparable across different
channels, we normalize umutual using a sigmoid function:

umutual = σ (AQ · zs) (8)
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FIGURE 3. The mutual attention mechanism.

FIGURE 4. The architecture of our model.

where σ is the sigmoid function. Finally, the channel
mutual-attention map can be generated by reshaping the
channel attention vector umutual as in self-attention. As a
result, the channel mutual-attention map reflects the impor-
tance of each channel guided by the other heterogeneous
stream.

For having spatial mutual-attention, we aggregate the
attention mapAP across all the positions to produce a channel
context descriptor zc by global average pooling:

zc =
1
WH

W∑
w=1

H∑
h=1

AP(:,w, h) (9)

Then, the channel context descriptor is projected to the
attention map AQ to produce the spatial attention mask
Vmutual ∈ RW×H . To make the values of Vmutual easily
comparable across different positions, we normalize it using

a sigmoid function:

Vmutual = σ
(
AQ

T
· zc
)

(10)

where σ is the sigmoid function. Finally, the spatial
mutual-attention map can be generated by reshaping the spa-
tial mask Vmutual. As a result, the spatial mutual-attention
map learns to emphasize those local regions involved with
intrinsic age-relevant properties guided by the other hetero-
geneous stream.

In general, the self-attention is designed to capture infor-
mative features and significant regions from each stream
network. Themutual attentionmechanism allows the comple-
mentary two stream networks to use their special information
to highlight age-important features for each other.

D. FEATURE INTEGRATION AND MODEL TRAINING
The overall architecture of our model can be seen in Fig. 4.
In order to further obtain more discriminative feature
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representation for fine-grained age estimation, feature maps
from each level and each stream are refined by channel
attention and spatial attention sequentially, then all the refined
feature maps from different levels are integrated to generate
the final feature representation.

In order to extremely retain important information, while
alleviating the impact of redundant information, we propose
to organically integrate self-attention and mutual-attention
into a unified framework. In particular, we merge them via
max-pooling:

u = max (uself,umutual) (11)

V = max (Vself,Vmutual) (12)

Here, uself and Vself are the channel self-attention and the
spatial self-attention respectively, umutual and Vmutual are
the channel mutual-attention and the spatial mutual-attention
respectively, u and V are the integrated channel attention
and spatial attention respectively. Then, we sequentially
apply the integrated channel attention and spatial attention
to adaptively refine the feature maps. It is implemented by
element-multiplying the attention maps to the input feature
map. Denote the reshaped channel attention map from u as
Mc ∈ RC×1×1 and the reshaped spatial attention map from
V as Ms ∈ R1×W×H , the overall refined feature map can be
computed as:

F′ = Mc(F)⊗ F (13)

F′′ = Ms
(
F′
)
⊗ F′ (14)

For the k level, the refined feature maps F′′P and F′′Q from
streamP andQ are fused together by bilinear poolingmodule,
then we obtain a cross-stream bilinear feature fk at k level:

fk
(
k,F′′P,F

′′

Q

)
= (F′′P)

TF′′Q (15)

All the three cross-stream bilinear features are finally con-
catenated before the classification layer. By integrating all
the refined feature maps at each stream and each level of the
two-stream network, the proposed model obtains more dis-
criminative feature representation. As a result, ourmodel is an
end-to-end trainable neural network. During model training
process, the two stream networks learned under guidance
of self-attention and mutual-attention are enhanced step by
step, and the learning of our model for age estimation is
implemented by minimizing the `1 loss as follows:

Lreg
(
yn, ŷn

)
=

∑
n

∥∥yn − ŷn∥∥ (16)

where yn and ŷn are the ground-truth age and the predicted
age respectively.

IV. EXPERIMENTS
In this section, we first introduce the datasets, evaluation
protocol and implementation details in our experiments. Then
we perform extensive ablation studies and experimental com-
parisons with recent state-of-the-art age estimation methods.

A. DATASETS AND EVALUATION PROTOCOL
We evaluate the proposed age estimation approach based
on three datasets: IMDB-WIKI [19], Morph II [58] and
MegaAge-Asian [59]. We follow the common experimen-
tal scheme as in the work of SSR-NET [9], DEX [19],
IMDB-WIKI dataset will be only used for pre-training
due to too much noise in the dataset. Since Morph II
is the most popular and large-scale benchmark for age
estimation, we employ it for ablation studies. Both
Morph II and MegaAge-Asian are used to compare with the
state-of-the-arts.

IMDB-WIKI is the largest face image dataset with real
age labels. It consists of 523,051 facial images in total,
460,723 images from IMDB and 62,328 images from
Wikipedia. The age ranges from 0 to 100. IMDB-WIKI is not
suitable for evaluation of the performance of age estimation
methods, since the images from it contain too much noise.
As in most previous human age estimation works, we only
employ IMDB-WIKI for pre-training.

Morph II is the most popular human age estimation bench-
mark which contains 55,134 facial images from 13,617 sub-
jects. The face images are collected under different variations
and multiple races. The age ranges from 16 to 77. Popular
experimental protocol used forMorph is 80% for training and
20% for testing.

MegaAge-Asian is another large-scale age estimation
benchmark which has 40000 facial images collected from
Asians with large image variations, including illumination,
pose, expression and so on. The age ranges from 0 to 70.
As in [46], we employ 3945 images for testing and the
remaining ones for the training.

We evaluate the performance of the proposed approach
with the widely used Mean Absolute Error (MAE) for Morph
II and Cumulative Score (CS) for MegaAge-Asian. MAE
is defined as the average of distances between the real and
predicted ages, which means lower values are better. MAE is
calculated as:

MAE =
1
N

N∑
i=1

∣∣yi − ŷi∣∣ (17)

where yi and ŷi denote the real age and estimation age of the
ith testing image. CS is calculated as:

CS(j) =
Ne≤j
N
× 100% (18)

where Ne≤j is the number of test images on which the age
estimation makes an absolute error no higher than j years and
N is the total number of test images. Therefore, higher CS
value means better performance.

B. IMPLEMENTATION DETAILS
In all the experiments, the images are aligned using facial
landmarks and cropped for preprocesssing. Then, they are
resized into 224 × 224 as the inputs to our model. The
model is firstly pre-trained on the IMDB-WIKI dataset
and Adam optimizer is employed. The initial learning rate,
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TABLE 2. Comparison the MAE results of the multi-attention mechanism
on MORPH II.

the momentum and the weight decay are set to 0.001, 0.9 and
0.0001, respectively. The learning rate is decreased by a factor
of 10 every 40 epochs. The model is trained 160 epochs with
batch size of 50 in all the experiments.

C. ABLATION STUDY OF OUR MODEL
To verify the superiority of our framework, we conduct exper-
iments with different settings. In Table 2, we denote the Chan-
nel Attention as CA, the Spatial Attention as SA, the baseline
Two-Stream Network without any attention module as TSN,
and Multi-Attention Network as MAN. As shown in Table 2,
the baseline two-stream network yields a result of 2.97 in
MAE. compared with the basic two-stream network, employ-
ing channel self-attention module and spatial self-attention
module individually outperforms the baseline by 0.09 and
0.14 in MAE, respectively. Meanwhile, employing chan-
nel mutual-attention module and spatial mutual-attention
module individually outperforms the baseline by 0.05 and
0.10 in MAE, respectively. When we sequentially integrate
the channel attentionmodule and the spatial attentionmodule,
the performance further improves to 2.77 and 2.83 in MAE
for self-attention mechanism and mutual attention mech-
anism, respectively. Moreover, as shown in the last row,
our full model achieves 2.72 in MAE. From these results,
we empirically show that our channel attention and spatial
attention module are effective to push the age estimation
performance further. We also can conjecture that the result
with self-attention mechanism is consistently better than
that with mutual-attention mechanism. Furthermore, when
we integrate self-attention and mutual attention together,
the performance is further boosted. These results indicate
that the proposed attention mechanism efficiently learns
which information to emphasize or suppress. Therefore,
our multi-attention network leads to better performance for
human age estimation.

TABLE 3. Integration strategies of channel attention and spatial attention
on MORPH II.

In order to evaluate the effectiveness of the sequential
integration method, we also conduct experiments on two
different attention arranging strategies. As shown in Table 3,

for both self-attention and mutual attention, the result of
channel-first order is better than that of spatial-first. Despite
the improvement is slight, both the two sequential arranging
strategies outperform using only channel attention or spatial
attention.

FIGURE 5. Visualization examples of multi-attention mechanism.

We also present some visualization results of our
multi-attention network from validation sets of Morph II and
MegaAge-Asian. In particular, we visualize the activation
maps by computing the magnitude of the feature activations
averaged across channels. As shown in Fig. 5, the first three
activation maps of each row are obtained from the inte-
grated feature maps at the low-to-high three levels of our
two-stream network without multi-attention module, and the
last three activation maps of each row are obtained from the
refined and integrated feature maps at the three levels with
multi-attention module. From the results, it can be seen that
the highlighted activation regions at the three levels are usu-
ally the age-sensitive regions, such as head, eye and mouth.
By employing the multi-attention mechanism, the refined
activation maps eliminate some age-irrelevant information.
Moreover, the refined activation maps are complementary to
each other. As a result, these visualizations further indicate
that the multi-attention network learns well to exploit infor-
mation in age-sensitive regions and then emphasize features
from these regions.

D. COMPARISIONS WITH STATE-OF-THE-ARTS ON
MORPH II
In this subsection, we further compare the proposed model
with most classic or recent state-of-the-art models, such as
Deep Expectation (DEX) [19], Posterior [59], DLDL [37],
RankingCNN [33], BridgeNet [47], CEN [46], Deep Ordi-
nal Regression Forests (DORFs) [60], Compact Cascase
Context-based Age Estimation (C3AE) [26]. To be fair,
the comparison experiments are conducted on Moprh II
dataset. As shown in Table 4, our full model achieves 2.72 in
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TABLE 4. Comparison results (MAE) for age estimation on Morph II.

MAE under the pretrained model on IMDB-WIKI, which is
the state-of-the-art performance compared with most com-
pact models. The previous best performance achieved by the
compact model is 1.91 inMAE byCEN [46]. However, it puts
more effort into designing complex network architecture with
two evolutionary processes, and as a result, the estimation
result is more accurate. Meanwhile, our model also obtains
competitive performance compared with the bulky models.
Actually, the gap in performance is small between our model
and the state-of-the-art bulky models. However, all the bulky
models are built on VggNet and pretrained on ImageNet or
IMDB-WIKI. In general, despite its simplicity, our model
obtains very competitive performance on Morph II.

E. COMPARISIONS WITH STATE-OF-THE-ARTS ON
MegaAge-ASIAN
As all known, people from different races may age at dif-
ferent rates. However, Morph II dataset mainly collects face
images from white people and black people. To evaluate how
our model works for other races such as Asians, we also
conduct experiments on the MegaAge-Asian dataset. Table 5
reports CS(3) and CS(5) of our model. We can see that
our muti-attention network achieves 64.1% in CS(3) and
82.8% in CS(5), which are very competitive when compared
with other state-of-the-art compact models and bulky mod-
els. It is obvious that our model is good at selecting com-
mon age-related features across different race and ethnicity
groups.

TABLE 5. Comparison results (CS) for age estimation on MegaAge-Asian.

V. CONCLUSION
In this article, we propose a novel multi-attention net-
work based on a compact two-stream network for human

age estimation. Considering that the age estimation is a
fine-grained visual classification problem, it will benefit from
multi-scale feature integration. Therefore, a heterogeneous
two-stream compact network is proposed, which consists
of two complementary CNN branches. Then, multi-scale
spatial attentions and channel attentions can be inferred in
both self-attention and mutual-attention way. To empha-
size multi-scale crucial features from age-sensitive regions,
the multi-attention maps are then multiplied to the input
feature map at each level and each stream for adaptive feature
map refinement. Finally, the refined feature maps at multiple
layers are integrated as the fine-grained feature for age esti-
mation. Experimental results demonstrate that the proposed
model has achieved competitive performance compared with
state-of-the-art compact models and bulky models.
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