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ABSTRACT With the rapid development and convenient service of online car-hailing, it has gradually
become the preferred choice for people to travel. Accurate forecasting of car-hailing trip demand not
only enables the drivers and companies to dispatch the vehicles and increase the mileage utilization, but
also reduces the passengers’ waiting-time. The rebalance of spatiotemporal demand and supply could
mitigate traffic congestion, reduce traffic emission, and guide people’s travel patterns. This study aimed
to develop a short-term demand forecasting model for car-hailing services using stacking ensemble learning
approach. The spatial-temporal characteristics of online car-hailing demand were analyzed and extracted
through data analysis. The region-level spatial characteristics, time features, and weather conditions were
added into the forecasting model. Then the stacking ensemble learning model was developed to predict
the car-hailing demand at region-level for different time intervals, including 10 min, 15 min, and 30 min.
The validation results suggested that the proposed stacking ensemble learning model has reasonable good
prediction accuracy for different time intervals. The comparison results show that the short-term demand
forecasting model based on stacking ensemble learning is better than single LSTM, SVR, lightGBM and
Random Forest models. MAE and RMSE increased by 6.0% and 5.2% respectively at 30 min time interval,
which further verifies the effectiveness and feasibility of the proposed model.

INDEX TERMS Stacking ensemble learning approach, online car-hailing, feature selection.

I. INTRODUCTION

Taxi is an important part of passenger transport. Its purpose
is to provide people with fast and convenient travel services.
Because there are the gaps between the taxi quantities and
demand distributions in many cities, the imbalance of sup-
ply and demand are particularly serious. In recent years,
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online car-hailing services such as Didi and Uber have been
widely used in numerous cities worldwide [1]. The trips
of online car-hailing have increased rapidly in China and
other countries. For example, the trips of online car-hailing
completed about 20 billion person times in China. Compared
with traditional taxis, online car-hailing is more flexible and
convenient, and its on-demand mobility services also provide
new ideas for improving the balance of travel supply and
demand. Due to the unbalanced spatiotemporal distribution
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of passengers and online car-hailing services, it is difficult to
reveal the complicated dependencies among different regions
and temporal period [2]. Actually, the demand of an area is
usually influenced by its surrounding neighbors and at the
same time correlated with various historical observations,
e.g. half an hour ago, a day ago or even a month ago. The
fluctuations of spatial and temporal demand also lead to
inefficient vehicle dispatching and high operating costs in
the on-demand mobility services. The dynamic demand fore-
casting is critical important for rebalancing the car-hailing
services in the different regions and temporal observations.
Accurate forecasting of car-hailing trip demand not only
enables the drivers and companies to dispatch the vehicles
and increase the mileage utilization, but also reduce the
passengers’ waiting-time. The rebalance of spatiotemporal
demand and supply could mitigate traffic congestion, reduce
traffic emission, and guide people’s travel patterns [3].

This study investigated the demand pattern of car-hailing
based on the large amount of historical data from online
car-hailing platform. The data contained the spatiotemporal
characteristics of the demand for online car-hailing services,
so as to be used for forecasting the demand of various regions
in the city. The dynamic demand forecasting models were
developed to predict the trip demand in short time. The exist-
ing researches only consider the temporal or spatial charac-
teristics of online car-hailing demand separately. In reality,
the demand for online car-hailing is often related to time
and space at the same time. In addition, a single model like
long short-term memory (LSTM) network and convolutional
neural network (CNN) was often used for establishing the
forecasting model, which is well in capturing the time-series
or spatial characteristics from historical data. However, to the
best of our knowledge, the combination of each model based
stacking integrated learning approach has not been conducted
to predict the trip demand of the car-hailing services.

Therefore, the purpose of this paper is to develop a short-
term demand forecasting model for online car-hailing ser-
vices by applying the stacking integrated learning approach
with large-scale travel data. The temporal, spatial and weather
characteristics as influential factors were also extracted
to input into the model. The main contributions of this
paper are as follows: (a) we reveal the temporal and spa-
tial characteristics of regions and identify the correlations
among regions. Then we further apply the stacking ensem-
ble learning approach to explicitly model these correlations.
(b) This paper proposes a demand forecasting model of online
car-hailing services based on stacking ensemble learning
approach. Compared with the single model, the prediction
accuracy is improved significantly. The results of this study
have the potential to provide useful information for online
car-hailing rebalance and to improve the operational effi-
ciency of the car-hailing system.

II. LITERATURE REVIEW
Demand for online car-hailing service is easily disturbed by
random factors, and has strong uncertainty and variability [4].
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Therefore, how to accurately forecast the demand of online
car-hailing is a hot issue in recent years. Especially, some
ride-hailing platforms like Didi and Uber shared their open
data of trip order and vehicle trajectory with transportation
researchers. They have considerable interest in forecasting
the demand of taxi and car-hailing trips. Demand forecast-
ing methods can fall into three categories including the
traditional statistical model, machine learning and deep
learning approach [5]. The first kind of algorithm only con-
siders historical data and growth rate, which could not accu-
rately reflect the uncertainty of online car-hailing demand.
For example, clustering algorithms were applied to mine
the historical data and forecast the demand distributions of
traditional taxi [6]. Time-series techniques were often used
to predict the demand of taxi and car-hailing [7]. The second
model with machine learning approach uses the potential flaw
of data to reach the prediction of target value. For example,
X. Jiaused WAVE-SVM coupling model to predict residents’
travel demand [8]. Y. Zhong established a XGBoost model
to predict short-term traffic flow on the basis of consider-
ing the spatial-temporal characteristics of traffic flow [9].
I. Saadi ef al. used single decision tree, bootstrap aggrega-
tion (bagged) decision tree, random forest, enhanced decision
tree and artificial neural network to predict the short-term
demand of online car-hailing. The third type of model is
based on deep learning prediction model [10]. R. Pedro e? al.
On the basis of historical data, ARIMA and ANN are used to
establish demand forecasting models to forecast the demand
of taxis [11]. J. Xu proposed a taxi demand model based on
long-term memory neural network (LSTM) and New York
City taxi data [12]. G. Xu gridded the experimental area and
extracted the geographical relationship of each grid. Then
multi-graph convolution neural network and cyclic neural
network were applied to construct the prediction model of
ride-hailing demand [13]. C. Wang proposed a convolu-
tional neural network (CNN)-based deep learning model for
multi-step ride-hailing demand prediction using the trip data
of Didi [14].

The findings from the previous studies provide valuable
insights and referential experience in forecasting the travel
demand of car-hailing services. Most of them focused on
historical data mining from the temporal and spatial fea-
tures respectively. The most recently developed deep learn-
ing methods, such as Convolutional Neural Network (CNN),
Long-Short Term Memory (LSTM) and recurrent neural net-
work (RNN) have shown better performance in other pre-
diction applications, but the ensemble learning approach has
not been explored in car-hailing demand forecasting yet.
On the other hand, although a small amount of studies com-
bine the spatiotemporal correlations of features of car-hailing
services into their demand prediction models, car-hailing
demand predictions that also carries spatiotemporal features
is overlooked yet. Actually, car-hailing demand can exhibit
certain spatiotemporal characteristics related to measures
of travel choice behavior, traffic flow and weather condi-
tions. Therefore, it is essential to model the spatial-temporal
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correlations among all the multi-hierarchies data in order to
most effectively predict parking usage.

lll. METHODOLOGY

A. STACKING ENSEMBLE LEARNING

This paper proposes an ensemble learning model to fore-
cast the online car-hailing demand with multi-hierarchical
datasets considering both temporal and spatial features. The
basic idea of stacking ensemble learning is to integrate several
different types of classifiers to generate a strong classifier to
improve the generalization ability of strong classifiers [15].
The training process is shown in Fig.1. Firstly, the total
training set is divided into five parts by cross-validation,
including four training subsets and one verification subset.
Then, the training subset is trained by using the model of the
first layer, and the verification subset is predicted to generate
five prediction sets. Then, the five predicted values are com-
bined into generate a new input feature of the training set.
At the same time, the testing set is predicted and averaged to
generate a new test of input feature. Finally, the new features
generated by the first level model are input into the second
level model to obtain the final prediction results. The effect
of Stacking ensemble learning depends on two aspects: one is
the effect of the first layer base classifier. The better the effect
of base classifier, the better the effect of ensemble learning
model; the second is the combination mode of model. There
should be certain differences between base classifiers, so that
each base classifier can take its advantages, the effect of
ensemble learning model is better.

Modell Modell Modell Modell Modell Model2
predict learn learn learn learn learn
learn | | predict | | learn learn learn learn
Training data learn learn | | predict | | learn learn learn
learn learn learn | | predict | | learn learn
learn learn learn learn | | predict learn

predict ’:“j predict }:“>{ predict ‘

FIGURE 1. Stacking ensemble learning method.

Testing data predict | | predict | | predict ‘predict

B. RANDOM FOREST

Random Forest (RT) was proposed by Breiman in 2001 [16].
Itis an algorithm based on bagging idea. Random Forest takes
CART as a basic learner. Its basic idea is to select several sam-
ple sets randomly from the sample set and model each sample
set for decision tree. At the same time, random sampling of
features is also introduced. Finally, the final prediction result
is obtained by combining the prediction results of multiple
decision trees. Generally, the simple average method is used
for regression problems. The process of Random Forest is as
follows:

(1) The training set is randomly sampled to generate
N different training subsets, and then each training
subset is trained to construct n decision trees.
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(2) In the process of building decision tree, m (m < M)
feature subsets are randomly selected from each node.

(3) Each decision tree is generated completely without
pruning process.

(4) For the regression problem, the mean value of the
predicted value of each tree is in the final result.

C. LONG AND SHORT TERM MEMORY

Long and short term memory (LSTM) is an improvement
of recurrent neural network (RNN). The hidden layer infor-
mation of RNN at this time t only comes from the current
input t and the previous time #-1. As shown in Fig. 2, different
neurons have no direct connection in the RNN model network
structure, and cannot obtain far-reaching information [17].
Therefore, RNN can handle certain short-term dependence,
but cannot deal with long-term dependence.

Output layer @ @ Ot @
vV vV

14 Vv
Expand by
Hidelayer|: H % Ht-1 +— Ht | Ht+l
U U U U

Input layer @ Xt-1 @ @

FIGURE 2. lllustration of the recurrent neural network (RNN) structure.

In order to solve the long-term dependence of RNN, that
is, the problem of gradient disappearance, LSTM introduces
cell state and uses three gate structures: input gate, forgetting
gate and output gate, which not only avoids gradient disap-
pearance and gradient dispersion, but also enables LSTM to
process longer sequence data [18]. The structure of LSTM
model is shown in Fig.3.

(1) Forget gate decides which information should be dis-
carded from the previous cell state. Forget gate’s input
h;—1 Xi, and f; are obtained by an activation function sigmoid.
The value range of f; is (0, 1),0 means forget all, 1 means keep
all. The formula of forget gate is as follows:

fr = o (W™ h—1, X1+ by) (1

wherer h,_| represents the output of the previous cell, X; is
the input of this cell, o is the sigmoid function, and Wy is the
forget matrix.

(2) Input gate determines the information stored in the cell
state. The input gate consists of two parts: the first part is the
sigmoid function, which determines the value for updating.
The second part uses the tanh activation function to create a
new candidate vector C;, and then combines the two vector
constructions to create the updated value C;. The input gate
formula is as follows:

ir = U(Wi*[ht—l»xt] +by) 2)
C; = tanh(W.*[h;—1, X;] + bc) 3)
199515
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FIGURE 3. Network structure diagram of LSTM model.

where W; and W are the weight matrices; b, and b; are the
bias vectors; and tanh denotes the he activation function given
by:

e —e™*
e +e @

C: = o(fi*Ci—1 +i,"C)) 5)

where the current cell states C; are the combinations of long
term memory C;_1 and the current memory C,. The forget
gate f; controls the amount of information from long term
memory C;_; stored in the current cell states. And the input
gate determines the amount of information from the current
memory C; stored in the current cell states.

(3) Output gate: determines the output content. output gate
Oy determines which information of cell state is used to
generate output /2, [19]. The output gate formula is as follows:

O, = G(Wo*[ht—lv X1+ bo) (6)
ht 0[* tanh(C,) (7)

tanh(x)

where W, are the weight matrices; b, are the bias vectors; and
h; is the output vector of the LSTM layer.

D. LightGBM

GBDT is widely used because of its effectiveness, accuracy
and interpretability. LightGBM model is a variant of GBDT
model proposed by Microsoft Asia Research Institute in
2016 [20]. GBDT and XGBoost adopt level wise strategy.
Each tree is divided into leaf nodes layer by layer, which
wastes a lot of computing resources. However, LightGBM
adopts the optimal leaf wise strategy, and selects the point
with the largest splitting income to split [21]. Compared with
GBDT and XGBoost, LightGBM model has faster processing
speed and higher accuracy.

E. SVR
Support vector machine (SVM) is a kind of supervised
learning linear classifier, which aims at binary classification
problem. Support vector regression (SVR) is an important
application branch of SVM, which is used to solve the regres-
sion prediction problem [22]. The basic principles are as
follows:

Given data set D = {(x1,y1), (02, ¥2), (x3,¥3), .. .... s
(X2, yn)}, the result f(x); is obtained by inputting x; into
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the model. The prediction is correct if the maximum deviation
of ¢ can be tolerated between the output f (x); and the correct
value y; The SVR model is defined as follows:

1 :
min > [lwl* + c;j(f(x),- — ) ®)
1=
where C is the regularization constant.

By introducing the relaxation variables & and §,
equation (9) can be rewritten as follows:

min %nwn2 +c;@,~ —&) )
Jx)i—yi<&+e

sty yi—fe) <& +e (10
Eiv éi > O

The optimal model can be obtained as follows:

) =" @i —ax/x+b (11)

i=1

where @, « is the Lagrange multiplier.

IV. DATA ANALYSIS AND RESULTS

A. TIME FEATURES

1) TIME INTERVAL FEATURE

As shown in Fig.4, there are obvious differences in the
demand for online car-hailing in different periods of the
day. The demand for online car-hailing is less at 0:00-5:00,
reaches the bottom at 4:00-5:00, and then begins to increase.
The demand starts to increase sharply at 6:00 a.m. and reaches
the first peak at 7:00 a.m., which is due to the demand for
commuting from home to work or school. In the evening
peak, the number of orders reaches the peak due to home-
based commuting, and then begins to decline. Therefore,
the time period is considered as an important feature when
training the model.

5000

=3 &
2 g8

Number of orders
I
=
=
=

1000

0 5 10 5 0
Time

FIGURE 4. Time distribution of online car-hailing travel orders.

2) WEEK FEATURE
Fig.5 shows the trend of online car-hailing services in the

current urban area changing with the date. The time range was
from May 1, 2017 to May 28, 2017, in which may 6, 7, 13,
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FIGURE 5. Week characteristic of online car-hailing demand.

14, 20, 21, 27 and 28 were weekends. It can be seen that the
demand for online car-hailing generally fluctuates in a week.
In addition, May 1 is the Labor Day holiday; the demand
for online car-hailing is large. May 20 is Chinese Valentine’s
day with the largest demand for online car-hailing. There-
fore, this paper would put forward the time characteristics:
0-6 represents Monday to Sunday; and 7 represents Labor
Day on May 1; and 8 represents Valentine’s Day on May 20.

3) TIME SERIES FEATURE

The demand of online car-hailing in urban area is continuous.
The demand of online car-hailing in the current time period t
is affected by the demand in the past time period. Therefore,
the demand of online car-hailing in the next period can be
predicted by the demand of previous several time periods.
Fig.4 and 5 also illustrate the temporal distributions of online
car-hailing demand are quite different across different time
period. In addition to the commuting peak periods of 7:00 am
to 9:00 am, and 17:00 pm to 19:00 pm, considerable num-
ber of orders occurred in morning and evening peak hours.
In this paper, the demand of the first five time periods (-1,
t-2, t-3, t-4, t-5) is intercepted to construct the time series
characteristics.

B. SPATIAL FEATURES

1) SIMILARITY

K-means is a clustering algorithm based on distance. The
main idea is: for a given sample set, the sample set is divided
into K clusters according to the distance between samples.
Let the points in the cluster as close together as possible, and
make the distance between clusters as large as possible [23].
In this paper, K-means clustering algorithm is used to analyze
the time series of demand in each region, and the input model
of regional demand time series similar to the predicted region
is obtained by clustering analysis based on the similarity with
the time series of predicted regional demand. In this paper,
the contour coefficient is used as the evaluation index to
determine the K value as 3. As shown in Table 1, these results
are named as category 1-3, of which there are 6 areas with the
same type as the prediction region 2887, accounting for 28%.

2) NEIGHBORHOOD
The demand of online car-hailing has certain correlations
between the predicted region and its adjacent regions.
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TABLE 1. Clustering result graph.

Category Number of similar areas Proportion
1 15 60%
2 7 28%
3 3 12%

The area is divided into sub-regions. The area of each region
is about 1 km2 on average. As shown in Fig.6, the region-level
distributions of online car-hailing demand are quite different
across the 28 regions. The demand in the central region
No.2887 has the similar orders with its 8 adjacent regions
and significant differences from distant regions. In this paper,
the demand time series of 8 adjacent regions with the pre-
dicted region 2887 is used as the feature input model.

16673 - 15063
15064 - 31330
31331 -68178

FIGURE 6. Regional distribution of online car-hailing demand.

C. OTHER FEATURES

Weather conditions also affect people’s choice of travel
mode, and different weather has a certain impact on the
demand for online car-hailing, as shown in Fig.7. Accord-
ing to the weather data, the weather on May 4, 2017
(Thursday) was moderate rain, May 9 (Tuesday) and May 11,
2017 (Thursday) was cloudy, and May 16, 2019 (Tuesday)
was heavy rain. When the weather is cloudy and rainy,
the demand for online car-hailing is greater than that of other
weather conditions. It can be seen that the weather conditions
have a certain impact on the demand of online car-hailing.
Therefore, weather related information can be extracted when
constructing model features. The available weather data were
collected at each 1 hour, which is the commonly used time
aggregation interval for weather data. The weather variables
for each observation at each region were extracted based on
the time of each observation. The observations during one
hour were assigned with the same values of weather variables.

D. ALGORITHM FLOW
The structure of online car-hailing demand prediction model

based on Stacking ensemble learning is shown in Fig.8. Ran-
dom Forest, LightGBM and LSTM are selected as the first
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FIGURE 7. Distribution of online car-hailing trip order for different
weather conditions.
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FIGURE 8. Network online car-hailing demand forecast model structure.

layer of base learners, and the output of the first layer of base
learners is input into the SVR model of the second layer, and
then the final prediction results are obtained. The algorithm
steps are as follows:

(1) Select data to preprocess the data, construct training set
and testing set, and divide the training set into 5 fold
cross validation method.

(2) The training set is input into the Random Forest, Light-
GBM and LSTM of the first layer base learner respec-
tively for training, and obtain the predicted results.

(3) The predicted results of the first layer base learners are
spliced into the SVR of the second layer learners, and
trained again to obtain the final prediction results.

E. ERROR ANALYSIS
In order to better analyze the prediction effect of stacking

model. This paper introduces two evaluation indexes: Mean
Absolute Error MAE = % YL, If(x) — yiland Root Mean

Square Error RMAE = \/% Yo (F ) =y
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V. CASE ANALYSIS

A. DATA SOURCES

The data set used in this paper is the two-week online car-
hailing order data of Haikou City, China. The dataset mainly
includes: trip start time, trip end time, pick-up longitude and
latitude, drop-off longitude and latitude, passenger carrying
time, the number of passengers, order ID and trip distance.
The order time, order ID and GPS position were applied
to extract trip data from the raw geo-location information
sample. The origin, destination, start time and end time asso-
ciated with each trip were extracted by scanning whether the
GPS position of one vehicle changed between two continuous
samples. The dataset was from May 1, 2017 to May 28, 2017,
with a total of more than 800000 trips. ArcGIS was used to
extract the order data from a 1km * 1km grid, and 25 regions
in the city center were taken as experimental regions. ArcGIS
was then applied to match the order data with each region
and time to generate the demand data. Then 10 minutes,
15 minutes and 30 minutes were taken as different time
intervals to count the order quantity for each region. Time
period feature and week feature were extracted, and weather
feature and time series feature were added to the sample
dataset. Finally, all the features were statistically analyzed,
including weather characteristics, time period characteristics,
week characteristics and regional characteristics. The classi-
fication variables were processed by one-hot coding. The m
categories of classification variables were converted into m
variables with the value of O or 1. Although the transformation
increases the number of features and improves the complexity
of the model, it also improves the accuracy of prediction. The
training data was from May 1 to May 21, 2017. The testing
data is from May 22, 2017 to May 28, 2017.

B. MODEL PARAMETERS

As shown in Table 2, 3, 4 and 5, the optimal parameters
of the model for the three time intervals are obtained by
grid search method. The main parameters of Random Forest
are the number of trees and the maximum depth of each
tree. The main parameters of LightGBM are learning rate,
the number of trees and the maximum depth of each tree. The
main parameters of SVR model are penalty coefficient and
kernel function parameters. The activation function selected
by LSTM is SGD function. SGD function training speed
is fast, which is a practical and feasible training algorithm.
In addition, in order to prevent overfitting problem, dropout
rate is introduced into the model to reduce the interaction
between feature detectors (hidden layer nodes). The specific
parameters of LSTM model are shown in Table 5.

TABLE 2. Optimal parameters of random forest.

Time interval Parameters
N _estimators Max_depth
10-minutes 175 10
15-minutes 200 8
30-minutes 200 10
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TABLE 3. Optimal parameters of SVR.

TABLE 6. Prediction performances of different models on the validation
sample.

Parameters
Time interval C (Penalty Gamma(RBF kernel 30 min 15 min 10 min
coefficient) function parameter) Model
T0-minutes 100 0.001 MAE RMSE MAE RMSE MAE RMSE
15-minutes 37 0.00001
30-minutes 100 0.0001 SVR 5473 7227 3578 4586 3.040 3.978
LightGBM 5532 7.119 3384 4399 3.020 3.936
LSTM 6.077 8.130 3490 4434 3.047 4.063

TABLE 4. Optimal parameters of LightGBM.

Random Forest 6.247 8303  3.725 4902 3405 4.704

Stacking ensemble

learni 5.163  6.746 3337 4387 2994  3.929
earning

Time interval Parameters
N estimators Max_depth Learning rate
10-minutes 150 5 0.03
15-minutes 150 5 0.03
30-minutes 200 4 0.02
TABLE 5. Optimal parameters of LSTM.
Parameters 10-minutes 15-minutes 30-minutes
Input layer 1 1 1
Output layer 1 1 1
Hidden layer 1 1 1
Number of neurons 32 32 75
Time step 1 1 1
Activation function Tanh Tanh Tanh
Optimization function SGD SGD SGD
Batch_size 200 220 50
Dropout rate 0.4 0.6 0.5

In order to verify the effectiveness of the proposed forecast-
ing model of car-hailing demand based on Stacking ensemble
learning, the prediction results of Random Forest, Light-
GBM, SVR, LSMT and stacking ensemble learning model
were compared and analyzed. The models are implemented
by Python 2.7 sklearn module and keras module.

All the models were trained by using the same samples
and exogenous variables to stacking ensemble learning model
training. Table 6 and Fig.9 compare the predictive perfor-
mance of stacking ensemble learning approach with those of
four methods on the validation data sample. The MAE and
RMSE were as the evaluation index to measure the predictive
performance. As shown in Fig.10, 11 and 12, the predicted
values of the five models are close to the observed values.
The fluctuation of the results of the online car-hailing demand
forecasting model based on stacking ensemble learning is
closer to the observed value. Compared with the other four
models, the error of stacking ensemble learning models is
lower. MAE index is 5.163, 3.337 and 2.994, and RMSE
index is 6.746, 4.387 and 3.929, for 10 min, 15 min, and
30 min time intervals respectively. Therefore, the stacking
ensemble learning model produces significantly higher pre-
diction accuracy than other four models. Comparing the pre-
diction accuracy of stacking ensemble learning model for
different time intervals, it can be found that the predictive
performance increases with an increase in the aggregation
time interval. The reason is that the car-hailing order data
aggregated at the 10-min interval have greater data noises
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and more useless fluctuation information than the longer time
intervals. The data aggregated at shorter time intervals are
more difficult to be predicted.

For illustrative purposes, Fig.12 (e) descripts the prediction
accuracy of the stacking ensemble learning model over the
regional demand at the 30 min time interval. The gap between
the predicted values and the observed values for 30 min is
the narrowest in the different time intervals. The results of
MAE and RSME in Table 6 further illustrate that the stack-
ing ensemble learning model provides reasonably accurate
forecasts of car-hailing demand. As expected, the predicted
demand by stacking ensemble learning model is very close
to the real observations, indicating that the predictive perfor-
mances are satisfactory.

VI. THE APPLICATION OF ONLINE CAR-HAILING
DEMAND FORECAST

It is of great significance to predict the short-term demand
of the regional network in advance for the scheduling and
dynamic pricing of the network.

A. EARLY SCHEDULING

An accurate prediction of the short-term demand of a network
in a certain area can predict passengers’ travel demand in a
short time in the future, and use this as guidance information
to deploy vehicles ahead of time, to a certain extent, to solve
the problem of supply and demand between the passenger’s
demand for taxi and the supply of vehicles on the net. On the
one hand, reasonable scheduling of online car-hailing can
optimize the relationship between supply and demand, reduce
empty mileage and energy consumption, reduce air pollution,
and improve the operation efficiency and driver income of
online car-hailing. On the other hand, it can save passengers’
waiting time on the roadside and improve their satisfaction
with the service.

B. DYNAMIC PRICING

The online car-hailing operation platform can adjust the
online car-hailing price by predicting the future demand of
online car-hailing. The cost of online car-hailing is one of
the main factors of passengers’ travel choice. Therefore, con-
sidering the supply-demand relationship of online car-hailing
platform, determining the optimal ride price, adjusting the

199519



IEEE Access

Y. Jin et al.: Demand Forecasting of Online Car-Hailing With Stacking Ensemble Learning Approach and Large-Scale Datasets

SVR
10
Stacking Stacking LightGBM
=30 Min
15 min
10 min
Rando LSTM Rando LSTM
Forest Forest
(a) MAE comparison of different models (b) RMSE comparison of different models
FIGURE 9. Comparison of prediction errors of different models.
50 5, — st = -
= LSTM - SVR
40 0 40
E k] k]
20 20 20
10 10 w
0 0 )
[ 200 400 600 800 1000 o 200 400 600 800 1000 o 200 400 600 800 1000
(a)lightGBM (b)LSTM (C)SVR
2 — test & — fest
==y —— Stacking
4 £
20 2
10 10
o 0
L] 200 400 600 800 1000 o 200 400 600 800 1000
(d)Random Forest (e)Stacking
FIGURE 10. Comparison of predicted values in 10-minutes.
o = ﬁ;wam “ = :ssr!u “ = :/au
0 k] ]
2 » b
10 10 10
o o o
0o 100 200 300 400 500 ‘600 700 o 100 200 300 400 500 600 700 0 100 200 300 400 500 600 700
(a)lightGBM (b)LSTM (C)SVR
"y — st o
—— RT
0 0
0 p.1]
0 10
o o
o 100 200 300 400 500 00 700 0 100 200 300 400 500 600 700

(d)Random Forest

FIGURE 11. Comparison of predicted values in 15-minutes.

supply capacity of online car-hailing, reducing order delay
and idle travel resources, and meeting the demand of online
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car-hailing platform are of great significance for the operation
management and optimization of online car-hailing platform.
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VII. CONCLUSION REFERENCES

Accurate demand prediction for a certain region can pro-
vide support for early scheduling and dynamic pricing
of car-hailing services. This paper studied the short-term
demand forecasting of online car-hailing based on Didi’s
data in Haikou City. The purpose of this paper is to
develop a short-term demand forecasting model for online
car-hailing services by applying the stacking integrated learn-
ing approach with large-scale travel data. The temporal, spa-
tial and weather characteristics as influential factors were also
extracted to input into the model. Finally, taking area 2887 as
an example, the demand for 10 min, 15 min and 30 min time
interval were predicted respectively, and compared with the
predictions of other four single models. The results show
that when the time interval is 30 minutes, the short-term
forecasting model based on stacking ensemble learning per-
forms best. MAE and RMSE increased by 6.0% and 5.2%
respectively. Therefore, the proposed model n this paper has
higher prediction accuracy and applicability.

Due to the limited urban area covered by the data set,
it is not possible to predict the short-term demand of online
car-hailing in other areas of the city. In addition, although
many factors are considered in this paper, there are still
many characteristics that affect the short-term demand of
online car-hailing. In order to improve the performance of
the model, we will further mine the spatiotemporal corre-
lation of data and the influence of external factors (such
as traffic congestion index) on the model in the future
work.
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