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ABSTRACT In cyber-physical systems, physical and software components are deeply intertwined, blurring
the boundaries between the cyber and physical worlds. Perceiving environmental information is a prerequi-
site for a cyber-physical system to be reliable and adaptive to the environment. However, the intrinsically
open and dynamic nature of the environment brings challenges to the systematic realization of environmental-
perception. This article regards environmental-perception as a first-class entity with self-maintenance
and abstracts it into three levels: data capture, context awareness, and situation identification. Then,
a five-tier reference architecture is proposed, which not only explicitly defines the perception ability at
different abstraction levels, but also provides for the storage and management of environmental information,
thus facilitating information reuse and the adaptation ability of cyber-physical systems. We evaluate the
reference architecture with a case study on a widely used smart room environment, demonstrating its broad
applicability and the ability to reuse environmental information. We also performed a survey on the proposed
reference architecture to reveal its industrial motivations and benefits.

INDEX TERMS Environmental perception, cyber physical systems, self-adaptation, reference architecture,
context awareness, situation identification, information reuse.

I. INTRODUCTION
In cyber-physical systems (CPS), ‘‘physical and computation
components are deeply intertwined, each operating on dif-
ferent spatial and temporal scales, exhibiting multiple and
distinct behavioral modalities, and interacting with each other
in many ways that change with context.’’1 CPSs blur the
boundary and realize the integration between the cyber and
physical worlds [1].

With the rapid growth in heterogeneity and complexity
of CPS, many uncertainties cannot be entirely considered or
predicted by developers during the design process, bringing
significant challenges to the design and implementation of
CPS [2]. The intrinsically open and dynamic nature of the
environment requires that a CPSmust be robust to unexpected
conditions and adaptable to changes in the environment [3].

1US National Science Foundation, Cyber-Physical Systems (CPS),
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The first step to adaptation is to monitor the environment and
perceive the dynamics and environmental information [4],
[5], that CPS can use to dynamically modify its behav-
ior, structure, and parameters to continuously satisfy users’
goals, including performance, security, and fault manage-
ment. Therefore, environmental-perception, as a prerequisite
for a CPS to be reliable and adaptive, has been assigned
importance in recent years. Despite preliminary progress,
there are still several challenges on environmental-perception
not completely solved.

First of all, a CPS has a limited capacity for percep-
tion and computing in many cases [6]. It is impossible to
deploy an infinite number of devices to perceive all the
environmental-information by the system itself [7]. Also, the
information required by the system may need processing
based on the directly perceived information, such as filtering,
aggregation, organization, and prediction. For example, the
location information of a user may be aggregated by multiple
sensors in several corners of a room. This may overwhelm the
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CPS with limited computational capability. Second, a CPS
would not only run in a specific environment. However, the
module of perceiving the environment is often dealt with
implicitly or in an ad hoc manner [8], [9], which tightly binds
this module of a CPS to the environment. When the CPS
meets a newly deployed environment, the perception mod-
ule or component needs to be redesigned and implemented,
which is a poor engineering practice and inevitably leads
to high costs. Thirdly, as the environment is increasingly
dynamic and active with humans involved, the way of acquir-
ing environmental information could be passive, active or
even predictive [10], [11]. Equipping the CPS with a variety
of perception means will inevitably increase the complexity
of the environmental-perception implementation.

An environment provides the surrounding conditions for
a system to exist. Essentially, the environment is sometimes
affected by the system’s behavior or can be changed indepen-
dently by itself. Environmental-perception, as an intermedi-
ary between the environment and its deployed CPSs, should
be isolated from the CPS, like an operating system, provid-
ing the CPS an appropriate interface by shielding low-level
perception details and making it easier for the system to
access and use the information in various deployed environ-
ments [12]. Moreover, there may be multiple cyber-physical
systems realizing different functionalities in an environment.
Ideally, the information in an environment is preferably man-
aged for efficient sharing and reuse among different sys-
tems. Also, the life cycle of environmental-perception covers
many aspects, including acquisition, preprocessing, storage
and update, modeling and representation, use and reasoning
of environment information. In the absence of a reference
architecture, building a widely applicable environmental-
perception framework - so complex and heterogeneous infor-
mation can be easily expressed, reasoned, and reused - is still
a challenge to be explored.

To deal with the aforementioned challenges, we first
define environmental-perception as a first-class entity. The
term ‘‘first-class entity’’ stresses the fact that environmental-
perception is a building block that encapsulates its own
clear-cut responsibilities [8] of environmental information
management and maintenance independent of CPSs. Then
we divide environmental-perception into three levels: data
capture, context awareness, and situation identification.
As a first-class entity, environmental-perception can indepen-
dently collect the low-level information, and combine prior
knowledge of aggregation or fusion to obtain more abstracted
information, which can be reused by multiple CPSs deployed
in the environment and shields the CPSs from tedious detec-
tion and low-level information processing details. By defin-
ing the context configuration, one no longer needs to consider
the perception details when designing and developing the sys-
tem. Instead, the system acquires the context pushed from the
environmental-perception entity. The system only needs to
focus on extracting semantic interpretations from the context
in its deployment environment to identify the state of interests
for the system (i.e., situation) at the application level, thus

realizing the system’s perception of various environments.
Then, we propose a reference architecture from the idea of
ISO network protocols to implement the above three levels.
The architecture provides not only perception approach for
environment information at different levels, but also a means
of storage and management for the perceived information and
a unified interface for the system to access the information
that the system needs and uses to infer whether it can contin-
uously meet its goal.

The rest of the paper is structured as follows:
Section 2 summarizes the existing approaches of perceiving
environmental-information and presents our new approach
regarding the environmental-perception as a first class entity
existing independently; Section 3 introduces three levels of
environmental-perception and defines its constituents respec-
tively; Section 4 specifies a reference architecture for imple-
menting the three levels with reference to ISO protocols;
Section 5 presents a smart room environment example to
illustrate how CPS perceives the environment information
through our proposed framework and reference architecture;
Section 6 includes a survey to further reveal the indus-
trial motivations and benefits of the reference architecture;
Section 7 details some related work; Section 8 makes some
concluding remarks on this article and points out our future
work.

II. ENVIRONMENTAL-PERCEPTION: AN OVERVIEW
The environment is the external world for its deployed sys-
tems and exists objectively and independently; perceiving
environmental information is a prerequisite for a CPS to be
reliable and adaptive. There are still several challenges that
need to be addressed for a CPS to perceive environmental
information, including 1) how to deal with complex environ-
ment information; 2) how to filter out useful information from
all the information in the environment; and 3) how to further
understand useful information to facilitate making effective
adaptation decisions. In this section, after introducing some
common existing approaches for perceiving the environment,
we propose separating the responsibilities of environmental-
perception from the CPS as an independent first-class entity
to address the aforementioned challenges.

A. EXISTING APPROACHES FOR PERCEIVING THE
ENVIRONMENT
The first common approach for a system to perceive envi-
ronmental information is to deploy the sensors or devices in
advance, directly gathering low-level information and pro-
cessing it in a customized way. On this basis, environmental
information is used to reason about whether the system real-
izes its goal in the application environment and whether sys-
tem adaptation is required. This approach is very primitive,
and perceiving the environment is generally implemented
implicitly or in an ad hoc manner in the system. The sec-
ond approach is to structure the process of perceiving the
environment in a standardized and organized manner. One
branch is to make perception implementation in a hierarchical

VOLUME 8, 2020 200323



N. Li et al.: Environmental-Perception Modeling and Reference Architecture for CPSs

structure, dividing the perception into several tiers with each
tier corresponding to its specific functionalities. Generally,
the lower the tier, the more detailed the information that is
directly collected from the real environment; the higher the
tier, the more refined and abstracted the information that is
processed and recognized by the system. The other branch is
to separate perception concerns based on objects or percep-
tion purposes (e.g., perceiving services, users, and tasks). The
third approach encapsulates the environment-related respon-
sibilities (i.e., perception, data processing, and data man-
agement) into an independent building block irrespective of
the remaining part of the system. This is also known as
the first-class entity, further emphasizing the environmental-
perception as an essential part of the system.
In these approaches, environment-perception is a part of

and indivisible from the implementation of the whole system
and tightly bound to the environment where the system is
deployed. For a changing deployment environment, the way
the information is collected and processed may change. For
example, to determine whether a user is in front of a desk, the
system needs to gather distance information from sensors in
the office and aggregate it with the location of the desk. If in
a new office with different positions of deployed sensors and
the desk, the distance collected and the processing function in
this system need to be changed accordingly. This inevitably
leads to partial changes in the relevant part perceiving the
information with the changing deployment environment. Ide-
ally, the implementation of the system should be reused for
a wide range of deployment environments without modifi-
cation. In addition, some information may be needed and
perceived by multiple systems deployed in an environment.
Each system using additional devices to collect it will result
in a waste of resources. The information in an environment
should be reused by multiple systems deployed therein.

B. ENVIRONMENTAL-PERCEPTION AS A FIRST-CLASS
ENTITY
To deal with the shortcomings of existing approaches,
we propose regarding environmental-perception as a separate
first-class entity instead of a part of the system. As a separate
first-class entity, environmental-perception does not belong
to any system but coexists with the environment. Further-
more, environmental-perception is divided into three levels:
data capture, context awareness, and situation identification
to address three aforementioned challenges respectively as
shown in Figure 1. Responsible for information management
and maintenance for an environment and separated from
the system itself, environmental-perception facilitates the
reusability of the environmental information among multiple
deployed CPSs and the applicability of a CPS to be deployed
in various application environments without modification.

On the data capture level, environmental-perception can
independently capture the underlying information through
all devices in the environment, and process it with prior
knowledge to form various data items, which can be reused
by multiple systems. Context awareness, as the second layer,

FIGURE 1. Three Levels of Environmental-Perception.

screens out the information according to the needs of the
systems through their context configurations. Situation iden-
tification, as the third layer, identifies the information of
interests of the system and assigns the meaning from the
perspective of the application and system goals. By adopting
the hierarchical structure, a system itself no longer needs to
consider the details of the perception or processing of the
low-level details. In this way, environmental-perception, as a
separate first-class entity, will manage the hugely complex
real-world information for CPSs, thus facilitating their appli-
cability to different deployment environments. The formal-
ization of these three levels will be introduced in Section III
while the reference architecture for the implementation of
environmental-perception as a separate first-class entity is
presented in Section IV.

III. THREE LEVELS OF ENVIRONMENTAL-PERCEPTION
In this section, we will formally define the three levels of
environmental-perception: data capture, context awareness
and situation identification.

A. DATA CAPTURE
Figure 2 is the conceptual model composed of concepts
and their associations on the data capture layer. The envi-
ronment of cyber-physical systems covers different aspects
(i.e., human society, cyberspace, and the physical world)
and inhabits a set of attributes. To collect and make use
of environment information, different sensors in CPSs will
measure the attributes in the environment and transform
them into the required forms for information transmission,
processing, storage, and display. For example, current smart
cities embed a constellation of sensors, wireless devices, and
actuators on the physical infrastructures connected through
sensor networks to form the foundations of a city’s smart
infrastructures.

Raw values RV refer to information representing environ-
mental attributes, including binary and continuous attributes,
and collected directly by sensors deployed in the environ-
ment. Binary forms are the simplest type with true or false
values, analogous to the switch on a desk lamp. Temper-
ature and absolute humidity are two typical examples of
continuous form. In addition, errors may occur during raw
value acquisition and transmission; the validation function
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FIGURE 2. Conceptual Model of Environment-Independent Data Capture.

vld : RV → Bool mapping raw values to boolean values val-
idates and discerns which deviate from the normal range
at a specific time. Only when the output is true can the
current attribute value be valid. Otherwise, the sensor has to
be examined or the raw value needs to be recollected.

Raw values might be too low-detailed and trivial to prop-
erly represent environmental information a system requires,
while the data item might have relatively coarse granularity.
An environmental-perception entity provides various data
items, and each data item is defined as a triple with its value
and two functions, as follows.
Definition 1: A data item is defined as a triple

DI =< Val, agg, pre >
• The value Val = {d0, d1, . . . , dt , dt+1, . . .}, where t is
the current time stamp, is composed of historical values
d0, d1, . . . , dt−1, current value dt , and predicted values
dt+1, . . ..

• The aggregation function agg : 2RV → Val.dt abstracts
and synthesizes one or more raw values from sensors as
inputs and generates the current value for a data item.
The current value of a data item is often combined with
prior knowledge and obtained by aggregating different
raw values. For instance, data of relative humidity needs
to be aggregated by the raw values from the temperature
sensor and from the humidity sensor.

• The prediction function pre : (Val.(d0, . . . , dt ))) →
Val.(dd+1, . . .)) inputs the historical values and the cur-
rent value, and outputs the prediction results either in
one period dt+1 or multi-period dt+1, . . . , dt+h in the
next h horizon. Data prediction is an important step to
further understand environmental information, such as
predicting the whereabouts of the user in advance.

Raw values are the results of direct observation of the
environment, while the data items are abstracted, synthesized,
and predicted on the basis of those raw values. For the first
layer of the independent first-class entity – environmental-

perception – data capture collects attribute values through
all sensors in the environment, validates and aggregates the
acquisition value to generate coarse-grain data items with
prior knowledge, and makes predictions. This layer prepro-
cesses environmental information independent of the system
to provide data support and facilitate the use of and access to
environmental information for the second layer.

B. CONTEXT AWARENESS
Figure 3 depicts the conceptual model of the context aware-
ness and the situation identification layers. A CPS usually
consists of the system goals, the perceived environment state
and the system state to estimate whether the goals are vio-
lated, and adaptation rules to achieve goals when violations
occur with the input of current system state and perceived
environment state. A perceived environment state is derived
from the understanding of the needed surrounding informa-
tion, such as the number of available servers and users, which
is the required context.

The term ‘‘context’’ is a concept that spans across many
different domains without a universally-acknowledged defi-
nition. Therefore, researchers are allowed to define context
such that it is most suitable for a particular domain [13]. For
instance, in natural languages, the context is the parts of a
discourse that surround a word or passage and can throw light
on its meaning; in operating systems, the context is the set
of data used by a task (which may be a process or thread)
that must be saved to allow a task to be interrupted [12];
in pervasive computing, a widely accepted definition is any
information that can be used to characterize the situation
of an entity [14]; in service computing, the context is the
set of all input and output parameters that may affect the
service [15]. In the framework of environmental-perception,
we define the context of a cyber-physical system as a set of
data in the environment acquired or used by the system for
decision-making and achieving goals.
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FIGURE 3. Conceptual Model of System-Dependent Context Awareness and Situation Identification.

Definition 2: The context for a system is a triple:
Cnt =< Sys, rel, CDI >
• Sys is the system label since the context is system-
dependent.

• The relation function rel : (DI , Sys) → bool
denotes whether a certain data item is required by
the system. For example, in an urban environment,
there might be an intelligent transportation system,
an intelligent medical system, an intelligent govern-
ment system, etc. A data describing an vehicle loca-
tion information may be related to the intelligent trans-
portation system rel(divehicle systransportation system) =
True, but not to the intelligent government system
rel(divehicle, sysgovernment system) = False.

• CDI is the set of data items in need: CDI = {x|x ∈
{DI1,DI2, . . . ,DIn} ∩ rel(x, Sys) = true}.

For a system, the data from the data capture layer is intu-
itively divided into two subsets: one containing information
that has nothing to do with the system, the other one describ-
ing the external information required by the system (i.e., con-
text) which could be declared via the context configurations
in the system.

In addition, the temporal aspect of adaptation is divided
into two dimensions: reactive and proactive [16]. Reactive
adaptation only starts to function after being triggered by an
event, such as a change in resources or a drop in performance.
On the contrary, proactive adaptation is defined as modifi-
cations of an application performed before an application
becomes executable. Context-awareness can be enhanced
by the proper use of context prediction – short-term and
long-term prediction of relevant data, such as, predicting the
user actions or the mobility of nodes, and steps can be taken
in advance to make proactive adaptation possible.

Overall, the second layer of environmental-perception
selectively screens out the data items from the data capture
layer for each system according to its need.

C. SITUATION IDENTIFICATION
Situation identification is built on top of context awareness
and aims to infer situations out of context on a high-abstracted

level. The situation is a subjective concept and identified
as the external semantic interpretations of sensor data in
pervasive computing [17]. Semantic interpretations mean
that the situation assigns meaning to data, while external-
ity means situation identification is from the perspective of
system application and goals of the system, instead of data
perspective. Taking an e-commerce website as the example,
if the server of the website has an average response time
of 5 seconds to the users’ requests, it is interpreted that the
current users’ response delay is very high for this website
application, though 5 seconds is not chronologically long.
However, for such an application, 2 seconds may have lead
to deteriorated user experience.

As shown in the above example, the interpretation depends
on the domain knowledge and interests expressing the goals.
In the framework of environmental-perception, we define the
situation of a system as an interesting condition with external
semantic interpretations for a part of data items in the system
context from the perspective of system goals. The situation
identification layer generalizes the context and understands
the meaning behind it.
Definition 3: A situation of a system is defined as a triple

Sit =< Sys, idt, cndt >.
• Sys is the system label since the situation is system-
dependent.

• The identification function idt : (2Cnt.CDI , Sys.goal)→
cndt receives a subset of data items from the context and
extracts them to a higher level condition depending on
the system application and goal with domain knowledge.

• An interesting condition cndt is identified as cndt =
idt(sCnt, Sys.goal) where sCnt ⊂ Cnt . The condi-
tion for a system is the interpretation of entity status
(e.g., computer being used) or human behavior
(e.g., sitting or standing).

Even with the same data items in the context, different sys-
tems will interpret them in different situations. For example,
based on the context data of locations for several users, the
situation of the user-centered system is in the meeting while
that of the location-centered system is presented as being
occupied .
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FIGURE 4. Situation Identification from Context.

Moreover, as shown in Figure 4, the context of a sys-
tem could be interpreted as multiple situations. Each sit-
uation might be an understanding of partial data items in
the context, where data items could be repeatedly combined
and interpreted as different situations. For example, a smart
office system may summarize the data of several users’ loca-
tions as in the meeting. Meanwhile, the location of a user
as well as the on or off status of devices is considered as
projector being used . For a CPS, it is the situations that make
up the perceived environment state.

A situation summarizes a part of context data and obtains
the most important information based on the system goal.
Situation identification based on context awareness is with a
higher-abstracted level; adaptation behaviors can be planned
by determining adaption rules with the input of both a system
state and a perceived environment state consisting of the
situations in which a system is interested.

IV. REFERENCE ARCHITECTURE FOR
ENVIRONMENTAL-PERCEPTION
In environmental-perception, the granularity of the raw values
that can be detected directly in the environment is relatively
low-detailed, while the context that a system needs may be a
collection of middle-level information from aggregated and
refined low-level information. Moreover, to achieve system
goals, high-level informationmay need to be summarized and
semantically interpreted. However, currently, there is a lack
of a reference architecture, which should be responsible for
information collection and pretreatment serving as a medium
for various CPSs, to guide Environmental-Perception.
Among the three levels of Environmental-Perception, there

are not only the functions of validation, aggregation, and
prediction that need to be implemented in the data capture
layer, but also data classification in the context awareness
layer and semantic extraction in the situation identification
layer. A good reference architecture distinguishes different
functions for easymaintenance and implementation; it should
also be independent of the specific environment and system,
facilitating reusability of environmental information. As an
open standard for information exchange between all kinds
of hardware and software, OSI protocols [18], designed by
the International Organization of Standardization, do not rely

on any specific computer or operating system, nor do they
depend on the particular transmission hardware. Through
hierarchical segmentation, these protocols promote standard-
ized communication. Each tier is independent and achieves
its functions so as to provide flexibility, such as the physical
tier responsible for the hardware connections of network, the
data link tier compiling data into a form called frame and
handling transmission errors, the network tier collecting data
and selecting paths from nodes to nodes, the transport tier
establishing end-to-end communication, and the application
tier providing the interface for user applications.

By referring to OSI protocols, we pioneered a five-tier ref-
erence architecture for environmental-perception: the facili-
tator tier, validation tier, pretreatment tier, transport tier, and
application tier. To provide a proof-of-concept implementa-
tion of our reference architecture to model environmental-
perception, we realized a prototypical architecture integrating
those five tiers as shown in Figure 5. The reference archi-
tecture and partial implementation on the smart room case
study elaborated in Section V are available in the online
appendix [19]. The facilitator tier, validation tier, and pre-
treatment tier in the architecture together implement the
functions in the data capture layer; the transport tier echoes
the context-awareness; the application tier corresponds to
situation identification. This architecture provides for the per-
ception andmanagement of the environmental information on
different levels and provides a unified interface for different
CPSs so that systems could use their context and situations to
infer whether they meet their goals. In the following, we will
elaborate on each tier.

A. FACILITATOR TIER
In network protocols, the role of the physical tier is to con-
nect machines through physical means, such as cabling and
twisted-pair wiring, and transmit the basic signals – 0 and 1.
Similarly, the facilitator tier in environmental-perception col-
lects the information that can be detected directly in the
environment through sensors. This tier, as shown in Figure 6,
corresponds to raw values acquisition from sensors and has
three dimensions: perceived objects, perception means, and
perception mechanisms.
Perceived Objects. With cloud computing, the internet

of things, and mobile communication as technical sup-
port, the cyber-physical systems integrate the physical
world, the physical world, and human society. In such a
three-dimensional fusion environment, the perceived objects
are divided into physical attributes, information attributes,
and user attributes.
Perception Means. Physical sensors are the facilities that

directly measure attributes in the physical world (such as tem-
perature, light, and humidity); cyber attributes (e.g., residual
memory) can be monitored by virtual sensors, such as oper-
ating systems, virtual machines, application APIs to detect
the computing space, or hard-coded and aspect-oriented pro-
gramming to monitor software [20]; information can also be
user-related (such as user preferences), and user input can
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FIGURE 5. Reference Architecture for Environmental-Perception.

be directly provided by keyboard, touch screen, voice, and
other devices. Some common sensors and their data types are
summarized in [17].
Perception Mechanisms. Raw value acquisition may be

active or passive. Devices generally passively or inactively
perceive information, that is, only when the user sponta-
neously provides data can the device be triggered by the
events and capture the information. Some sensors have the
ability to actively detect and obtain information periodically
from the physical world and cyber world. The specific per-
ception mechanism of a sensor is controlled by the perception
configurator in the environmental perception entity as shown
in Figure 5.

B. VALIDATION TIER
The data link tier in the network mainly establishes a logi-
cal connection and applies the error checking function. The
environment with three-dimensions is very complex and the

number of sensors is inevitably massive. The sensor might
break down without being noticed or a mistake could occur in
transmission, which introduces dummy values or noise. For
example, in a smart room, the false reading of 100 degrees
Celsius may harm the accuracy of the aggregated data, and
then reduce the adaptability of the system.

In order to avoid the occurrence of the above scenarios,
it is necessary to eliminate the false and retain the true value
captured by Validator shown in Figure 7. A typical example
is the consistency checking principle helping to handle the
problem of attribute measurement beyond a reasonable range
and detect the damaged sensor in time. At present, the phys-
ical and the discriminant methods are commonly utilized to
check for errors.

C. PRETREATMENT TIER
The network tier in the OSI protocols is composed of multiple
nodes with IP addresses. After data from all sides converges
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FIGURE 6. Facilitator Tier.

FIGURE 7. Validation Tier.

FIGURE 8. Pretreatment Tier.

in a distribution center, the layer performs real-time pro-
cessing and transfers data from nodes to nodes according to
their logical addresses. Similarly, the pretreatment tier in the
architecture converges all of the low-detailed information in
the environment, aggregates it into the data items and makes
proper predictions that multiple systems may need.

The pretreatment tier implements the agg and pre functions
in the data capture layer, as shown in Figure 8. The aggregator
synthesizes or abstracts raw values into the form the system
needs and recognizes (i.e.,DI ), and stores them as the current
values of data items in Data Storage. The process of obtain-
ing more-abstracted data from low-detailed raw values often
involves rules reasoning, machine learning, data mining, and
other technologies [20].

To make predictions and make the system history-aware,
the historical values of data items need to be stored [21].
Predicator could provide the system with environment infor-
mation by obtaining the predicted values in the visible future
via appropriatemethods based on the current value and histor-

ical values. Common scenarios [11], [22] requiring prediction
and proactive adaptation include 1) reconfiguration, such as
installation and updating, loading and unloading libraries,
launching new applications, and searching large databases.
If the system can predict the needs of these tasks in advance
based on environmental information, it can perform tasks
ahead of time, avoiding unnecessary delays. 2) power man-
agement; unused devices that will not be used recently can
be turned off or switched to sleep mode. 3) early warning;
data prediction could determine whether the system is about
to enter an unexpected state, and take actions accordingly
and promptly. 4) planning Aid; such as turning on the air
conditioning in advance in a smart home to set the temper-
ature within a certain comfortable range. 5) coordination and
cooperation; if the data of multiple users in the user group can
be predicted, the interests of the group as a whole are able to
be satisfied or balanced.

Different data items need to be predicted within various
time frames; some only need the next timestamp; others
may need to be predicted for a period of time. Depend-
ing on the data items, different prediction methods are
adopted. Common methods include the sequence prediction
method, Markov chain, neural networks, Bayesian network,
branch prediction, trajectory extension method, and expert
systems [23], [24].

D. TRANSPORT TIER
The transport tier transmits data from the source to the des-
tination node in OSI protocols. Like an IP address that could
have multiple ports, it is not a rare case where several CPSs
are deployed in an environment nowadays. For example, for
an office building, there may be a card access control system
and a smart parking system; in a city environment, there is not
only a smart transportation system but also a smart logistics
system or smart education service system.

Essentially, the environment, though influenced by sys-
tem behaviors, is a separate entity from deployed systems.
The reusability of environment information could be greatly
enhanced by monolithically capturing, synthesizing, and pre-
dicting all kinds of information. For instance, the information
about vehicles may not only apply to an intelligent trans-
portation system, but also to the context of an intelligent
logistics system. As a layer in the first-class entity, context
awareness shields the system from cumbersome perception
and processing details; it filters data for the system according
to its context configuration as shown in Figure 9 (i.e., the
rel function determining whether a data item is required by
a system). Also, when the deployed environment changes,
a system can obtain its context from the new environmental-
perception entity with the context configuration. Thus, this
tier enables information reusability among different systems
and enables the system to adapt to different environments.

E. APPLICATION TIER
Similar to the application tier working at the user end in
OSI protocols and interacting with user applications, the
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FIGURE 9. Transport Tier.

application tier in the environmental-perception framework is
closest to systems with various functions and goals. On the
basis of context awareness, it identifies the most interesting
states of each system corresponding to the idt function in the
situation identification layer, and stores the situation in the
knowledge base of the system.

The technologies of situation identification can be
divided into two main categories: norm-based methods and
learning-based methods. The former usually apply the prior
knowledge of experts to construct a situationmodel and adopt
the reasoning engine to infer the appropriate system situa-
tion from the current data input. The main technologies of
norm-based methods include logical programming, temporal
logic, ontology, fuzzy logic, and evidence theory. However,
there may be great variability due to factors such as time,
location, users, and a complicate environment. Thismakes the
method relying on prior knowledge unusable. Learning-based
technologies can be widely used in the complex and dynamic
relationship between the context and situation. The main-
stream technologies include naive Bayesian, Bayesian net-
works, hidden Markov models, conditional random domains,
decision trees, and neural networks [17].

a: ADAPTIVE CPS
Environmental-perception is the prerequisite for a CPS
to be reliable and adaptive. To achieve self-adaptation,
a monitor component of CPS receives environmental
information (i.e., the context) from the Environmental-
Perception entity by system-defined environmental con-
figuration, to find out when, where, and what happens;
for example, events of human location movement, con-
nection/disconnection between mobile devices and wire-
less networks, and configuration/de-configuration of virtual
machines, message exchange between devices and virtual
machines. Monitor extracts interesting situations from the
context, such as user is resting, and updates the knowl-
edge base with perceived and latest context and situations.
Then, Analyzer and Planner components are responsible for
identifying possible requirement violations and generating
an adaptation strategy, respectively, with the updated knowl-
edge, while Executor will enact adaptation actions at runtime.

These activities together are known as the MAPE-K feed-
back loop, which, while closely related to environmental-
perception, is beyond the scope of this work. Interested reader
can refer to [25], [26] for more details on the underlying
self-adaptation mechanisms.

V. CASE STUDY
In this section, we adopt a typical simplified smart room
environment structured according to the proposed reference
architecture. Multiple systems are often deployed in the smart
room environment. Examples include the smart room system
to maintain user comfort and the intelligent medical sys-
tem to care for user health. The sensors in the smart room
will perceive a wide variety of data, some of which will be
needed and shared by both systems. For this study, we will
illustrate (1) how environmental-perception as a separate
first-class entity perceives and manages smart room informa-
tion, (2) how the CPSs obtain their required information from
the reference architecture and present adaptation behaviors,
(3) smart room information reusability amongmultiple CPSs,
and (4) the reusability for a system to be deployed in different
application environments without modifications.

A. SMART ROOM ENVIRONMENT
Facilitator Tier. In a smart room environment, there are a

variety of raw data types such as temperature, humidity, and
relative distance of users, as shown in the Figure 10. These
values are directly perceived by the sensors from the facili-
tator tier: the air conditioner and humidifier are both off (set
as 0) while the continuous values of distances from deployed
sensors to the user is 1.3, 1.4 and 1.0 meter, respectively.

Validation Tier. This tier verifies the raw data through a
predefined validation function to determine whether the sen-
sor is damaged and whether the measured values are normal.
The following formula describes a validation function with
historical data and confidence intervals [27]:

vld(x) =

{
True X̄ − z α

2

σ
√
n ≤ x ≤ X̄ + z α2

σ
√
n

False Otherwise
(1)

where X̄ is the average of the n historical data; z α
2
is the

predefined standard score and σ
√
n is the standard error. Based

on historical data, a hypothesis is made about the distri-
bution of the current value. The confidence interval shows
the upper and lower limits of which x would fall inside
with confidence level α. When x falls outside the interval,
it is considered a small probability event, and the value is
rejected according to the principle of the practical impossi-
bility of small probability. Through this validation function,
the value of a continuous variable, such as temperature, can be
judged.

Pretreatment Tier. The pretreatment tier aggregates raw
data into coarse-grained data items upon which prediction
is made, then stores data items for easy access to the sys-
tem. For example, relative humidity [28] can be obtained by
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FIGURE 10. Example of Environmental-Perception in a Smart Room.

aggregating two raw data:

agg(x1, x2) =
x1
f (x2)

× 100% (2)

where x1 is the absolute humidity, x2 the temperature; the
function f (x2) calculates the maximum absolute humidity at
x2. Thus, relative humidity is the ratio of absolute humidity
to the maximum absolute humidity that can be reached. The
user’s position can also be uniquely determined by three
different sensors in the room and calculated whether he is
‘‘on the chair’’, ‘‘on the bed’’, or ‘‘others’’ according to
the position of objects in this environment and aggregation
function defined in advance.

In addition, the data items in the environment can be pre-
dicted to further understand environmental information. The
following prediction function describes a moving average
method:

pre(xt+1) =
1
k
(xt−k+1 + xt−k+2+, . . . , xt−1 + xt ) (3)

which is a method for predicting one future period with an
average of k recent actual captured values. For example,
the next value might be 16.5% by applying this function to
relative humidity. All data items will be stored for easy access
to the systems.

B. CPSs IN THE SMART ROOM ENVIRONMENT
Smart room system. Smart room systems are widely adopted,
with the main function being to evaluate the habitability of
the house by obtaining the environmental information in the
room, and then makes adjustments that affect the environ-
ment [29], [30].
• Transport Tier. For the context configuration of the smart
room system, Monitor will collect data items, such as

temperature, relative humidity, and the user’s location,
delivered from the environmental-perception entity, and
stores them in the knowledge base.

• Application Tier. In the smart room system, as shown in
Figure 11, a situational decision tree (i.e., idt function
where a non-leaf node denotes the context input while a
leaf node represents the situation output) is constructed
with the prior knowledge of experts. All data items in its
context are abstracted into a situation where the comfort
level is either average, low, or high. The situation in
the current context – relative humidity 16.6%, humid-
ifier off, temperature 30◦C and air conditioner off – is
‘‘comfort_level_average’’ for the example in Figure 10.
Situational models could also be obtained via clustering
and learning user’s behaviors and feedback.

SystemAnalyzer will infer whether the goals are met based
on the context and situations of the system, such as relative
humidity whose predicted value will fall to 16.5%. Analyzer
takes that information as the input of the reasoning engine
and concludes that user goals can not be satisfied in a short
time. Then, Planner matches the situation with the precon-
dition of adaptation rules in the knowledge base and plans a
series of adaptation behaviors, (e.g., turning on the humidifier
and air conditioner in this case), which are carried out by
Executor.
Intelligent Medical System. Another widely used applica-

tion in the room environment is the intelligent medical system
that determines when to remind patients to take medicine or
call for emergency services by collecting symptoms-related
data of human [31]–[33].
• Transport Tier. The context perceived by Monitor
includes data items of the user’s heart rate, temperature,
and location.
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FIGURE 11. Example of Situation Identification Function idt in a Smart Room System.

• Application Tier. From the perspective of the intelligent
medical system, all possible states of interest include
user ‘‘asleep,’’ ‘‘coma,’’ ‘‘awake,’’ ‘‘healthy,’’ ‘‘sick,’’
and ‘‘critical.’’ With the context - the user in bed, the
heart rate 80 bpm, the body temperature 36.6◦C, and the
predicted value 36.7◦C - the situation identified in this
application tier is user ‘‘asleep’’ and ‘‘healthy’’.

For the current context and situations in the intelligent
medical system, user goals are met and there is no need to
perform adaptation behaviors right away. In addition, to real-
ize the proactive adaptation behaviors, the system has to
predict requirement violations and take measures in advance.
For instance, although the present user’s heart rate and body
temperature are within the normal range, and an identified
situation is user ‘‘healthy’’, the prediction of a fluctuating
heart rate would result in a reminding message for the user
to take their medicine.

Based on the illustration of a simplified smart room
environment, we have demonstrated that the environmental-
perception can be divided into environment-independent data
capture, system-related context awareness, and goal-oriented
situation identification. This can be realized by the five-tier
reference architecture proposed in the previous section.

For a specific environment, environmental-perception, as a
separate first-class entity, independently perceives and pro-
cesses all kinds of underlying information, shielding the CPSs
from tedious processing details. It is convenient not only for a
CPS to access and use the environmental information, but also
for multiple CPSs deployed in that environment to reuse the
environmental information. For instance, the user’s location
is required by both the smart room system and the medical
system. When a new system is deployed, the environmental
information is available to it by clearly defining its context
configuration.

A system does not need to consider how to deal with com-
plex and trivial fine-grained information; instead, it obtains
the coarse-grained context using the context configuration.
For example, the smart room system only needs to know
whether the user is ‘‘on the chair’’, without considering how
to deploy sensors and how to calculate the user’s location
using the aggregation function. When the deployment envi-
ronment (i.e., room) of the system is updated, the number
of sensors, the objects in the room and the placement of the
items like chairs may be different from the previous environ-
ment. However, these differences are perceived and processed
by the new environmental-perception entity. Through the

five-tier implementation architecture, a system could easily
access the user’s location from the entity by context config-
uration. The core concern for the system is to understand
this information, that is, identify the interesting situations.
Based on that, a system can be applied to various application
environments and make adaptation decisions to continuously
meet system goals.

VI. EMPIRICAL EVALUATION
This empirical evaluation aims to better understand the
motivations and the benefits of the proposed environmental-
perception and reference architecture from a practical
perspective.We surveyed software engineers in system devel-
opment with various backgrounds. We prepared an online
questionnaire to collect data from participants. Then we
invited 100 participants for the study through email and
LinkedIn network and 32 participants responded. After con-
ducting pre-testing and introducing them to this work, i.e.,
three levels of environmental-perception as an independent
entity and the reference architecture for information collec-
tion serving as a medium between environment and various
CPSs, they were asked to fill in the questionnaire. The esti-
mated time to complete each survey was around 15 minutes
comprising a 10-minute introduction and a 5-minute section
with 8 questions:

Q1. Which field does the system you are involved in
belong to?
Q2. How does your system perceive the environment?
Q3. How many systems are in the environment where
your system is deployed?
Q4. What is the overlap of environmental information
between systems if there is more than one deployed?
Q5. Can the understanding of the environmental infor-
mation for a system be promoted by explicitly differ-
entiating the definition of environment, context, and
situation?
Q6. Is it necessary for environmental-perception to be a
separate first-class entity?
Q7. With the proposed reference architecture, can bet-
ter reuse of environmental information among different
systems be achieved?
Q8. With the proposed reference architecture, can a
system be more reusable to different deployment envi-
ronments?

The first four questions investigate the current status of
the environment and environmental information perception
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FIGURE 12. Field Distribution of Respondents and Their Systems’ Methods of Perceiving the Environmental Information.

from the industry perspectives, further supporting themotives
of our work. In Q3 and Q4, we are studying whether it is
necessary to treat environmental-perception as a first-class
entity with three levels. In the last two questions, we are inves-
tigating the industrial comments on the proposed reference
architecture for Environmental-Perception.

A. RESULTS
1) ANALYSIS OF THE SURVEY
32 respondents are from more than nine areas as shown in
Figure 12, with 13 from artificial intelligence (abbr. AI),
4 from financial technology, 3 from the internet industry.
Regarding the methods of perceiving the environment, three
options are given, including direct methods (e.g., deploy-
ing sensors to capture environmental information), indirect
methods (e.g., communicating with other systems to obtain
information), and hybrid methods that combine the first two
methods. A total of 12 respondents (37.5%) answered direct
methods, such as in the medical health system, whose envi-
ronmental information is not available otherwise due to the
specificity of the required information. However, in the field
of fintech, for example, systems make more or less indirect
use of third-party data, which means that at least some of the
data can be reused across multiple systems.

In response to the number of systems in the environment
where the respondent’s system was deployed, as shown in
Figure 13, exactly half of the responses were more than one,
with six responding with 2 systems, one responding with 3,
and nine responding with 3 or more. Furthermore, in the
cases where there were multiple systems in an environment,
34 percent indicated that there was some overlap between
the required environmental information while 16 percent
believed there was a substantial overlap. The above results
demonstrate that it is not uncommon in industry for multiple
systems to be deployed in the same environment, and that
there was indeed environmental information overlap between
systems. The overlaped information can be shared by com-
munication and collaboration.

FIGURE 13. The number of Systems in an Environment and the
Information Overlap between Them.

FIGURE 14. The understanding of environment by explicitly
differentiating the definitions and the necessity of
environmental-perception as a separate first class entity.

With respect to Q5 and Q6, when asked whether the
environmental information can be better comprehended by
explicitly separating the definition of environment, context,
and situation, all of them believed that these concepts are
constructive and that it is also necessary to embrace the
environmental-perception as a first-class realizable entity,
albeit to varying degrees of agreement, as shown in Figure 14.
The results in Figure 15 illustrates the reusability of the
information in a certain environment for multiple deployed
systems, and the reusability of a specific system applied to
various application environments without themodification on
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FIGURE 15. The reusability for the environmental information and for a system deployed in various environment by
adopting our proposed reference architecture.

the mechanism for information perception. Three of them
from AI considered it unreusable. The reasons they gave
include very different types of data such as text, audio and
video, and various ways of data processing like denoising
and principal component analysis. This diversity leads to the
unique data collection in AI experiments, but by the respon-
dents’ own admission this is a very primitive way and further
improvement of data transferability are needed. In addition,
a large majority answered that our reference architecture
enables reusability to varying degrees.

B. DISCUSSION
The results from our industrial application survey emphasize
the motivations and benefits of this work. In summary, the
survey results have shown that: (i) usually more than one
system is deployed in an environment, (ii) there is indeed
overlap of required environmental information between sys-
tems, and (iii) there are both indirect and hybrid methods
of perceiving environmental information. These facts prompt
us to view environmental-perception as a separate first-class
entity, like a third party providing data on demand. However
some respondents questioned whether the environmental-
perception entity might need to collect all data in an environ-
ment, which might be innumerable and impossible, to satisfy
all potential deployed systems.We argue that asmore systems
are deployed and new information is required, this entity
does need to deploy new sensors to detect and aggregate the
information in need. Besides, some of the data might be quite
unusual or private and should not be disclosed to other sys-
tems due to the particularity of some industries, it would be
inappropriate for environmental-perception entity to collect
this information and transmit it in these cases. However, even
if only a portion of the data can be reused, the three levels of
perception and reference architecture do make sense, which
is also agreed by the questioners.

We acknowledge that the boundaries of question options,
such as between some overlaps andmany overlaps or between
partially agreement and mostly agreement, are difficult to

quantify and that each individual may have different cri-
teria. Though our survey is preliminary and there is no
quantification on the degree of reusability, comprehension,
and necessity, etc, the analysis results indicate the bene-
fits of enhancing environmental information comprehension
with explicit concept separation and information reusability
with an independent environmental-perception entity with
the proposed reference architecture. Moreover, to practically
integrate the conceptual model to real applications and verify
the validity of the proposed reference architecture, indus-
trial standards such as Technology Acceptance Model (abbr.
TAM) with further quantification of Perceived Usefulness
(abbr. PU) and Perceived Ease-of-Use (abbr. PEOU) [34],
[35] is necessary to be adopted in practical applications.
While this is an area for future work, the widely recognized
ISO model to which our proposed reference architecture
refers backs Environmental-Perception in PU and PEOU to
some extent. In addition, our reference architecture is based
on the sound theoretical framework defined by the reasonable
three layers, featuring theoretical and conceptual feasibility
and validity.

VII. RELATED WORK
Existing technology extensively relies on robust CPSs to
achieve specific goals and adapt to uncertainties [3]. Much
of the existing work has focused on analysis and planning
activities to analyze the available actions and their potential
outcome on system goals, and to plan corresponding adap-
tation decisions, assuming adequate monitoring in place [1],
[2]. Perceiving environmental information as the prerequisite
for a CPS to be reliable and adaptive, however, has not
gained the deserved attention. Some closely related work on
information perception are summarized in Table 1.

The environment was pioneered as a first-class entity in
the multi-agent system instead of being dealt with implic-
itly or in an ad hoc manner by Weyns et al. [8]. Their
work fundamentally changes our understanding of the envi-
ronment. In our work, we further consider the process of
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environmental-perception, rather than the environment itself,
as a separate first-class entity, thereby unbinding the system
from the environment and providing two types of reusability.
Ferber et al. [36] integrate the physical and social environ-
ment with organization into the Agent-Group-Role(AGR)
model by introducing relations between world, spaces, areas,
groups, modes, bodies, and roles at the concrete level.
Instead, we consider three vertical levels, Data-Context-
Situation, to support various CPSs deployed in an environ-
ment. Jiang et al. [29] implement environmental-perception
as a four-tier structure with the service tier, the presentation
tier, the management tier, and the resource tier to facilitate the
access of environmental information, providing a mapping
mechanism between the environment elements recognized by
the system and the real environment. However, their work
does not consider, as we do in this work, how to abstract, orga-
nize, manage the environmental information according to the
needs of various systems, or support information reuse. Meng
et al. [37] argue information and emergency can be handled
by coordination and information sharing among sensing and
executive agents so that real-time data can be delivered to
the control center to assist in decision making. Although
there is an emphasis on information sharing among different
components in a system, the direct perception method of the
system neither supports information reuse among various sys-
tems, nor provides perception implementation reuse among
different deployment environments.

In the definition of the context, Li et al. [38] interpret
context as a set of environmental elements related to a
specific action; the context is derived from action-related
constraints at runtime andmanaged by an active context man-
ager. This is similar to our definition as a set of aggregated
data in the deployed environment acquired by the system.
Park et al. [39] consider context information as services,
sensors, environments, users, and tasks, which is modeled
at construction time. A context-aware framework is mainly
used to manage and coordinate context and to establish the
basis for interoperability among entities. A service-oriented
context-awaremiddleware is developed byHafiddi et al. [40],
providing service information through three modules: the
context manager, the event notification, and the task engine.
Li et al. [41] propose a general conceptual model of the
system with four parts: context awareness, context evolution,
agent and application interface. Sridevi et al. [42] describe
a context-aware framework based on asynchronous commu-
nication between the perception layer and application layer
through publish-subscribe mode. These frameworks define
how to collect the contextual information from the environ-
ment using sensors in the design phase. However, they do
not show a partitioning of the de facto different layers, nor
do they decouple functions at different layers, resulting in
the inability to reuse environmental information for multiple
systems.

The situation tends to give the system context addi-
tional information on the basis of system intentions.

TABLE 1. A taxonomy of the research papers in
environmental-perception.

Chang [43] proposes a situation-aware framework, defining
the situation as a tuple with an object, intention, and context.
Fredericks et al. [44] specify the situation in terms of context
parameters and dynamically identify the distinct situation at
run-time to discover optimal system configurations. These,
in turn, confuse the situation with the context, and do not
explicitly link the situation to system objectives. On the
contrary, we explicitly define the situation as an interesting
state, integrating the intention and goal of the system through
the identification function. This is similar to Semantic Web
(SW) [45] in pervasive computing, aiming to formally
interpret intended semantics from heterogeneous sources
to support the management of information. Additionally,
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Ye et al. [46] further introduce semantic relations at different
levels of abstraction and reason in the presence of extensive
uncertainty. In general, the context and situation have not
been explored much in the field of cyber-physical systems.
Context-awareness and situation-identification should also be
the core functions of the cyber-physical systems, like the
pervasive system, to further enhance the system’s ability to
perceive, adapt, and transform the environment.

VIII. CONCLUSION
Cyber-physical systems have become increasingly impor-
tant especially in the environment with the integration of
human society, the physical world, and the cyber world.
Though many excellent research efforts have been put into
this area, environmental perception as a field is still in
its infancy, and existing approaches are not adequate to
address today’s ever-changing and ever-expanding various
environments. Following Weyns’ proposal in the multi-agent
system that environment-perception should be a first-class
entity as an essential part of the system, we further pro-
pose environmental-perception as a first-class entity existing
independently and define data items, context, and situation.
Subsequently, we describe a five-tier reference architecture
with the borrowed thoughts from ISO protocol. In this frame-
work, data capture from the facilitator to transport tier pro-
vides a mechanism for perceiving the dynamics and evolution
of the environments, facilitating environmental information
reusability.Meanwhile, transport and application tiers closely
linked to the system enable it to have the abilities of context
awareness and situation identification. This ensures the sys-
tem goals are continuously satisfied by having it performing
adaptation behaviors. In the end, to illustrate the applicability
of the perception framework, we present an example from a
smart room environment. A survey is also included to indi-
cate industrial motivations and benefits of the environmental
perception as a first-class entity.
In our future research, we plan to apply the reference archi-

tecture to more practical scenarios to strengthen its applica-
bility, such as the evocative examples of smart buildings and
smart cities. We also aim to refine the reference architecture
by applying/instantiating advanced AI algorithms to obtain
specificmethods of data prediction or situation identification.
In addition, we will focus on designing a granular quantita-
tive questionnaire to further understand the requirements of
environmental-perception from the industry.
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