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ABSTRACT In modern society, the real-time emotion adaptive driving system for providing safety to drivers
and emotion-based services are being researched. However, in the service process have problem of personal
information might get leaked. Therefore, a robust personal information protection method is required for
face recognition services based on real-time images. In this study, we propose a real-time streaming image
based PingPong256 (PP2) algorithm, line-segment feature analysis (LFA), convolutional recurrent neural
network (CRNN) model for facial sentiment analysis. The proposed method applied the PP2 algorithm to
images for encryption and decryption for the security of the real-time images collected by image devices.
For transmitting images to a server, LFA, as a dimensionality reduction algorithm, is used to extract facial
information. PP2 encrypts and decrypts an image through a linear feedback shift register with a different
length and sets a random value other than 0 so that inferring the initial value of encryption becomes difficult,
and then executes the random operations approximately 1,000 times. The LFA analyzes the line segments of
an image, assigns a different unique number depending on its type, and cumulatively adds them to generate
a Line-Segment map (LS-map) with a size of 16 × 16. The LS-map is used as an input of the CRNN
model designed in this study, and the facial expressions are classified. Performance evaluation compares the
accuracy of face recognition by using the proposed method with the loss rate for other models. Performance
evaluation renders excellence to the accuracy of face recognition and loss rate comparison.

INDEX TERMS Image security, facial expression analysis, PingPong256 security method, line-segment
feature analysis, PP2LFA-CRNN, smart-driving service.

I. INTRODUCTION
The continuous development of automobiles has augmented
the concept of a car from a simple transportation means to a
convenient space for a driver. Based on self-driving functions,
automobiles have developed in providing more convenience
to drivers through multiple sensors and cameras [1]–[3].
With the evolution of technologies, a real-time emotion adap-
tive driving (R.E.A.D) system based on emotions of the
drivers is considered as a new futuristic automobile ser-
vice [4], [5]. This system is the futuristic driving concept
as suggested by Kia Motors. Various technologies such as
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artificial intelligence (AI), camera, and automobile control
technology, have been designed to enable an automobile to
learn the biometric information and the emotional state of a
driver. By analyzing the condition of a driver in real time,
through the learned information, a car can actively provide an
optimized indoor environment (music, light, air conditioning,
scent, etc.) to a driver. In addition, the system offers a safety
service for preventing accidents that can be caused due to the
health of a driver. In essence, the R.E.A.D system is an inte-
grated service for the convenience and safety of a driver. Toy-
ota Boshoku proposed an indoor spacemodel for self-driving.
The service is aimed at establishing an environment for stimu-
lating the five senses (seat, music, light, etc.) by detecting the
changing condition and drowsiness of a driver or a passenger
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using a camera to provide a safe and convenient driving
experience [6]. BMWconsiders the futuristic connected tech-
nology that connects augmented reality, voice recognition,
and home network together [7]. Automobile makers pay a
great deal of attention to the development of next-generation
driving service technologies based on the conditions and
emotions of drivers. Although a variety of smart services
make it possible to enjoy a convenient life, there is a high
risk of privacy violation because the data collected in a smart
home is based on the data exchange between humans and
objects and includes information related to one’s private life,
such as personal information and personal image information.
In particular, security threats to cameras, webcams, and other
devices used in the establishment of a smart environment are
increasing considerably [8], [9].

Most cameras that are used in smart driving support ultra-
high-definition shooting. Although clearer images and videos
can be collected through such shooting to provide conve-
nient services, in the case where a transfer is made without
encrypting the original copy information, the process may be
exposed to diverse security threats, which may lead to critical
problems. An actual case of this would be when Germany
conducted an experiment in 2013 and successfully repro-
duced the fingerprint of the Minister of National Defense at
the time. This was done using the fake fingerprint extracted
from a couple of high-definition videos to unlock the iPhone
5s fingerprint sensor. In 2017, a fingerprint was discovered
from theV-sign of the person included in an image shot within
a 3 m distance, and this event served as an opportunity to
emphasize the need to enhance the security of images and
videos [10]–[12]. In addition, when a public institution uses
an image file that includes the personal information of users
for work purposes, personal information is stored in the server
of that institution. In this case, there is a risk that the personal
information of users may be exposed to other people who
work at the institution. If the server of the institution is hacked
from the outside, there is a risk that the personal information
of the users may be exposed to many and unspecified individ-
uals. Therefore, it is necessary to develop a more fundamen-
tal security measure applicable to the processing of image
files, including the personal information of users [13]–[15].
With regard to this matter, Tekeoglu and Tosun [16], through
the study ‘‘Investigating Security and Privacy of a Cloud-
Based Wireless IP Camera: NetCam’’ dealt with the issue
of personal information leakage through IP camera hacking.
Xu et al. [17] reported cases where material damages were
caused because personal information and control authority
were seized due to network protocol vulnerabilities.

In this study, we propose a real-time streaming image
based PingPong256 algorithm, line-segment feature analy-
sis, convolutional recurrent neural network (PP2LFA-CRNN)
model for facial sentiment analysis. To actualize our proposal,
a smart driving facial expression recognition service, which
used the Pingpong256 (PP2) algorithm and line-segment
feature analysis (LFA) algorithm to encrypt/decrypt the
videos collected from smart driving cameras on a real-time

basis and analyzed and managed the facial expressions
within the videos collected on the central management
server, respectively, was studied. The PP2 algorithm that
encrypted/decrypted real-time streaming videos used two
linear-feedback-shift registers (LFSR) of mutually differ-
ent lengths to guarantee the safety of long-term operation.
The two LFSRs consisted of a total of 512-bit memory
and made it difficult to analogize the initial values through
random operations. This structure was used to encrypt and
decrypt the videos. The LFA algorithm removed unnecessary
data by decrypting and pre-processing the videos delivered
after they were encrypted through the PP2 algorithm. The
removed line segments of the data were analyzed, a unique
number was assigned to each line segment, and the line
segment-related cumulative aggregate data were calculated.
This data was called the Line-Segment map (LS-map). The
LS-map was learned through the convolutional recurrent neu-
ral network (CRNN) model, and the facial expressions were
classified.

This study is structured as follows. The face recognition-
based service in a smart driving system and security threat in
real-time image transmission cases are described in Section 2.
The real-time streaming image based PP2LFA-CRNN model
for facial sentiment analysis is described in Section 3. The
user expression recognition of performance evaluation was
conducted, and a comparison is made through the preexist-
ing CRNN model and AlexNet model in Section 4. Finally,
the conclusion is specified in Section 5.

II. RELATED RESEARCH
A. FACE RECOGNITION BASED SERVICE IN SMART
DRIVING SYSTEM
Recent advancement of automobile technologies has devel-
oped the systems for monitoring the conditions of drivers
and preventing accidents. By acquiring information on health
conditions of drivers such as fatigue, attention, and drinking,
it is possible to prevent car accidents. With the development
of automated driving systems, bio-signal recognition tech-
nologies have been used to acquire information for driving
takeover [18]. As a bio-signal recognition security technol-
ogy, face recognition has attracted a lot of attention. The com-
bination of face analysis andAI have been actively researched
for accident prevention and self-driving. Yandex detected the
fatigue and distraction of a driver with the use of machine
learning on the front glass of a car [19]. In collaboration with
Genesis Lab, Hyundai Mobis tried to recognize the emotions
of drivers by analyzing the emotions and voices of drivers
using image analysis and AI technologies, and this culmi-
nated in designing a system that could detect drowsy driv-
ing, drinking under influence (DUI), driving incompetence,
and could stop on the shoulder when driving autonomously.
In infrared camera-based face recognition and pupil track-
ing systems that could detect the biometric information of
a driver, including eyes, pupils, nose, mouth, and ears as
well as recognize eye tracking, the function of detecting the
carelessness of drivers was reviewed.
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FIGURE 1. Components of image-hacking technology in Deepfake.

A variety of enterprises made efforts to reduce accidents
by using face analysis technology [20]. IS Technology Co.,
Ltd. has released the driver status monitoring device and the
cloud platform for the safety of drivers on the basis of AI and
deep learning-based image recognition technology and cloud
platform [21]. Driven state monitoring (DSM) recognized the
conditions of a driver in real time and provided, almost per-
fectly, a warning for carelessness or drowsy driving. In addi-
tion, it monitored the fatigue and distraction of a driver for
safe driving and activated the warning and intervention for
correcting dangerous driving to provide the driver with an
audio or display warning. It also detected the distraction
levels of drivers and called the attention of the driver to
any abnormality to induce safe driving. In addition, a danger
prediction algorithmwas applied to provide a safe driving ser-
vice. In interaction with a variety of advanced drive assistance
systems (ADAS) products, a complex safe driving service
was also offered. The NUVIS center provided a service in
real-time for 24h. When an event occurred, it was sent to an
expert team for analysis and to a driver or a manager. Through
the NUVIS center, a manager for drivers was able to respond
to the warning of the fatigue and distraction of each driver to
reduce accidents.

B. SECURITY THREATS IN REAL TIME IMAGE
TRANSMISSION: CASE STUDIES
As smart driving services expand, diverse user behavior-
based services using cameras are increasing. The perfor-
mance of cameras is gradually being enhanced to provide
accurate services suitable for each situation, and most of
the recently released smartphone cameras support ultra-high
definition. We can achieve clearer images and videos through
such enhancements. However, a transfer made without
encrypting the original copy may lead to diverse problems.
Figure 1 shows the components of the image-hacking tech-
nology, Deepfake. Deepfake is a compound word comprising
‘‘deep learning’’ (one of theAI technologies) and ‘‘fake’’. It is
an AI-based composite technology that uses deep learning

and facial mapping or face swapping technologies to syn-
thesize the face and body parts of a particular person with
a totally different image to create or change fake video con-
tents [22]. Although Deepfake can be utilized for positive
purposes such as multilingual video dubbing (David Beck-
ham’s Deepfake video was manufactured in April 2019 for
malaria eradication), there is a high risk that it can be misused
for socially/politically negative purposes such as composite
pornography, stock price manipulation, and election manip-
ulation. When it first appeared, the difference between the
original copy and the counterfeit copy was clear. However,
as AI technology progressed, Deepfake also made rapid
progress. Now, the difference between the original copy and
the counterfeit copy is no longer clear, and a small num-
ber of original images can be used to manufacture a Deep-
fake video. Therefore, it is essential to develop a method
to protect all images and videos sent/received through the
internet from unauthorized personnel, and the most com-
monly used method is encryption [23]. Figure 2 shows an
example of security threats in public sector organizations.
As Figure 2 shows that the involved image files, including
personal information of users, are continuously stored on
the server run by institutions such as financial companies,
public offices, and telecommunication companies. There is
a risk that personal information of users may be exposed to
the personnel who work at the involved institution. In the
case, where the server of the involved institution gets hacked,
there is a risk that the personal information of the user may
be exposed to many unspecified individuals. Therefore, it is
necessary to develop a more fundamental security measure
applicable to the processing of image files, including personal
information of users [24].

III. REAL-TIME STREAMING IMAGE BASED
PP2LFA-CRNN MODEL FOR FACIAL SENTIMENT
ANALYSIS
Recently, to support a safe and convenient driving environ-
ment for users, an optimized service was provided in a smart
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FIGURE 2. Example of security threat in public sector organizations.

FIGURE 3. Process of a real-time streaming image-based PP2LFA-CRNN model for facial sentiment analysis.

driving environment. It used a variety of video devices that
recognized the movement of the user and utilized computer
vision technology to track and extract objects to provide
customized services. Smart driving services provide conve-
nience to our lives. However, since the data collected by
smart driving was based on the exchange of data between
people and things, it was very sensitive to safety because
it contained important factors such as personal information
and addition, the data collected by the smart driving sys-
tem in various sensing devices were concentrated on the
server and required data processing and synchronization.
Smart-powered systems could pose a serious security threat
if attackers use sophisticatedly crafted data. In smart driv-
ing, the standard of autonomous judgment is the driver.
By adjusting the intensity of the driving assist according to
the facial expression of the driver, it can provide driving con-
venience or inhibit the behavior of stealing control through
the focused expression of the driver. Thus, we proposed a

real-time streaming image-based PP2LFA-CRNN model for
facial sentiment analysis. Figure 3 shows the process of a
real-time streaming image-based PP2LFA-CRNN model.

As shown in Figure 3, to enhance the security of the real-
time video, data was collected by a smart driving camera,
the PP2 was used for encryption/decryption, and a smart
driving facial expression recognition service using the LFA
algorithm for analyzing and managing facial expressions
within the video data on the central management server was
studied. In this study, a series of processes using these two
algorithms are referred to as PP2LFA.

A. REAL-TIME STREAMING IMAGE CRYPTOGRAPHIC
USING PP2 ALGORITHM
In this study, the PP2 was previously applied by the research
team to encrypt the streaming videos collected on a real-time
basis in a smart driving environment [25], [26]. The PP2
algorithm was designed for video device security streaming
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FIGURE 4. PP2-based image encryption/decryption process.

FIGURE 5. PP2-based image encryption process.

encryption that used LFSRs of different lengths and a variable
clock structures. As streaming encryption had an unlimited
output length, it was impossible to analogize the initial value
according to the calculation results, and since it used the
results omitted as many times as the random runs, it out-
putted irregular calculation results and cycles. For the security
of all streaming videos shot with devices in a smart driv-
ing environment, the following processes were conducted:
image encryption/decryption, image safety verification, and
sensitivity analysis.

Figure 4 shows the PP2-based image encryption/decryption
process. Images are encrypted before they are transferred to
the server and decrypted when they are transferred from the
server. As shown in Figure 4, PP2 uses LFSRs of different
lengths, and since it has a variable clock (fa, fb) and memory
(fc, fd ), it is difficult to save all the cycles, and it is almost
impossible to reverse engineer [27]. The two LFSRs used

by PP2 consisted of 512-bit memory. In the initialization
stage, the 512-bit memory was set to a random value that
was not 0, and then approximately 1,000 random operations
were run to make it difficult to analogize the initial value.
Figure 5 shows the PP2-based image encryption process.
Initially, a random array sharing the same size as the original
image is generated and converted into an image through
the PP2 algorithm. Then, as shown in Figure 5, a pixel
unit exclusive-OR (XOR) calculation is run on the original
image, the random array is converted into an image, and
the final encrypted image is generated. When the random
array generated through the PP2 algorithm is converted into
an image, it shows characteristics similar to those of noise.
During the initial calculation, the XOR calculation is run on
the original pixel of the image (P0) and the random number
pixel of the image (R0), and the result (C0) is the output and
serves as the initial pixels of the encrypted image.
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Then, all the pixel unit calculations are outputted by
running an XOR calculation on the original image (Pi),
the random-number image (Ri), and the previously encrypted
calculation result (Ci−1). An image is encrypted with the uses
of the random image converted from PP2 on the basis of an
original image and the XOR operator. Accordingly, image
encryption can be represented by Equation (1). An encrypted
image is defined as Ci, a plain image as Pi, and a random
image as randomi. At this time, Ci−1 is 0.

Ci = Pi ⊕ randomi ⊕ Ci−1 (1)

Algorithm 1 PP2 Function
Input: LFSRinit = [x0, x1, . . . , x512], len = bit length of

image
def PingPong256(len)

LFSR255 = [x0, x1, . . . , x254]
LFSR257 = [x255, x256, . . . , x512]
Ai = bi = ci = di = 0
fa = fb = 1
// Clock control
for i in range(len):
for clk_0 in fa:
ai = LFSR255

for clk_1 in fb:
bi = LFSR257

fa = bi
fb = ai
// XOR operation
ci = (aibi)|(ai ⊕ bi)⊕ ci−1
di = bi|(ai ⊕ bi)⊕ di−1
randomi = ai ⊕ bi ⊕ ci ⊕ di

Output: random

Algorithm 1 shows the pseudocode of PP2 to generate
random numbers. For the generation of a random number,
the variable clock variables fa and fb in Equation (2) are calcu-
lated to be approximately 83 of 255-bit LFSR, 193rd memory,
85 of 257-bit LFSR, and 198th memory in the PP2 based
image encryption area, as shown in Figure 4. In this way, fa
and fb are determined to be the outputs ranging from 1 to 4.
A 257-bit LFSR gives the result after fa repetition to ai as an
output, and 255-bit LFSR gives the result after fb repetition
to bi as an output.

fa = 2 ∗ LFSR255 [83]+ LFSR255 [193]+ 1

fb = 2 ∗ LFSR257 [85]+ LFSR257 [197]+ 1

for (c = 0; c < fb; i++) ai = LFSR255
for (c = 0; c < fa; i++) bi = LFSR257 (2)

fc and fd are the memories used for the complexity of ran-
dom outputs. fc can be represented by ci and fd by di. The
memory function calculation utilizes the previous outputs
ci−1 and di−1. The initial value of all is 0, and the final
random number zi is operated at the time when the memory

operation is complete. These random numbers are calculated
using Equation (3).

ci = aibi ⊕ (ai ⊕ bi)⊕ ci−1
di = bi ⊕ (ai ⊕ bi)⊕ di−1
zi = ai ⊕ bi ⊕ ci−1 ⊕ di−1 (3)

Algorithm 2 Image Encryption
Input: Plainimage
def Image Encrypt(Plainimage):
pp2 = PingPong256(Plainimage)
Cipherimage[0] = pp2[0]^Plainimage[0]
for i in range (1, len(Plainimage)):
Cipherimage[i] = pp2[i]^Plainimage[i]^
Cipherimage[i-1]

Output: Cipherimage

Algorithm 2 shows the process of image encryption.
In Algorithm 2, the input is a plain image (or original image),
and the output is a ciphered image (or encrypted image).
PP2 works with a 512-bit initial value such that its key
space is 2512. In terms of key sensitivity, a key sensitively
reacts to the initial value, and the output is changed by the
variable clock. If a random number image whose randomness
is guaranteed by PP2 is encrypted for an original image and
each pixel in the encryption procedure, it is possible to obtain
an encryption image. A server can decrypt the transferred
encryption image. Algorithm 3 shows the process of image
decryption. The input is a ciphered image, and the output is a
plain image.

Algorithm 3 Image Decryption
Input: Cipherimage
def Image Decrypt(Cipherimage):
pp2 = PingPong256(Cipherimage)
Plainimage[0] = pp2[0]^Cipherimage[0]
for i in range (1, len(Cipherimage)):
Plainimage[i] = pp2[i]^Cipherimage[i-1]^
Plainimage[i-1]

Output: Plainimage

Figure 6 shows the PP2 based image decryption process.
The image decryption utilizes the same initial value as PP2 to
recover its original image. Equation (4) is used for image
decryption. With the use of an encryption image, XOR opera-
tionwith a random image is repeated. In this way, it is possible
to decrypt a plaintext image fast.

Pi = Ci ⊕ randomi ⊕ Ci−1 (4)

The second process is image safety verification. From the
perspective of an attacker, to seize an encrypted image trans-
ferred through the network and restore the original image,
the attacker must know the random array converted into an
image, and the attacker also must know the encryption algo-
rithm as well as the initial value. PP2 uses a pseudo-random
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FIGURE 6. PP2-based image decryption process.

FIGURE 7. PP2 results from the NIST SP800-22 test.

number generator (PRNG) that uses a random initial number
to generate random numbers. This means that even when an
attacker finds the encryption algorithm type, it is impossible
to analogize the initial value through the random output array.
In general, the PRNG verification method recommended by
the National Institute of Science and Technology (NIST) to
certify that the results generated through a random algorithm
are statistically random numbers is NIST Special Publication
(SP) 800-22.

NIST SP800-22 utilizes 16 mathematical and statistical
approaches to certify that the random PRNG calculation
results, generate random numbers with high probability, and
to satisfy this, all the verification results (p-values) must
exceed 0.01 [28]. Therefore, in this study, to evaluate the
performance of PP2 through NIST SP800-22, tests were
conducted by setting a key and generating the data on a
random basis. Figure 7 shows the PP2 results from the

NIST SP800-22 test. As shown in Figure 7, the experimen-
tal results confirms that the p-value exceeds 0.01 in all the
16 tests.

NIST SP800-22 calculates p-value from 16 statistical
viewpoints, and p-value can be seen as a method of
expressing random number properties in each test technique.
To prove the randomness of the random number generator
from a statistical point of view using SP800-22, generate
1,000,000,000 bits with the random number generator and
treat 1,000,000 bits as one sample so that the sample size
(m) is 1,000 and the significance level (α) is 0.01. The average
ratio (p̂) is expressed from 0.99 to p̂ = 1 − α. In this case,
the number of times each test is satisfied for all samples
should be recorded to satisfy the range of Equation (5).

p̂± 3

√
p̂(1− p̂)

m
= 0.99± 0.0094392 (5)
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To verify PingPong256, if the sample per time is
1,000,000 bits and the significance level is set to 0.01,
the range that satisfies the range of Equation (5) is a value
between 0.9805607 and 0.9994392 at the minimum. The
value of 16 items can be calculated by summing up the
number of passes passed when testing 1000 samples with
16 items and dividing by 1000. As a result of the verification,
it can be seen that it falls within the normal range in all tests
as shown in Figure 7. As far as an image encrypted by PP2 is
concerned, it is impossible to visually determine whether the
encrypted results are genuinely random. Therefore, differen-
tial cryptanalysis was used to confirmwhether it was possible
to decrypt the results. Differential cryptanalysis refers to
the process in which the output value changes based on the
changes in the input value. The procedures are as follows.
When an attacker randomly selects the original image, the
attacker can randomly modify and encrypt a part of the origi-
nal image and observe the calculated result changes to find the
encryption key. In general, where the input value is an image,
to verify it with differential cryptanalysis, the followingmeth-
ods can be used: the number of pixel change rate (NPCR)
and unified average changed intensity (UACI) [29], [30].
NPCR and UACI use hypothesis tests with significance levels
of 5%, 1%, and 0.1%, and where an encrypted image is input
and passes all the significance levels, it is logically verified as
random. Equation (6) shows the NPCR. When the image size
isM ×N , D (i, j) is a function that outputs 1 when the pixels
sharing the same position in different images are different and
outputs 0 when they are the same.

NPCR =
1

M × N

M∑
i=1

N∑
j=1

D (i, j)× 100% (6)

Equation (7) shows UACI. When the image size isM ×N ,
D (i, j) is the absolute value calculated by converting the pix-
els sharing the same position in different images into whole
numbers and subtracting them.

UACI =
1

M × N

M∑
i=1

N∑
j=1

|c1 (i, j)− c2(i, j)|
255

× 100% (7)

Figures 8 and 9 are encrypted and decrypted using a color
image and a grayscale image, respectively. Figure 8 shows
the original color image, which is a random image gen-
erated using the PP2 algorithm, and an encrypted image.
Figure 9 shows the result of the decrypted image using the
encrypted gray-scale image with a random image generated
using the PP2 algorithm.

Table 1 lists the results of the NPCR/UACI randomness
test for the color crypto image. The results in Table 1 prove
that the color image passed the test of the hypothesis and that
the original color image and the encrypted color image are
different at significance levels of 5%, 1%, and 0.1%.

Table 2 lists the results of the NPCR/UACI randomness
test for gray-scale crypto. The results in Table 2 prove that
the gray image passed the test of the hypothesis and that the

FIGURE 8. Result of color image encryption.

FIGURE 9. Result of grayscale image decryption.

TABLE 1. Results of NPCR/UACI randomness test for Color crypto images.

TABLE 2. Results of NPCR/UACI randomness test for Gray crypto images.

original monochrome image and the encrypted monochrome
image are different at significance levels of 5%, 1%, and
0.1%. Thus, at significance levels of 5%, 1%, and 0.1% with
NPCR and UACI, by checking whether the result of PP2 is
a random number based on NIST SP800-22 and also by
checking the outline from which the original copy can be
inferred (if parts of the image are found), we find that both
the color and monochrome images differ.
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FIGURE 10. Process of real-time streaming image-based data compression.

B. FACIAL EXPRESSION ANALYSIS USING LFA ALGORITHM
This section describes the line-segment analysis algorithm
for analyzing and managing images collected and delivered
from video devices and stored on a central management
server. An image fundamentally consists of points, lines, and
planes (hereinafter referred to as line segments). Objects of
diverse shapes can be expressed, and a three-dimensional
(3D) effect can be added through such line segments. The
algorithm used the line segment information and compressed
the data, as shown in Figure 10, for memory capacity reduc-
tion. Figure 10 shows the process of the real-time streaming
image-based data compression.

The LFA algorithm converted and collected line segments
(the fundamental elements of an image) and generated a
two-dimensional (2D) array with a size of 16 × 16. This
2D array was known as the LFA-feature map, and this
LFA-feature map was learned by the CRNN model to clas-
sify facial expressions. It was impossible to restore a com-
pressed LFA-feature map, but the image contained strong
features. Such LFA-feature maps were used to classify the
facial expressions, and the feature maps were utilized and
managed, instead of the original image, as metadata. Then,
facial expression analysis using the LFA algorithm was con-
ducted as a two-step process. The first step was the facial
contour segment classification and unique numbering for
facial expression analysis. The second step was the LS-Map
generation using data compression-based unique numbers.
• Step 1 (Facial Contour Segment Classification and

Unique Numbering for Facial Expression Analysis): First,
the face contour segments were classified and a unique num-
berwas assigned for facial expression analysis. The encrypted
data delivered to the central server were decrypted as spec-
ified in Section 3.A. The calculated image was converted
into contour data through pre-processing, the line segment
information contained in the contour data was classified into
16 different types, and a unique number was assigned to each
type. LFA makes use of the line-segment information on the

facial regions in an analyzed image. To extract a face from a
real-time image, we apply the Haar based cascade classifier
using multiple AdaBoost [31].

The classifier can effectively detect facial regions in real-
time images and can robustly detect such features as rotated
faces, glasses, and mustaches. The LFA algorithm is a line
segment-based data compression method, and the contour
detection process was conducted in advance to obtain the
line segment information of an image. This study detected
a face from a real-time image with the use of the classi-
fier and extracted the facial contour with the use of the
Canny edge detection technique. Based on the experimental
results, the optimal technique was selected. Of the various
contour extraction techniques, Canny algorithm showed the
best result.

TABLE 3. Type and unique number of each line segment according to the
scan area.

The extracted contours had a value of 0 or 1, and comprised
information such as the eyes, nose, and lips (the fundamental
elements of a face). Such information was classified into
16 line segment types. Table 3 lists the type and the unique
number of each line segment according to the scan area.
To classify these types, a filter f, having a parameter from
{1, 2, 4, and 8} was used. A contour image was divided into
16 equal parts, and filter f was used to calculate each part of
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FIGURE 11. Process for extracting line segments and assigning unique numbers using filter f. (a) Extract line segment and
(b) Specify unique numbers by line segment.

the divided image. The filter f has the size of 2 x 2, and has
the filter coefficient of 2n (1, 2, 4, and 8. The response values
calculated through scanning are classified into sixteen types
of line segments.

As far as this calculation process was concerned, as shown
in Figure 11, f traveled the entire area of each divided
image (hereinafter referred to as the fragmented image) and
replaced every value of 1 with the corresponding parameter
value of f , for all overlapping image areas. Figure 11 shows
the process where the line segments are classified from the
contour data, and a corresponding unique number is assigned
to each line segment. As shown in Figure 11(a), contour
data sized 160 × 160 are divided into 16 equal parts to
generate fragmented images at 40 × 40, and the data are
reduced to 20 × 20 through the max-pooling process. In the
equation shown in Figure 11(a), P represents a segmented
image, and n and m represent the number of segmentations
by row and column, respectively. W and H are the sizes of
an input image, and Pw and Ph are the sizes of the segmented
images. Through this process, the internally expressed noise
could be removed, and the line segment-related direc-
tivity could be minimized. As shown in Figure 11(b),
the line segments expressed within a fragmented image
at 20 × 20 are analyzed through a filter f . For example,
as shown in Figure 11(a), where {{1, 0}, {0, 1}} exist within
a fragmented image, values of {{1, 0}, {0, 4}} are obtained
when the convolution between the fragmented image and the
filter f is calculated, and a value of 5 is obtained by adding
the values. (These values are called ‘unique number’.)

In the equation shown in Figure 11(b), xi represents the
image calculated in Figure 11(a),W and H represent the size
of xi and fw, respectively, and fh represents the size of f . Pi
is the convolution result of the input x and the filter f , and
P is the LS-map. Through this process, the filter f compared
overall pixels of each fragmented image and calculated arrays
ranging from LS1 to LS16. The LS array has a size of 361(=
(20 − 2 + 1) × (20 − 2 + 1)), and the internal parameters
had a unique number assigned to each line segment type.
Algorithm 4 shows the LS extraction and creates a unique
number.

Algorithm 4 LS Extraction & Create Unique Number
Input: [x1, x2, . . . , xn]
def Create unique number

MASK = [[1,2], [4,8]]
Y = List()
for xi in [x1, x2, . . . , xn]:

// 361 means the size of the input image and
the size of the data
// computed with filter f: (20− 2+ 1)×
(20− 2+ 1) = 361
numList = List()
for pi in xi:

uni_num = List((361, 1))
// W, H means the size of pi; mw, mh is size
of MASK.
for w from 0 to W:

for h from 0 to H:
uni_num[(W ×w)+ h] = sum(pi
[w : w+mw, h : h+mh]×MASK)
numList.append(nui_num)

Y.append(numList)
Output: Y [Y1,Y2, . . . ,Yn]

• Step 2 (LS-Map Generation Using Data Compression-
Based Unique Numbers): Second, an LS-Map was created
using a unique number based on data compression. The
unique numbers assigned to different line segment types
(calculated as explained in Section 3.2.1) were converted into
cumulative aggregate data to generate a 2D feature map. This
feature map is referred to as an LS-map. Algorithm 5 shows
the creation process of an LS-map using the unique numbers
as an index. Figure 12 shows the process where a unique num-
ber is used to generate the LS-map. The cumulative aggregate
data of the line segment were calculated based on the different
unique numbers assigned to the line segment types. Through
this process, the distribution rate of the same line segment
could be measured. As shown in Figure 12(a), the LS array
data having the unique numbers of the line segments as the
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Algorithm 5 Create an LS-Map Using the Unique Numbers
as an Index
// The input consists of 16 elements, each of which is
// an array type consisting of a unique number.
Input: [x1 = [u1, u2, . . . , u361], x2, . . . , xn]
def Cumulative aggregation algorithm
map_list = List()
for xi in [x1, x2, . . . , xn]:

LS-map = List((16, 16)){0,}
// DIV is the number of data divisions, consisting
of (4× 4 = )16.
for w from 0 to DIV:
// xi is data that list the unique numbers for the line
segments.

for h in xi:
LS-map[w, h]+ = 1

map_list.append(LS-map)
Output: map_list

parameters are utilized as the index values of an LS-map
sized at 16 × 16. The number of arrays is recognized as the
X-coordinate, and the parameter of the LS array is utilized as
the Y-coordinate to increase the involved position value of the
LS-map by 1. For example, as shown in Figure 12(a), where
the LS0 array consists of parameters from {5, 0, 1, 0, 0, 7, . . . },
X is set as 0, and Y is set as {5, 0, 1, 0, 0, 7, . . . }. Through
this process, the positions of the LS-map at coordinates
{0, 5}, {0, 0}, {0, 1}, {0, 0}, {0, 0}, and {0, 7} are increased
by 1 each time a call is made. The data calculated through this
process are shown in Figure 12(b).

Specifically, the LFA algorithm calculated the contour to
compress the original image in advance, examined the types
of line segments that made up the contour, assigned a unique
number to each line segment type, and thereby converted the
visual data into a series of patterns.

In addition, the image data can be completely compressed
by using the distribution rate of the same unique numbers to
digitize and express the image data. As far as the data calcu-
lated through such a process was concerned, it was impos-
sible to completely identify or restore the original image
information. In this study, the LFA algorithm was used to
completely compress the facial expression recognition-based
smart driving camera videos. This process made it impossible
to obtain the desired information, evenwhen data leakagewas
caused by problems such as hacking. In addition, it made it
possible to manage high-resolution images at a low capacity.

C. PP2LFA-CRNN Model for Facial Sentiment Analysis
This section describes the PP2LFA-CRNN model for the
facial sentiment analysis process. The LS-map generated
through the PP2LFA algorithm was the aggregated data col-
lected by classifying face contours into 16 line segment types,
and the map itself could be considered as a major feature.
The max-pooling process could not be used within the model;
the stride was set to 1, and the padding was set to 1. No

FIGURE 12. LS-map using unique numbers as index.

separate reduction or space adjustment was required to learn
the LS-map, and there was the possibility that the main
features might be removed or distorted during the adjustment.
Figure 13 shows the proposed CRNN model for learning the
LS-map. It consists of the following: one convolutional layer,
a general resource unit (GRU), reshape density, dropout, and
sigmoid functions. As far as the convolution layer was con-
cerned, the filter size was set to 16 × 16 to express the input
LS-map diversely. Through this setting, one LS-map mutu-
ally constructed different maps from the weighted values of
diverse filters, and generated a total of 64 feature maps. The
activation function used in this process was a rectified linear
unit (ReLU), and the unnecessary data were removed through
batch normalization. The feature map calculated through the
convolutional layer was reconstructed into one-dimensional
(1D) data through reshaping, and such data were used as an
input to the recurrent neural network (RNN) layer. The RNN
consisted of two layers, and each layer used the GRU cell
to circulate. One layer consisted of 64 nodes, and the other
layer consisted of 32 nodes. The data calculated through
the RNN process was run through the density (ReLU) func-
tion and finally arrived at the sigmoid function. A dropout
was arranged between the density and sigmoid functions to
reduce the node calculation. The CRNN designed for LFA
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FIGURE 13. Proposed CRNN model architecture for LS-map learning.

learning was referred to as PP2LFA-CRNN. To evaluate the
performance of the PP2LFA-CRNN model proposed in this
study, its performance was compared with that of the AlexNet
model and that of the selected CRNNmodel based on images
taken from the Extended Cohn-Kanade Dataset (CK+) and
Japanese Female Facial Expression (JAFFE) database.

IV. PERFORMANCE EVALUATION
Simulation was conducted in the following environment: a
64-bit Intel R© Core CPU i7-6700 with 16 GB RAM and a
VGA NVIDIA GeForce GTX 1060 with 6 GB of memory.
As far as the test was concerned, to examine the accuracy of
the PP2LFA-CRNN face recognition model proposed in this
study, the performance evaluation was conducted using the
CK+ [32] and JAFFE databases [33], and it was compared
with a CRNN [34] and AlexNet [35].

Each database was divided into seven facial expression
classes, and each classified image was sized 160 × 160.
In this study, the test was conducted using 645 data, classi-
fying 20% from each database as the test data and utilizing
10% of the remaining 80% as the verification data. To classify
the data and to prevent them from leaning towards a partic-
ular class, a specific percentage per class was designated.
Figure 14 shows the learning rate and the loss measure-
ment results obtained using the CK+ database. The data
calculated through pre-processing (face detection and contour
extraction) and LFA conversion were used as the input for
PP2LFA-CRNN model.

For the CRNN and AlexNet performance comparison,
data calculated through the face detection process were
used [36], [37]. As shown in Figure 14, the preexisting CRNN
model shows the highest learning rate, and the remaining
models are ranked with the AlexNet model as the second and
the PP2LFA-CRNNmodel as the third. However, theAlexNet
and CRNNmodels show a large gap between the learning rate
and the verification data along with a temporary decrease in
the learning rate due to problems such as overfitting. The loss
data shows similar patterns. When epoch = 45, the learning

and loss rates of AlexNet model fluctuate severely. The
CRNN model shows a smaller gap between the learning rate
and the verification data, compared to the AlexNet model,
but the gap increases as the epochs progress. In addition,
we confirm that the data measured after epoch = 9 shows
rapid changes in the graph due to problems such as overfit-
ting. On the other hand, the PP2LFA-CRNN model shows
only a small gap between the learning rate and the ver-
ification data, along with a stabilized graph. In addition,
the learning rate of PP2LFA-CRNNgradually increases as the
epochs progress. Similarly, the loss of the LFA-CRNNmodel
gradually decreases as the epochs progress. Figure 15 shows
the accuracy and the loss measurement graph calculated
based on the test data. The PP2LFA-CRNN model shows
the highest accuracy at 96.8% and the lowest loss at 0.132.
The remaining models are ranked as follows: the CRNN
model is the second (94.2%), and the AlexNet model is the
third (91.3%). The CRNN model shows low performance
results, compared to the PP2LFA-CRNN model because
of the verification data gap, and it is determined that the
AlexNet model is also unable to demonstrate good accu-
racy because of the verification data gap. In addition, it was
expected that temporary overfittingwould occur during learn-
ing, which would decrease the accuracy. This test can be
summarized as follows. As far as CK+ database learning is
concerned, the learning rate and loss of the PP2LFA-CRNN
model showed no rapid changes and gradually increased
as the epochs progressed. In the performance test, the
PP2LFA-CRNNmodel shows the highest accuracy at 96.8%.

Then, the JAFFE database accuracy and loss test were
conducted. For the JAFFE database, the contour achieved
through pre-processing was converted into LFA data. The
data used for the AlexNet model and the CRNN model for
detecting only the face area in pre-processing was used as the
input. Figure 16 shows the results obtained using the JAFFE
database as the test data. Even with the JAFFE database,
the PP2LFA-CRNNmodel, proposed in this study, shows the
highest accuracy at 82.2%. The remaining models are ranked
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FIGURE 14. (a) Learning rate and (b) loss in the learning process using the CK+ database.

as follows: the CRNN model is the second, and the AlexNet
model is the third. In addition, the PP2LFA-CRNN model
shows the lowest loss at 0.515.

Finally, to determine the accuracy and reliability of the
proposed algorithm, the accuracy per class was measured
with each database.

Figure 17 shows the confusion matrices for the proposed
method using each database. It shows the percentage of the
number of samples actually determined to be true out of
the samples predicted to be true for each class. Figure 17(a)
shows the confusion matrices with the CK+ database and
the results are as follows: anger, disgust, fear, happiness,
neutral, sadness, and surprise were 92.3%, 91.2%, 93.5%,
92.9%, 99.2%, 82.4%, and 100.0%, respectively. Based on
these results, it is confirmed that each class shows a high
accuracy.

Although the results are not as high as those of the CK+
database, the overall accuracy is 77.8%. This study’s test can
be summarized as follows. The model proposed in this study

maintained comparatively stable learning and loss rates com-
pared to other models, and using the test dataset, the model
proposed in this study showed the highest accuracy at 96.8%
and the lowest loss at 0.13. Figure 17(b) shows the confusion
matrices with the JAFFE database. In the test conducted using
the JAFFE database, the proposed model shows the highest
accuracy at 82.2%.

Therefore, accurate and confident face recognition was
possible using the proposed PP2LFA-CRNN algorithm.
In addition, based on real-time images collected in a smart
driving environment through a security technique, the accu-
racy of sentiment analysis was experimented. For the exper-
iment, the system shown in Figure 18 was established. This
systemwas expanded from the system established in a related
work [27], [31], [36], [37]. The real-time images collected
for sentiment analysis were captured in the unit of frame and
then analyzed. The system functions include image analy-
sis, analysis visualization, recognition options, binarization,
sentiment presentation with a broken line graph, and object
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FIGURE 15. (a) Accuracy and (b) loss with the test data (CK+ database).

FIGURE 16. (a) Accuracy and (b) loss with the test data (CK+ for training
and the JAFFE database for testing).

feature analysis [38]. In the experiment, the application of the
security technique to the real-time image sent by a webcam
was added. Once the security recording started in the system,
it applied the security technique proposed in this study. Once
the recording ended, server file upload application program
interface (API) was executed to upload an image file to the
server [39], [40]. When uploading was complete, analysis

FIGURE 17. Confusion matrices for the proposed method using each
database. (a) CK+ and (b) JAFFE.

was conducted through the module. The system selected a
proper region of the video that was captured in the unit of
frame by using the recognition option, and then recognized
it through binarization. Then, it could find feature points of
the image with the use of the LFA technique. Sometimes,
the face in the image could be rotated. Therefore, with the
use of the rotation option, it was possible to rotate the face
by selecting a proper number ranging from −25 to +25.
Object features such asmustache, beard, and glasses, could be
analyzed with the use of the method proposed in the previous
study [27], [31], [36], [37]. With the use of these functions,
the images to which the security technique was applied were
compared with general images in terms of sentiment analysis.
Figure 18 shows the confusion matrices for the image sent in
real-time by a webcam.

Figure 18(a) shows the accuracy of each sentiment class
for a general image. As shown in the figure, ‘‘anger’’, ‘‘dis-
gust’’, ‘‘fear’’, ‘‘happiness’’, ‘‘neutral’’, ‘‘sadness’’, and ‘‘sur-
prise’’ are 90.4%, 89.2%, 90.0%, 90.4%, 96.1%, 74.2%, and
99.2%, respectively. Therefore, each class had high accu-
racy. Figure 18(b) presents the accuracy of each class with
the application of the security technique. As shown in the
figure, ‘‘anger’’, ‘‘disgust’’, ‘‘fear’’, ‘‘happiness’’, ‘‘neutral’’,
‘‘sadness’’, and ‘‘surprise’’ are 90.1%, 89.5%, 88.0%, 91.0%,
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FIGURE 18. Confusion-matrices of the proposed method using real-time
video. (a) General image and (b) Secured image.

97.2%, 72.0%, and 98.2%, respectively. Although the result
rates were somewhat lower than those of the general image,
the overall accuracy was 89.4%; thus, there was no significant
difference. However, even when security technology was
applied to an image collected in real time, a high accuracy
rate was evaluated. Therefore, it can be seen that the image
analysis applied to the security method proposed to protect
personal information was suitable for a smart driving control
system.

V. CONCLUSION
In this study, we proposed a real-time streaming image-based
PP2LFA-CRNN model for facial emotion analysis. This
study was conducted to solve security problems that might
occur in driver convenience services using video for smart
cars. First, to enhance the security of real-time stream videos,
we implemented an encoding-decrypting process on videos
using the PP2 algorithm. The PP2 algorithm generated ran-
dom numbers using two variable clock functions and mem-
ory, which referred to the conditions of 255-bit and 257-bit
LFSRs. The initialization process of PP2 was normally oper-
ated after 512-bit and was inputted and operated 1,000 times.
We used the NIST SP800-22 statistic verification to verify
the random number generation ability of PP2. In addition,

regarding the NPCR of each color in the safety verifica-
tion, red, green, blue, and gray were 99.6078%, 99.5941%,
99.6185%, and 99.5964%, respectively. In the UACI evalua-
tion, red, green, blue, and gray were 33.3769%, 33.4610%,
33.522%, and 33.4911%, respectively. Thus, we identified
that it was possible to encrypt and decrypt when random
numbers were generated with the use of PP2 and combined
with real-time video. Next, we performed the LFA process for
analysis and management of images collected from the video
device. LFA is an algorithm that extracts the face and the
contour of the resident in the transmitted video and aggregate
types of segments. To classify segments consisting of a face
image of a driver into 16 types, we divided the types of
segments through a filter that had a series of parameters and
granted serial numbers to each type to perform cumulative
aggregate on the segments. In the image through the LFA pro-
cess, a 16 × 16 LS-map consisting of cumulative aggregate
data on the segments of the original image was generated.
This LS-map could not identify the face of the user or the
person who made this facial expression, but it could only gain
information about the facial expressionwhen datawas leaked.
Facial expressions were classified using the PP2LFA-CRNN
with the LS-map designed in this study. PP2LFA-CRNN was
compared with AlexNet and CRNN models to evaluate the
performance. In the performance evaluation, the learning rate
and loss rate maintained relatively stable conditions com-
pared to the comparison models. In the experiment using the
test dataset, the learning rate was 96.8%, which was higher
than other algorithms (CRNN: 94.2% and AlexNet: 91.3%).
The loss rate was the lowest in the technique suggested in
the study (CRNN: 0.28, AlexNet: 0.88, and PP2LFA-CRNN:
0.13). This seemed to occur because the strong characteristics
of LFAwere clearly divided. LFAwas data generated as types
of segments that were aggregated, and could definitely clas-
sify the number of segments that consisted of object (class).
In addition, the comparison with other objects (class) could
have functioned easily owing to the difference in numbers.
These characteristics seemed to have deduced high results.

In the future, a class that can be used inside the nerve net-
work model is expected to be constructed with the converted
LFA algorithm. It is also expected that the LFA-CRNNmodel
can be utilized in miniaturization systems such as mobile
edge computing systems through an improved process.
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