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ABSTRACT This article describes a prototype cross platform based on intelligent switching of Virtual
Private Network (VPN) communications by means of artificial intelligence algorithms able to identify and
classify attack risks in self-learning mode by analysing the traffic logs of the system. The platform is also
suitable for disaster recovery, data migration and ensures virtualization of communications between nodes
in case of risk detection. In order to test the models and evaluate the accuracy of the AI algorithms for
risk detection and classification, a number of cyberattack scenario have been simulated. The proposed
platform implements Cassandra Big Data system interfacing with supernodes enabling data migration,
security and disaster recovery. By comparing the performance of different AI algorithms, the results show that
a XGBoost-based algorithm is the most efficient and accurate method for cyberattacks prevention, showing
a remarkable ability of classifying and identifying characteristic patterns of the most representative traffic
log variables. The research work has been carried out within the framework of a research industry project.

INDEX TERMS Cybersecurity, artificial intelligence, big data, switching virtualization, data security.

I. INTRODUCTION
A research topic gaining popularity in recent years is the
study of new cybersecurity prevention techniques and inno-
vative encryption methodologies [1]. A particular communi-
cation system to protect a network from cyberattacks is based
on the creation of Virtual Private Network (VPN) channels.
VPNs can be automatically reconfigured [2], thus suggesting
the idea to switch among them under cyberattack conditions
through appropriate security procedures in self-configuration
mode by means of cryptographic protocols. Specifically,
the VPN channels must guarantee confidentiality, entity
authentication, data integrity, authentication, secure access
control, availability and minimal amount of security relevant
configuration. The physical connection of the VPN channels
is different from the logical one: in this direction the overlay
network level can be distinguished from the physical network
level [3]. Firewall and VPN gateway drop-in-router solu-
tions can be embedded into VPN channels [4] allowing the
secure management of network elements as routers, hubs and
switches using encrypted tunnels. One of the most important
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aspects concerning the validation of a new cybersecurity
model is the evaluation of network performance: the server
throughput represents the transmission capacity and could
provide important indications about the network loaded by
safety elements [5]. Data [6] and database security [7] are
the main issue of the industry research, especially when
volume, velocity, variety and veracity of data can be satisfied
as for big data systems capable of transferring structured and
unstructured data [8]. The database threats have been classi-
fied in [9]. The platform design idea will therefore consist
of a primary pre-classification of potential attacks, which
can be traced and isolated also through the use of artificial
intelligence. In this context, in [10] it has been analyzed
a model to act primarily on the prevention of the attack
adopting artificial intelligence (AI) thus raising the security
level. AI can therefore act as an expert system capable of
assessing different parameters and variables identifying the
attacks in advance [11] and enabling network switching [12].
Recent investigations of AI application for intrusion detec-
tion, malware analysis, and spam detection [13]–[41] have
shown that the cybersecurity by means of AI algorithms is a
topic of continuous research interest. Different AI algorithms
can be applied for identification and classification of traffic
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logs. Intrusion detection [46], [47] is typically performed by
Convolutional Neural Networks (CNNs) [48]–[53] and deep
learning algorithms [54], [55], [65], [66]. Moreover, if the
platform is designed to handle Big Data, the storage system
could be interfaced by supernodes, which are responsible
for the management of the data flow. The use of supern-
odes [42]–[45] represents a further possibility of strengthen-
ing data security, by means of cryptographic techniques and
controlling the system at different levels such as organization
layer, distribution layer and access layer. A recent survey
on the topic [63] found that modern industrial control sys-
tems based on big data analytics and cloud computing would
become more secure by exploiting the recent advancements
of machine learning algorithms.

Following the guideline of recent research in the field,
the paper introduces an innovative approach based on the
integration of AI methods in an automated system enabling
secure VPN switching by predicting attacks, data managing,
data cryptography, and data disaster recovery adopting big
data systems. By comparing the performance of the most
commonly used classification AI algorithms (e.g. tree-based
technique and neural networks), the paper is devoted to
find the most accurate algorithm to implement on the plat-
form in order to ensure data security against cyberattacks.
Different dataset and data flow simulations have been con-
sidered in order to simulate and to reply cyberattack phenom-
ena [56]–[60], thus suggesting an approach to adopt for the
experimentation.

The paper is organized as follows. In Sect. II the research
industry project specifications are introduced, describing the
design of the architecture of the cross platform. Sect. III
describes the generated dataset of traffic logs and the prepro-
cessing methods to standardize the dataset. In Sect. IV are
discussed and tested different AI algorithms for identifying
cyberattackswhile in Sect. V are described the technique used
for data encryption, data migration and disaster recovery.
Finally, the platform testing is described in Sect VI while
conclusions are drawn in Sect. VII.

II. MAIN PROJECT SPECIFICATIONS AND SYSTEM
ARCHITECTURE
The server used to test the AI attack-prevention algorithms
implemented in the platform is made up of the elements
reported in Table 1 [61].

The prototype multimedia platform used for experimenta-
tion is sketched in the system architecture shown in Fig. 1,
made up of the following main elements (see Table 1):
• Access Switch Layer2+ 10/100/1000 Mbps / Core
Switch Layer2+ 10/100/1000 Mbps: this is a network-
ing hardware connecting each rack on a computer net-
work by using a packet switching to receive and forward
data at the network layer 3 of ISO/OSI standard model;

• IPS/IDS/FW/DNS: couple of firewalls installed after
the access switch layer that operate in an exogen mode
which purpose is to detect and prevent some intrusions
or attacks from external clients;

TABLE 1. Elements of the server used for the experimentation.

• VPN Server: this component allows the connection of
the rack to a computer network through a VPN, improv-
ing the security of the system;

• NAS Server: the Network Attached Storage (NAS)
Server is a file-level computer data storage server con-
nected to a computer network specialized in serving files
either by its hardware, software or configuration;

• Antivirus: this component is a computer program used
to prevent, detect and remove malware or any type of
malicious item which escaped from the detection of the
firewall.

These elements are integrated in the platform in order to
ensure maximum security. The proposed hardware is suit-
able for AI and big data testing [61]. The cross platform
integrates different functionalities expressed by the following
specifications:
• Intelligent switching of VPN communications: an artifi-
cial intelligence engine will perform the intelligent and
safe management of the communications of the VPN
channels. The channel switching process is controlled
by the AI engine constituting the control room able to
evaluate the most secure channel. The AI engine decides
on the switching modality based on self-learning models
capable of assessing potential forms of attack on the
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FIGURE 1. Testing hardware used for the experimentation.

network; in addition, the engine maps, the attacks and
the network anomalies managing the risk level, the dis-
aster recovery backup by accessing supernodes, data
migration between two big data systems proving data
security, supernode management and the virtualization
of communication between nodes through appropriate
association rules;

• Big Data systems: two big data systems enabling the dis-
aster recovery function are integrated into the platform
system, following a data migration synchronization by a
defined logic (migration from the external databases of
each external node to the big data system);

• Virtualization of communications between nodes: the
methods of interconnection between the grid con-
nected nodes is designed using appropriate association
rules; the dynamic assignment of VPNs and names
of individual nodes increases the security level; all
transferred data are encrypted thus improving cyber

security. The concept of virtual switching comes from
the possibility to provide multiple security levels based
on a pre-classification of the attacks and on a dynamic
threats clustering considering different aspects such as
IP analysis, data consistency analysis, linking traceabil-
ity, tracing the path of the virtualized connection, etc.

In the project four VPN channels were configured over
which the intelligent switching engine operates. In order to
verify the virtualization features of the network, the connec-
tion is traced to detect the path followed by an IP packet
to reach a known destination such as the google domain
name system (8.8.8.8). Figure 2 shows the network tracing
before the VPN configuration, while Fig. 3 shows the data
packet tracing starting from one of the four VPN channels
configured for the test.

When the network is virtualized (Fig. 3), the path of the
packet transits from an additional IP address (192.168.73.1)
at the beginning of the path due to virtualization of the
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FIGURE 2. Data Packet tracking before the creation of the virtualized
network.

FIGURE 3. Tracking of the data packet after the creation of the
virtualized network.

network. Fig. 4 shows the whole architecture of the digital
cross platform described above.

The Unified Modeling Language (UML) diagram shown
in Fig. 5 illustrates the main actors of the platform, i.e. the
System and the User. The first one carries out all the back-
end activities of the prototype system including artificial
intelligence data processing and the second one can access

to the results shown in a management dashboard which can
be referred to as control room.

The executive architecture of the full platform is sketched
as a flow chart in Fig. 6. The artificial intelligence algorithm
also includes the analysis of the number of attacks carried
out in a limited period of time, evaluating if the connec-
tion requests are more than the average connection requests.
Furthermore, the attack frequencies are saved in the database
in order to evaluate a possible correlation between the attack
and the time on which it occurs. The network management is
performed by the virtualized control room which takes care
of both the launch of the log classification script and the
actions to be taken in the event of an attack: Backup, disaster
recovery and switch of VPN communications. In addition,
the backup system is managed by the control room enabling
data transfer to big data systems through the function called
‘‘Data migration’’. Finally, the yellow boxes show the tasks
related to the hashing of the learning model and the private
key for network virtualization. Specifically, in the case of
a high number of connections in short time or occuring at
the same time in adjacent days, a random switching is car-
ried out ensuring security. The virtualized network has been
implemented through pfsense (open source software tool for
firewall and routing functions).

III. ATTACK LOGS SYSTEM
In order to test the artificial intelligence algorithms a number
of traffic logs in different conditions has been generated. The
traffic logs are related to the following conditions:

FIGURE 4. Preliminary architecture of the digital cross platform oriented on virtual AI distribution network processes.
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FIGURE 5. UML diagram representing main system actors of the platform.

• Normal traffic: about 40,000 lines of traffic logs in
non-attack conditions;

• Denial of Service (DoS) Attack Traffic: 31500 rows of
traffic logs during a simulated Dos attack;

• Traffic with BruteForce attack: 500 lines of traffic logs
during a simulated BruteForce attack;

• Traffic with Port Scanning attack: 500 lines of traffic
logs during a simulated Port Scanning attack.

These attacks represent a set of possible attacks that can
occur and allows to fully evaluate the response of the system
and the accuracy of the algorithm. The analysis was focused
on server-side attacks. Since the artificial intelligence engine
is based on the continuous learning of traffic logs updated
in real time, the model relies on the correct labelling of the
training dataset. In Table 2 and in Fig. 7 are listed the set of
features that can be shown in the traffic logs. The artificial
intelligence engine is based on the processing of these fea-
tures with the aim to identify and classify cyberattacks.

The main processed parameters indicated in Table 2 are:
• Tracker: unique ID for the firewall rule applied;
• Interface: interface used by the firewall that activates the
log;

• reason_entry: reason why the rule was activated;
• action_taken: action performed by the firewall for the
rule;

• direction_traffic: direction of traffic-entry / exit;

TABLE 2. List of logs features selected for classification.

• ip_version: communication protocol: IPv4 or IPv6;
• TTL: package validity time;
• Id: package ID:
• Offset: offset of a particular fragment relative to the
beginning of the original IP packet (the first fragment
has as offset the value 0);

• Flag: control of protocol and fragmentation of data-
grams;

• proto_text: IP protocol;
• length: length in bytes of the packet;
• source_IP: source IP from which the logged traffic
started;

• source_port: source port number;
• dest_port: destination port number;
• data_length: length of the payload;
• TCP_flag: flag that identifies the action to organize
communication and data processing;

• sequence_num: the sequential number indicates the first
byte of the attached payload or is sent during the estab-
lishment and / or removal of the connection. It serves at
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FIGURE 6. Executive architecture of the cybersecurity platform.

FIGURE 7. Example of processed dataset.

the same time to validate and to order (after the transfer)
the segments of the data package;

• window: number of bytes that the recipient is able to
receive;

• options: requests for activation of TCP functions
not included in the general header (Maximum
Segment Size-MSS, Window Scaling-WSCALE,
Selective Acknowledgments-SACK, No Option-NOP,
Timestamps-TS).

Due to the different nature of these features (e.g., categorical,
quantitative), the preprocessing phase included the standard-
ization of the features using the widely known techniques
StandardScaler and OneHotEncoding (see Appendix). For
example, the categorical feature ‘interface’ can take the val-
ues ‘igb1’ or ‘vpn’. Thus, by applying the one hot encoding
the features ‘interface’ is replaced by two features named
‘interface_igb1’ and ‘interface_vpn’ that can take the binary
values 0 or 1. In some cases, the presence of some unspecified
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FIGURE 8. Statistical distribution of the log features indicating attacks.

or missing values (such as Not a Number data, NaN) might
occurr. In these circumstances we chose to insert the average
value of the feature computed on a subset of data showing the
same values for the other features.

An initial rough analysis of the traffic logs generated
during cyberattacks revealed that the frequency with which
transactions are written in the traffic log files is much more
related to the presence of the attack than other features.

In fact, when the attack starts, the log file is updated
much more frequently. Moreover, in order to improve the
cyberattacks identification accuracy, two new features were
computed by processing the traffic logs:

• Delta Time: the time elapsed between a log and its next;
• Number of logs shown in a specific time interval
(10 seconds).
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FIGURE 9. Cross correlation of the features.

The listed features have a different relative weight for attack
classification purposes. The AI engine allows to classify
whether the attack is present or not. Therefore, the classifi-
cation can assume a binary form.

In order to assess the importance of the values of these
features and their role to identify the presence of an attack,
a statistical analysis has been carried out about the distribu-
tion of the values of each feature in the attack and non-attack
conditions.

In Fig. 8 (a)-(n) is shown the statistical distributions of
some variables in order to evaluate the value distribution of
values feature in the attack and non-attack conditions.

From Fig. 8 it is possible to visually evaluate which param-
eters are the most representative in case of attack or not.
For example, Fig. 8 (n) shows that the ’direction_traffic’
parameter is not useful for classification since it is distributed
in a similar way between attack and non-attack cases (the
distribution of data is the same in both classes). The same
consideration applies to the ’data_length’, ’delta’, ’dest_port’
and ’id’ parameters shown in Fig. 8 (c), Fig. 8 (d), Fig. 8 (e)
and Fig. 8 (m), respectively. On the contrary, the distribu-
tion of the ‘action_taken’, ‘count_log_5s’, ‘window’, ’TTL’,
‘source_port’, ’interface_vpn’ and ’interface_igb1’ parame-
ters shown in Fig. 8 (a), Fig. 8 (b), Fig. 8 (f), Fig. 8 (g),
Fig. 8 (h), Fig. 8 (i), and Fig. 8 (l) respectively, indicates that
these values are fundamental for classification.

FIGURE 10. Correlation matrix of the features.

To assess in detail the relative distribution of the various
classes and any cross-correlation, Fig. 9 shows the distribu-
tion of data of five representative variables (‘action_taken’,
‘count_log_5s’, ‘length’, ‘TTL’, ‘source port’) in the two
classes: attack (Class 1, orange dots) and not attack (Class 0,
blue dots). It can be noticed that the data are distributed
differently in the two classes, proving that they are useful
variables for classification.
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FIGURE 11. XGBoost decisional tree structure.

FIGURE 12. Weight importance estimated during the decision tree model
construction.

FIGURE 13. Cover importance estimated during the decision tree model
construction.

By taking into account all the features, it is possible to
calculate the correlation matrix by highlighting similar char-
acteristic trends between variables. Fig. 10 allows to quan-
tify the correlations between the variables used to detect
an attack by taking into account all the features in the log

FIGURE 14. Gain importance estimated during the decision tree model
construction.

files and the information about the related class (attack and
non-attack). The correlation matrix is fundamental for clas-
sification, since the algorithm must take into account the
cross correlations between all the input features. Blue (white)
rectangles in Fig. 10 show high (low) correlation between the
corresponding features.

IV. ARTIFICIAL INTELLIGENCE MODEL
In order to select the best AI algorithm to adopt for attack
detection and classification, different algorithms have been
tested. We select 6 state-of-the-art, commonly used machine
learning algorithms for classification purposes. Each model
has been created and tested starting from the comparison
between the data provided by the model and the real data.
The classification performance results are shown in Table 3.

TABLE 3. Performance of the classificator model.

Table 3 shows that all the tested algorithms reach a
very high accuracy, i.e. around 99.7%, and an average
quadratic error, Mean Squared Error (MSE) of the order of
10−3 – 10−2 and an AUC score (area under the receiver
operating characteristic curve) very close to the unit value.
The XGBoost (eXtreme Gradient Boosting) algorithm based
on decision trees appears to be the most accurate among
those tested. Importantly, our results show that tree-based
algorithms (XGBoost and Random Forest) are the most accu-
rate algorithms. This result is consistent with the common
belief and recent studies which show that XGBoost algo-
rithms outperform neural network algorithms in handling
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FIGURE 15. Importance of the features in the construction of the decision tree calculated using the SHAP library.

heterogeneous and independent feature in a dataset for clas-
sification purposes [65], [66].

The decision tree structure is shown in Fig. 11. The struc-
ture of the tree might suggest that the most important variable
could be identified as the one related to the initial split of the
three, i.e. ’count_log_5s’. Generally, the most representative
feature can be identified as the one having the highest weight
and influence on the classification algorithm, since it indi-
cates the variable that allows to efficiently build up the tree,
thus making the classification process faster by adopting a
path across the tree with the fewest number of steps.

Importantly, the use of tree-based algorithm allows to eval-
uate the importance of the features in the classification pro-
cess along the branches of the decision tree. The importance
of each feature has been computed with different metrics:

• Weight: the number of times a feature is used to move
from one branch to another in the decision tree;

• Cover: the number of times a feature is used to move
from one branch to another in the decision tree weighed
by the number of training data that cross the bifurcations;

• Gain: the average reduction of the training loss when the
feature considered is used for creating branches.

These threemetrics can be adopted to evaluate the importance
of the features in determining whether a cyberattack is ongo-
ing or not. The plots of the importance of the different features
using the three metrics are shown in Fig. 12, Fig. 13 and
Fig. 14.

The plots show different results, due to the different
adopted metric to compute feature importance. This result
appears unexpected at a first glance since the different met-
rics does not univocally identify the most important fea-
ture in the classification process. A better way to evaluate

the importance of the features is provided by the SHAP
Python library [64]. This library allows to estimate the
most important feature in a consistent way. According to
this metric, the most important feature is defined as that
feature whose importance never decreases if we change the
data model by modifying the dependency between variables.
Figure 15 shows the result of the SHAP algorithm to infer the
feature importance. It can be noticed that the ‘interface_igb1’
plays a fundamental role in the construction of the decision
tree, thus representing the most important feature for identi-
fying and classifying cyberattacks.

As regards the Convolutional Neural Network (CNN)
model, several network architectures have been built in order
to establish the best combination of layers that would min-
imize the loss function, i.e. the mean squared error. Four
convolutive network architectures have been built by adopt-
ing different types of (hidden) layers, such as Dropout and
Pooling. Figure 16 shows the accuracy and loss function for
the four different CNN architecture with increasing training
epochs.

We observe that the accuracy and loss functions reach very
promising values, comparable with the values reached by
other adopted algorithms (see Table 3 ).

In addition, tests were carried out by training the model
with a modified data set by removing the source-IP and
tracking feature. The tests show that the accuracy achieved by
themodel is sufficient and can be used for the classification of
cyberattacks. This is due to the fact that the removed variables
are among the least representative for the classification (see
Fig. 11 - 15) and consequently have less influence on the
classification process.

Once the best AI algorithm has been selected, the creation
of the model consisted of the following phases:

197948 VOLUME 8, 2020



A. Massaro et al.: Prototype Cross Platform Oriented on Cybersecurity, Virtual Connectivity, Big Data and AI Control

FIGURE 16. Accuracy and loss function varying epochs for the training and validation test of the CNN network.

• pre-processing phase aimed at obtaining a homogeneous
form for all the data;

• model creation phase, consisting of application of the
XGBoost algorithm for the classification and subsequent
validation of the pre-processed data.

The output of the classifier is used to switch the VPN
communication on a different available node. Moreover,
as previously discussed, the pre-processing activity allowed
to evaluate the cross correlation between variables and,
through clustering techniques by figuring out the association
rules between variables useful for improving the accuracy of
the classifier. Furthermore, the pre-classification phase of the
attacks and, more generally, the data pre-processing are able
to identify association rules on the basis of the temporal recur-
rence of the attacks. These rules are used for the activation
of random switching modes in order to guarantee additional
security to the system, after verifying the availability of the
nodes. The conditions for random switching are:

• high number of attacks in a limited time compared to
daily average;

• high number of connection requests compared to daily
average;

• request for connection at the same time of an attack
occurred in the previous days.

If these conditions occur, the system checks the availability of
the nodes by means of a query and, if necessary, switches the
VPN communication on that node. In other words, the engine
exploits the classification ability of the XGBoost algorithm
to switch the VPN communications and, in order to further
increase the security of the platform, adopt the previously
mentioned rules for random switching among the available
nodes. Finally, the intelligence engine implements the ’self-
learning’ methodology in order to generate an updated classi-
fier and ensure continuous learning from the most recent log
data.

V. MODEL CRYPTOGRAPHY AND DATA SECURITY
In order to further protect the platform against cyberattacks,
the AI model was encrypted by means of the SHA-512
hashing algorithm. The Rivest–Shamir–Adleman (RSA)
algorithmwas used to access the VPN, which generates a pair
of keys (public, private) managing the authentication service.
Additionally, to further increase security, the private key is
subjected to Hash SHA-512 hashing algorithm.
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FIGURE 17. Cassandra platform.

FIGURE 18. RazorSQL platform.

In the event an attack is detected, the control room switches
the VPN communications to an available channel that is
considered more secure. At the same time, the control room
run a script that allows data to be saved and the system to
be completely closed to internet traffic. These operations are
included in the disaster recovery and data migration systems.
In order to manage the storage of the platform, two Big

Data Cassandra nodes were configured. Cassandra is one of
the most used non-relational database management system
distributed with an open source license and it is optimized for
the management of large amounts of data. This technology
exhibits good computational costs in writing operations [62]
compared to other management systems. Specifically, two
servers have been configured on the cloud provider of
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FIGURE 19. Dashboard showing the status of the VPN channels.

‘‘Digital Ocean’’. Figure 17 shows the platform dashboard
with the configuration of the nodes.

On each individual server, the Ubuntu Server version 18.04
LTS and the Cassandra latest stable release (version 3.11) was
installed, configuring the cluster between the two nodes and
testing synchronization. The ‘‘Keyspace’’ configuration has
been performed on the first node and replicated on the second
one. The database management was performed by a com-
patible Client Desktop on the ‘‘Windows’’ operating system
called ‘‘RazorSQL’’ (see Fig. 18).

The characteristics of the configured Cassandra environ-
ment is replicated on both nodes. The peculiarity of this
Big Data management system is the constant synchronization
between the nodes that are continuouslymirrored between the
nodes, always guaranteeing the constant data availability in
the event of a failure of one of the two nodes. Moreover, inde-
pendent benchmark analyses and testing of various NoSQL
platforms have been performed in recent years, identifying
Apache Cassandra as the best platform in terms of scala-
bility and the management of big data and production-level
workloads [67].

VI. PLATFORM TESTING
The development of the system involved the creation of dash-
boards for displaying the results of the artificial intelligence
algorithms and for testing the prototype system.

These dashboards allow to view the configuration of
the VPN channels, information on any switching between
the channels and the disaster recovery and data migration
operations.

The dashboard (shown in Fig. 19) consists of a single
screen showing:

• status of the VPN channels;
• summary of system logs with specification of the acti-
vation/deactivation of the VPN channels and activation
of the disaster recovery and data migration;

• summary of the performance of the AI algorithm used
for traffic log classification.

Through these dashboards it is possible to monitor the status
of the connections, the history of the detected attacks and the
consequent operations carried out such as intelligent switch-
ing between channels, disaster recovery and data migration.
In addition, it is possible to view the accuracy of the network
model used through the graphs of the loss function (MSE)
and the accuracy graphs.

VII. CONCLUSION AND DISCUSSION
The results are related to an industrial project enabling a
platform managing an intelligent virtualized network capable
of controlling the traffic of data packets and assessing the
presence of cyberattacks. Our results show that XGBoost
algorithm is the most accurate algorithm in identifying
and classifying cyberattacks. The development and testing
allowed also to create a platform capable of carrying out
disaster recovery and data migration operations in order to
avoid data loss, make the system less vulnerable to further
attacks and guarantee the availability of data. The risks
associated with the security of the platform can be divided
into different types related to the different behavior of the
classification model implemented in the project:

• data not sufficient for a correct model training or not well
distributed or missing: the model is unable to perform
an accurate classification of the log data if the statistics
about attacks are not significant; this case can occur in
cases where the pre-trained model is no longer accurate
in classification and, therefore, must be retrained with
the most recent data which may, in some cases, be insuf-
ficient to guarantee a good accuracy;

• incorrect or incomplete data: if some data are not com-
plete, they cannot be processed by the algorithm thus
significant data is lost affecting classification accuracy;
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• rare events: occurrence of an event not present in the
training period that might generate a false positive or a
false negative.

Therefore, the classification of the traffic logs needs to be
interpreted considering the risks associatedwith the statistical
significance of the data. In order to overcome this problem,
a good approach would be to train the model iteratively
with new logs data, thus ensuring an accurate classification
performance of new potential type of attacks.

APPENDIX
The machine learning libraries used in this work are imported
with the following Python script:

FIGURE 20. Python code snippet containing the imported libraries.

FIGURE 21. Python code snippet containing methods for the
standardization procedure: ohe (OneHotEncoding) and standardScale
(StandardScaler).

Both the categorical and the quantitative features, during
the classifier preprocessing phase, were organized so as
to have all the features on the same scale. The quantita-
tive features have been standardized through the Standard-
Scalermodule implemented in the Python scikit-learn library.
On the other hand, the One Hot Encoding (OHE) technique
(also present in the scikit-learn library) was used to standard-
ize the categorical features. TheOne Hot Encoding technique
allows to transform each categorical feature containing n
possible categories within it into n binary features, each of
which representing a category. Standardization and One Hot
Encoding is achieved by the methods shown in Fig. 21.

In this way it is possible to standardize all the quantities
in order to allow more effective training of the artificial
intelligence algorithm.
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