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ABSTRACT The built-in pervasive caching is one of the most important features of named data net-
working (NDN), which can provide effective data delivery even in presence of short-lived and intermittent
connectivity. NDN-caching can reduce the expected flood of global data traffic by providing cache storage
at intermediate nodes for transmitted contents, making data broadcasting in an efficient way. It also reduces
the content delivery time by caching popular content close to consumers. In this article, a cache placement
strategy is proposed based on compound popularity (content popularity and node popularity). The proposed
scheme aims to enhance the reuse rate of data packets by jointly considering the content popularity and the
node popularity in a period of time. Meanwhile, content popularity can be obtained by a lightweight method
in our scheme. Performance evaluation in Icarus simulator shows that the proposed scheme performs better
in terms of the cache hit ratio, start latency, and link load than some existing strategies.

INDEX TERMS Information centric networking (ICN), named data networking (NDN), content popularity,
on-path caching, in-network caching.

I. INTRODUCTION
The Internet plays an increasingly important role in our life
with the development of society [1], while internet data traffic
has grown explosively in the past few years. According to
Cisco VNI forecasts, global IP video traffic will account
for 82% of all IP traffic (both commercial and consumer)
in 2022, up from 75% in 2017 [2]. The traditional TCP/IP
system has many disadvantages in packet distribution, such
as poor scalability, low security, and insufficient flexibil-
ity [3]. At present, the problem of data packet distribution and
sharing through CDN (Content Delivery Network, CDN) [4]
and P2P (Peer-to-Peer, P2P) [5] has been alleviated to some
extent. The transmission mode of CDN and P2P is still based
on the TCP/IP system essentially, which cannot overcome
the deficiencies of TCP/IP. To solve the problem, researchers
have proposed information centric networking (ICN) network
architecture to improve the quality of network services in
recent years.

ICN focuses on ‘‘information’’ and no longer cares about
the specific location of information. In-network caching in
ICN can effectively reduce traffic redundancy and source
server load. Consumers, Internet Service Provider (ISP),
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and providers can all obtain huge benefits from in-network
caching [6]. Furthermore, In-network caching can also be
combined with edge cloud computing [7], Fog Comput-
ing [8], Vehicular Ad Hoc Networks [9], Internet of Things
(IoT) [10], fifth generation (5G) [11] mobile cellular net-
works and so on to implement flexible, efficient, and scalable
network services.

There are many types of architectures in ICN. Named
data networking (NDN) is one of the famous ICN architec-
tures [12]. An effective caching strategy is key to improve
the performance of NDN. According to whether the delivery
path of the consumer is related to the cache location of the
data packet [13], existing caching strategies on NDN can
be divided into the on-path caching and off-path caching.
On-path caching strategies focus on caching certain content
at the appropriate nodes along the delivery path. LCE (Leave
Copy Everywhere, LCE) [14], LCD (Leave Copy Down,
LCD) [15], and ProbCache (Probabilistic caching, Prob-
Cache) [16] are on-path caching strategies commonly used
in NDN. These caching strategies can improve system perfor-
mance to a certain extent. In off-path caching, data packets are
not confined to the delivery path, which can spread beyond
the path. Thar et al. [17] used consistent hashing as the
foundation of a caching strategy. Mun and Lim [18] proposed
a cooperative caching strategy based on the Bloom filter.
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These off-path caching strategies rely on the cooperation of
nodes which lead to higher cache utilization than on-path
caching in most cases. In particular, off-path caching can
perform better than on-path caching strategies in some spe-
cial application scenarios. For example, off-path caching can
better support mobile networks with high-speed mobility
requirements [19] in Vehicular Ad Hoc Networks.

Although frequent the cooperation of nodes improves
the performance of the off-path caching, it brings a lot
of communication overhead which limits the scalability of
the network. In this article, we focus on the design of the
on-path caching strategy to reduce the communication over-
head between nodes. To further improve cache utilization and
reduce latency, we propose a lightweight on-path caching
strategy. The main contributions of this article are summa-
rized as follows:

1) According to the distribution of consumers in different
regions, we analyze the content popularitymodel and divide it
into two parts: global popularity and local popularity. In addi-
tion to content popularity, we also consider node popularity,
that is, the preference of each content to different nodes on
the path during transmission.

2) We combine NDN with edge computing and use a
lightweight method to calculate the popular content reason-
ably. Furthermore, content popularity and node popularity
are used efficiently to select appropriate caching nodes for
different types of content to maximize the reuse rate of data
packets.

3) We consider the impact of different types of network
topologies on caching strategies. By using Tiscali-3257 (pan-
Europe-commercial ISP) and 7-level complete binary tree
topology for simulation experiments, we evaluate and analyze
the reasons which lead to the difference in the performance
of caching strategies in detail. In the two network topologies,
the proposed scheme achieves better performance in the three
evaluation metrics: cache hit rate, latency, and link load.

The rest of the paper is organized as follows: Related work
is discussed in Section II. Section III describes a system
model. Section IV describes the proposed scheme in detail,
including the classification of popularity and cache place-
ment. The experimental results are presented in Section V.
Section VI concludes this article and provides an outlook for
future work.

II. RELATED WORK
To improve the benefits brought by in-network caching,
researchers have conducted extensive research on off-path
and on-path caching strategies in NDN.

The combination of on-path caching and NDN forwarding
mechanism follows the original design principles. On-path
caching has attracted extensive attention in the NDN research
community and aroused researchers’ interest in topics such as
content locality [20], reducing cache redundancy [21], and
evaluating cache priority by popularity [22], [23]. LCE is
the default caching strategy which is also a typical on-path
caching strategy. LCE is simple to operate and caches

content at all on-path router nodes, while it will cause great
cache redundancy, low content diversity, and waste of cache
resources in the network. Psaras et al. proposed ProbCache,
which caches content at on-path nodes with a weighted prob-
ability, and the probability is proportional to the number of
hops from the caching node to the provider. ProbCache can
cache content to edge nodes at a faster speed, reducing cache
redundancy to a certain extent. However, ProbCache does not
consider content popularity. Laoutaris et al. proposed LCD.
When a cache hit happens, LCD caches the content objects at
the downstream neighbor node of the hit node along the path.
LCD can push particularly popular content objects to nodes
closer to the consumers gradually. Although LCD improves
the cache hit rate to a certain extent. The cache redundancy
in the router nodes is not greatly reduced. In particular, LCD
performance is very poor in a short period. Chai et al. [24]
proposed CL4M (betweenness centrality caching, CL4M),
which caches content objects at the router node with the
greatest betweenness centrality on the path and only caches
the same content object once. CL4M can greatly alleviate
the problem of high cache redundancy and improve cache
performance. However, frequent cache replacement at the
nodes with high betweenness centrality will cause serious
nodes load. Ren et al. [25] designed a distributed caching
strategy based on router node cache revenue. This scheme
can better improve the caching performance, but the content
popularity of each node needs to be calculated separately.
Therefore, when the cache strategy is executed in a com-
plex network, the complexity of the algorithm is high [26].
Nguyen et al. [27] designed the Progressive Popularity
Awareness Cache Scheme (PPCS), which improves the per-
formance of VOD in a tree topology. PPCS also design an
autonomous replacement strategy to replace LRU to optimize
cache utilization.

In off-path caching, researchers aim to improve the sys-
tem performance by the cooperation between nodes. Thus,
most off-path caching strategies all have different levels
of communication overhead. Sourlas et al. [28] proposed
a caching strategy based on hash routing. This scheme is
divided domains into small clusters, and the content in each
cluster is discovered by using hash routing. Ullah et al. [29]
designed a caching strategy for scalable video streaming. This
caching strategy layered the tree topology and cached the
basic layer of scalable video near the consumer. The higher
layers of a scalable video are cached within a specific Round
Trip Time range. Zhang et al. [30] designed a novel hier-
archical proactive caching approach, which considers both
vehicular consumer mobility and consumer’ future demands.
This scheme also predicts consumer’s preferences by using
the nonnegative matrix factorization technique.

In general, both on-path caching strategy and off-path
caching strategy can improve system performance in different
application scenarios. Most researchers design an appropriate
caching strategy based on actual demand. In this article, one
of the key points is to reduce the communication overhead
between nodes on the delivery path. Besides, we further
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FIGURE 1. System model.

improve the performance of some commonly used on-path
caching strategies in NDN to maximize cache benefits and
reduce latency by designing a lightweight method.

III. SYSTEM MODEL
In this section, we introduce the NDN communication mech-
anism in subsection A briefly, and the system model is
described in detail in section B.

A. NDN BASIC
The communication of NDN mainly relies on two types
of packets: interest packets and data packets. Each router
node contains three types of data structures: Pending Interest
Table (PIT), Forwarding Information Base (FIB), and Con-
tent Store (CS). After receiving an interest packet, the router
node will look for the matching data packet in the CS.
If the lookup fails, it will check the same pending request in
the PIT. Otherwise, the PIT records the interface that received
the interest packet and forwards the interest packet by looking
up the name in the FIB. The data packet is returned to the
consumer by the PIT entry. Meanwhile, the data packet will
be cached according to the storage space of the on-path nodes.

B. SYSTEM MODEL
The systemmodel is shown in Fig. 1. The symbols and impor-
tant abbreviations used in this article are listed in Table 1.
V = {v1, v2, · · · , vi} is denoted as the set of all router nodes
and each node vi ∈ V has a unique id i. E is denoted as the
set of edge nodes such as E = {vi|i ∈ [1, 6]} in Fig. 1. Unlike
the traditional NDNmodel, nodes with edge computing capa-
bilities (like v3 in Fig. 1) replace the original edge nodes
in NDN to calculate the real-time requests of consumers.

TABLE 1. Symbols used to describe the model.

In particular, each edge node owns the position information of
other edge nodes to obtain the global request information by
exchanging information with each other regularly. To reduce
the overhead, all edge nodes only exchange information at
the end of each cycle. Furthermore, each edge node (like v6
in Fig. 1) is added with an Interest Statistical Table (IST)
to record the name and number of interest packets received.
At the end of each cycle, the data in the IST of each edge
node will be sent to other edge nodes in turn. After sending
the data, the data in IST will be cleared.

Information Record Table (IRT) is added at all the router
nodes (like v8 in Fig. 1) to record some basic informa-
tion about the interest packets that are about to enter the
router node. The detailed introduction of IRT will be given
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in Section IV. Each node with the same cache capacity can
cache the delivered content, and the providers own all the
content. Each content block C is a basic cache unit with the
same size. The number of current cycles is denoted as n.
The number of global requests for content C in the nth cycle
is denoted as rCn . To minimize the request response time,
consumers’ request paths are the shortest paths which are cal-
culated by Dijkstra’s algorithm. The shortest paths are used
to construct the FIB of each router node in NDN. Especially,
the construction of FIB is also one of the major challenges of
NDN [31], which will not be discussed in detail in this article.

IV. CACHE PLACEMENT STRATEGY BASED ON
COMPOUND POPULARITY
The main objectives of our scheme are: (i) according to the
spatial difference of the requested contents, divide content
popularity into global popularity and local popularity for
discussion; and (ii) finding suitable storage locations for
different types of content by combining node popularity. The
content popularity is modeled through Zipf [32] function:

p(j) =
θ

jα
(1)

s.t. θ =

(
N∑
k=1

1
kα

)−1
(2)

where p(j) is the probability of jth popular content being
accessed, and α is the variation factor of content popularity.
N is the total number of content categories.

A. GLOBAL POPULARITY
Global popularity is the content popularity of contents
requested by all consumers. These request information are
collected from multiple cycles. The global popularity in the
current cycle is used as a reference standard for content
popularity in the next cycle. To reduce the error of calculation
results caused by the influence of historical cycle data on
content popularity. We adopt two methods: (i) the time of a
cycle for collecting request information of consumers is set
relatively short; (ii) EWMA (Exponential Weighted Moving
Average) Model [33] is adopted to calculate content popular-
ity. In the EMWA model, the weight of each value decreases
exponentially with time, i.e. newer the data item is, the weight
becomes heavier. Let RCn denotes the global popularity of
content C for the next cycle. The calculation formula of RCn
is as follows:

RCn =
rCn + (1− β)rCn−1 + · · · + (1− β)nrC1

1+ (1− β)+ · · · + (1− β)n
(3)

where n is the number of current cycles and rCn is the number
of requests for content C in the current cycle. β [34] is the
weight parameter, β ∈ (0, 1). The calculation formula of β is
as follows:

β =
2

1+ n
(4)

The global popularity of all content is divided into two
types: global popular content (GPC) and global potential
popular content (GPPC). GPPC indicates that it may become
GPC in the future. When RCn is greater than the dynamic
popularity threshold Tn, the content C is considered as GPC.
The threshold Tn is the average of the number of requests for
each content. The calculation of popularity threshold Tn in
the nth cycle is:

Tn =

CM∑
C=C1

RCn

M
(5)

where M is the total number of the content requested cate-
gories in n cycles.

The pseudo-code for calculating the GPC and GPPC is
shown in Algorithm 1. The global popularity and popularity
threshold Tn are calculated by using formula (3) and (5),
respectively (lines 1-3). After obtaining GPC (lines 4-6),
the remaining contents are sorted in descending order by the
number of requests for each content and select the top 25% of
the content as GPPC (lines 11–12). At the end of each cycle,
algorithm 1 only needs to sort all the data twice to get GPC
and GPPC, so the complexity is in the allowable range.

Algorithm 1 Content Popularity Calculating Algorithm in
Global Popularity
Input: The all the data in n cycles
1 Use formula (3) to calculate the global popularity of each
content;
2 Add the calculation result to the temp_1 list;
3 Use formula (5) to calculate Tn;
4 for content C in the temp_1 list do
5 if RCn > Tn then
6 Add content C to the GPC list;
7 else
8 Add content C and RCn to the temp_2 list;
9 end if
10 end for
11 Sort the temp_2 list in descending order;
12 Take the top 25% of the content in the temp_2 list into the
GPPC list;
Output: GPC list and GPPC list

B. LOCAL POPULARITY
The purpose of considering the local popularity is to satisfy
the special preferences of the local region consumers in the
current cycle. For example, content C does not belong to
GPC or GPPC in the previous cycles. However, in the current
cycle, content C has been requestedmany times by consumers
in a certain local region. If content C is not considered to be
cached, subsequent requests of consumers for content C will
not be satisfied in time, which will cause a decline in cache
performance.

The number of local requests in each cycle is relatively
small in comparison to the number of global requests.
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FIGURE 2. Relationship between the proportion of LPC and the number
of requests.

Assuming that the local popular content (LPC) is calculated
in the same way as GPC and the total number of content
objects (content catalog size) is 10,000, Fig. 2 shows the rela-
tionship between the proportion of LPC and the number of
requests. In the case of the same number of requests, different
variation factor α also affect the proportion of LPC. In fact,
when the number of requests is small, it is unreasonable that
the proportion of LPC is 100%. As the number of requests
increases, the proportion of LPC will be less than 100%
and stabilize gradually. To avoid this type of error (i.e. the
proportion of LPC is 100%), for each local region with a
small number of requests in each cycle, we sort the content
in descending order and use the first 25% of the content after
removing the GPC or GPPC as the LPC.

C. NODE POPULARITY
In a period of time, assuming that content C is not cached
in any node on the delivery path. Each node on the delivery
path has the same popularity for content C, even if it is a node
with large betweenness centrality. If no consumers on other
paths have requested content C in this period of time, caching
content C in nodes with large betweenness centrality will not
improve the reuse rate of data packets. Therefore, we consider
the popularity of nodes on the path over a period of time.

Among all the downstream paths of node vi, we define the
number of paths which request content C as the popularity of
node vi for content C, denote PCvi . The request information
of the content C on each downstream path of vi in a period
of time can be obtained from the PIT in each router node.
However, the information of the interest packet recorded in
the PIT will be deleted when the matching data packet is
returned. Consequently, we add an IRT at each node to record
basic information of interest packets.

The structure of the IRT is shown in Fig. 1. The tuple
(face, hop) in Face-Hop denotes basic information of an inter-
est packet entering a router node. The face is the name of the
face which the interest packet enters the router node, and the
hop is the hop count of the interest packet. The value of PCvi is

the number of tuples of interest C in the IRT of node vi. If PCvi
is greater than one, node vi is considered as a popular node.
As shown in Fig. 1, the popularity of v8 for /net/news/C.txt
is 2 (i.e. PCv8 = 2).
Especially, if a certain interest packet enters a router node

from the same face multiple times, the latest information of
this interest packet entering this router node will replace the
old information, i.e. there are only tuples with different faces
in the Face-Hop of each interest packet. After the end of each
cycle, the information in the IRT will be cleared to ensure the
timeliness of node popularity.

D. CACHE PLACEMENT
In our scheme, different types of popular content will be
cached by different strategies. The LPC will be cached at the
edge node of its region to satisfy the needs of local consumers
quickly. Combining global popularity and node popularity,
we define a cache benefit formula to calculate the cache
location of GPC and GPPC. The calculation formula of cache
benefit is as follows:

BCvi =
(1− xC )(PCvi − 1)

DCvi
(6)

where BCvi denotes the cache benefit of content C at node vi.
xC is a binary indicator, xC = 0means that content C belongs
to GPC or GPPC, and xC = 1 implies that content C belongs
to LPC. DCvi is the sum of the distances between vi and the
consumer who last requested content C on each downstream
path of vi. The smaller DCvi means that the closer vi is to the
consumers who request content C, and the content C cached
in vi has a greater cache benefit. The calculation formula of
DCvi is as follows:

DCvi =
∑

hopfacei (7)

where hopfacei is the value of hop in each tuple (face, hop).
For example, the value of DCv8 (i.e. content C refers to
/net/news/C.txt) is 4 in Fig.1.

FIGURE 3. Extended structure of interest packet and data packet.

To make the scheme to be successfully implemented in
complex networks, we modify the data structure of the orig-
inal interest packet and data packet. In Fig. 3 (a), three
fields are added to the interest packet: Hop, Temp, and
Candidate nodes. The Hop field records the hop count
of the interest packet. The initial value of the Hop is 0.
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The Temp field is a temporary value and its initial value is
0. The Candidate nodes field is a null list, which is used to
record the ID of the candidate caching nodes. In Fig. 3 (b),
only the Cache nodes field is added to the data packet.
The pseudo-code for calculating the cache location is

shown in Algorithm 2. The IRT of vi will be updated when
an interest packet arrives (line 1). The algorithm 2 aims to
determinewhether vi is the nodewith the largest cache benefit
for different types of content and add the ID of the node with
the maximum cache benefit to the Candidate nodes field of
interest packet (lines 2-14).

Algorithm 2 Cache Location Calculation Algorithm Based
on Compound Popularity
Input: Interest C and vi
1 Update IRT of vi;
2 if interest C belongs to LPC and vi is edge node then
3 xC = 0;
4 Add vi to the Candidate nodes list of interest C;
5 else if interest C belongs to GPC or GPPC then
6 xC = 1;
7 end if
8 Use formula (6) to calculate BCvi ;
9 if BCvi == Temp and Temp! = 0 then
10 Add vi to the Candidate nodes list of interest C;
11 else if BCvi > Temp then
12 Temp = BCvi ;
13 Candidate nodes list of interest C← null;
14 Add vi to the Candidate nodes list of interest C;
15 end if
Output: The Candidate nodes list of interest C

E. CONTENT CACHING STRATEGY
Once a cache hit occurs, the Candidate nodes list of the
interest packet will be copied to the Cache nodes field of
the data packet. Therefore, when a data packet returns, it can
find the cache location according to the ID of the nodes in
its Cache nodes list. Note that if the number of nodes in
the Cache nodes list is more than one, the content will be
cached according to the popular type (GPC or GPPC). Case 1:
If content C belongs to GPC, it will be cached on all caching
nodes. Case 2: If content C belongs to GPPC, it will be cached
only at the first caching node of the return path. In addition,
if the content C belongs to GPC, and the number of nodes in
the Cache nodes list is 0. The content C will be cached at the
downstream neighbor node of the hit node along the delivery
path to ensure that the GPC cache is close to the consumers.

The pseudo-code for content caching strategy is shown in
Algorithm 3.

To illustrate the basic content caching mechanism in
our scheme, Fig. 4 shows a simplified scenario, which
includes three consumers, five router nodes, and one provider.
v1 and v2 are edge nodes, which have edge computing

Algorithm 3 Content Caching Strategy
Input: Interest C and cache hit node Hhit
1 Cache nodes← Candidate nodes list of Interest C;
2 if length.Cache nodes list = 1 then
3 for v in Cache nodes list do;
4 Cache content C at v;
5 end for
6 else if length. Cache nodes list > 1 and the content C
belongs to GPC then
7 for v in Cache nodes list do;
8 Cache content C at v;
9 end for
10 else if length. Cache nodes list > 1 and the content C
belongs to GPPC then
11 v← Cache nodes list.pop;

/∗ returns the tail element in the list ∗/
12 Cache content C at v;
13 else if length. Cache nodes list = 0 and the content C
belongs to GPC then
14 v ← the downstream neighbor node of Hhit along the
delivery path;
15 Cache content C at v;
16 end if

capabilities. In the beginning, all router nodes with the same
cache capacity do not cache content, and the link delay
between router nodes is the same. Assuming that the content
C1 belongs to LPC and the content C2 belongs to GPC.
At time t1, Consumer 1 and Consumer 2 request content
C2 together. At the same time, Consumer 3 requests con-
tent C1. Since the content C1 belongs to the LPC, the content
C1 will be cached in v2 when it returns from the provider to
Consumer 3. When the interest C2 sent by the Consumer 1
reaches the provider, the interest C2 sent by the Consumer 2
just reaches v4. According to the NDN forwarding mecha-
nism, the interest C2 sent by the Consumer 2 will be added to
the PIT of v4 and will not continue to be forwarded. Accord-
ing to algorithm 2, the IRT of v3 and v4 will be updated. At the
end of time t1, content C2 will be cached at v5 according to
algorithm 3. At time t2, Consumer 3 requests content C2.
When the interest C2 reaches v3, the ID of v3 is added to
the Candidate nodes list of the interest C2 (i.e. BC2v3 = 0.25,
BC2v3 > Temp) according to algorithm 2. The value of Temp
changes to 0.25. Subsequently, the interest C2 is forwarded
to v4. Similarly, according to algorithm 2, the ID of v4 is
also added to the Candidate nodes list of the interest C2
(i.e. BC2v4 = 0.25, BC2v4 = Temp and Temp! = 0). Therefore,
the content C2 will be cached in v3 and v4 according to
algorithm 3 when it returns from the v5 to Consumer 3. The
IRT of v3 and v4 at the end of time t1 and t2 are shown in the
dashed box of Fig. 3. If the three Consumers (Consumer 1,
Consumer 2, and Consumer 3) continue to request content
C2 later, the content C2 cached in v3 and v4 will satisfy their
request quickly.
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FIGURE 4. Use-case for caching strategy.

V. PERFORMANCE EVALUATION
To evaluate the performance of our scheme, we performed
a simulation campaign in two different network topologies
by using Icarus simulator [35]: Tiscali-3257 and 7-level
complete binary tree topology. The Tiscali-3257 topology
has 240 nodes and 404 edges, including 44 provider nodes,
36 consumer nodes, and 160 router nodes. The tree topology
has 127 nodes, including the root node as a provider node,
64 leaf nodes as user nodes, and the remaining 62 nodes as
router nodes. Only the router nodes on all request paths have
cache capabilities. In this article, the 7-level complete binary
tree topology is simply called tree topology. The simulation
experiments using two network topologies do not mean to the
advantages and disadvantages of the network topologies, but
to further evaluate and analyze the performance of different
caching strategies in different network topologies.

All caching strategies in the simulation experiment use
the least replacement policy (LRU) to replace the old cache
content. The LRU is considered the most efficient con-
tent replacement strategy because of its high performance.
All router nodes have the same cache capacity, and the cache
to content objects population ratio is S (i.e. the cumulative
size of network caches as a fraction of the total content
population). The link delay between the router node and the
provider node is 34ms, and the link delay between the remain-
ing router nodes is 2ms [36], [37]. The total number of content
objects (content catalog size) is 100,000 in the network. The
arrival process of consumers follows the Poisson distribution.
The content popularity is modeled Zipf distribution with the
variation factor of content popularity α. The default value
of the Zipf parameter α is 0.8, and it is varied between
0.7 and 1.1. In the tree topology, the only provider provides
all content objects, while in Tiscali-3257, all content objects

are evenly distributed to all providers. To reduce experimental
errors, the cache warms up 50,000 requests and subsequent
250,000 requests are used for performance evaluation. In our
scheme, edge nodes obtain global data by exchanging infor-
mation with each other at the end of each cycle. The number
of cycles divisions will directly affect the communication
overhead of edge nodes. Figs. 5 (a), 5 (b), and 5 (c) show the
three evaluation metrics (i.e. the cache hit ratio, latency, and
link load) performance in Tiscali-3257 topology and tree
topology against a varying number of cycles for a fixed
value of skewness parameter α = 0.8 and S = 0.15,
respectively. The three evaluation metrics performance has
a slight improvement in the two network topologies with the
increase of the number of cycles. The number of cycles has
only a slight impact on the performance of our scheme. The
number of cycles for recording request information is equal
to 30 in our simulation (i.e. the number of global requests
in each cycle is 100,00). Moreover, the proposed scheme
can also show good performance under the condition of a
small amount of communication overhead. According to the
busyness of the system, the proposed scheme can control the
communication overhead between edge nodes by adjusting
the time of each cycle to exert better performance.

The simulation experiment was carried out 5 times in total,
and the average of the five simulation results was taken
as the final result. The experimental parameters are shown
in Table 2.

A. CACHE HIT RATIO
The cache hit ratio is one of the key metrics to evaluate
the performance of NDN. It refers to the response of the
content cached in the network within a specific time to the
consumer’s request. If cache redundancy is low, there will
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FIGURE 5. Evaluation metrics performance with different number of cycles in Tiscali-3257 topology and tree topology (S = 0.15, α = 0.8). (a) Cache
hit ratio. (b) Latency. (c) Link load.

FIGURE 6. Cache hit ratio. (a) Different cache size (S) in Tiscali-3257 topology. (b) Different cache size (S) in tree topology. (c) Different network
topologies (S = 0.15, α = 0.8).

TABLE 2. Main experimental parameters.

be more kinds of content, which will lead to a higher cache
hit rate. Therefore, the cache hit rate also reflects content
redundancy from the side. When the content requested by the
consumer is found in a router node, the cache hit will occur.
We use the following formula to calculate the cache hit ratio:

ACHR =

∑
NC
hit

Nreq
(8)

where NC
hit is the number of cache hits for content C, and Nreq

is the total number of requests.
Figs. 6 (a) and 6 (b) show the results of cache hit rate in

the two network topologies. The proposed scheme outper-
forms the other four caching strategies consistently in all the
conducted experiments where the parameter S varies across
all given values. Fig. 6 (a) shows the results of the cache hit
ratio different caching strategies for different parameter S in
Tiscali-3257 topology. The cache hit ratio of the proposed
scheme is 41.2% when S equals to 0.25, which 5.1% higher
than the second-best caching strategy (i.e. the cache hit ratio
of LCD is 36.1%). When S = 0.05, the cache hit rate has
an improvement by 2.4%, in comparison to LCD. As shown
in Fig. 6 (b), in tree topology, the cache hit ratio of the
proposed scheme improves by up to 3.1% on average where
the S parameter varies ranging between 0.05 and 0.25 in
comparison to LCD and CL4M. It is worth noting that the
cache hit ratio of CL4M in tree topology is slightly better than
that in Tiscali-3257 topology, which is almost the same as
that of LCD in tree topology. The improvement of CL4M’s
cache hit ratio in tree topology happens due to the fact that
the average betweenness centrality of nodes in tree topology
is larger than that in Tiscali-3257 topology. Moreover, many
nodes have the same betweenness centrality in tree topology.

In general, the main reason for the proposed scheme per-
forms well is that it considers popularity reasonably and
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FIGURE 7. Cache hit ratio with different Zipf parameter α (S = 0.15). (a) Tiscali-3257 topology. (b) tree topology.

FIGURE 8. Latency. (a) Different cache size (S) in Tiscali-3257 topology. (b) Different cache size (S) in tree topology. (c) Different network topologies
(S = 0.15, α = 0.8).

the cache location of the content, thereby improving the
utilization of the cache, especially at the edge nodes and the
nodes with high popularity in the network. It is also worth
mentioning that the performance of the proposed scheme will
be significantly improved with increasing S.

For different network topologies, the performance of the
same caching strategy is completely different. As shown
in Fig. 6 (c), the average cache hit rate of the five cache
strategies in Tiscali-3257 topology is higher than that in tree
topology obviously with skewness parameter α = 0.8 and
parameter S = 0.15. The reason for this situation is that
nodes in network topologies with high betweenness centrality
will be accessed more frequently, which leads to the increase
of content replacement times in nodes, thus affecting the
performance of the cache hit rate.

The Figs. 7 (a) and 7(b) show the changes in the cache
hit rate performance with increasing α and fixed S (where
S= 0.15) in Tiscali-3257 topology and tree topology respec-
tively. The cache hit rate of the five cache strategies have
an obvious improvement with the increase of parameter α
in the two network topologies. This performance change
is significantly greater than the performance gain obtained
when changing the values of S and fixing the values of α.
Consumers are more inclined to request popular content with

the increase of Zipf parameter α. The trend of consumer
requests is a key factor affecting the cache hit ratio.

B. LATENCY
In addition to the cache hit ratio, latency is an important per-
formance measure in network. A shorter latency can improve
the consumer’s experience indirectly. The latency of the
five caching strategies in Tiscali-3257 topology is shown in
Fig. 8 (a).When S is between 0.05 to 0.25, the average latency
of the proposed scheme is 64.65ms, which is 4.8% lower than
LCD (67.90 ms), 9.9% lower than CL4M (71.75 ms), 13.1%
lower than ProbCache (74.40 ms), and 12.1% lower than
LCE (73.58 ms). Similarly, in Fig. 8 (b), the average latency
of the proposed scheme (66.2 ms) outperforms the other
four caching strategies consistently in tree topology, which
is 3.3% lower than LCD (68.45 ms), 3.3% lower than CL4M
(68.43ms), 8.3% lower than ProbCache (72.1ms), and 12.2%
lower than LCE (75.42 ms). In addition, the latency of CL4M
in tree topology is almost the same as LCD, which is different
from that in Tiscali-3257 topology.

Generally, the latency of the five caching strategies
decreases obviously with the increase of cache capacity in
the network because more contents could be cached in net-
work. Since the proposed scheme effectively utilizes caching
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FIGURE 9. Link load. (a) Different cache size (S) in Tiscali-3257 topology. (b) Different cache size (S) in tree topology. (c) Different network topologies
(S = 0.15, α = 0.8).

resources near the consumers, this will incur a performance
benefit to other end- consumers in the surrounding network.
In other words, LPC cached in edge nodes can satisfy the
surrounding consumers to the maximum extent, and GPC is
also gradually cached in nodes close to consumers. Therefore,
the latency of the proposed scheme performs best in the two
network topologies.

As shown in Fig. 8 (c), when skewness parameter α = 0.8
and parameter S = 0.15, the average latency of the five
caching strategies in tree topology is almost the same as
that in Tiscali-3257 topology. Under the experimental envi-
ronment of this article, two different topologies (the tree
topology and Tiscali-3257 topology) have little effect on their
latency of the caching strategies.

C. LINK LOAD
Figs. 9 (a) and 9 (b) show the link load performance in
Tiscali-3257 topology and tree topology against a varying
parameter S for a fixed value of skewness parameter α equal
to 0.8, respectively. In Tiscali-3257 topology, the proposed
scheme performs significantly better compared to the other
four caching strategies. The average link load of the proposed
scheme in Tiscali-3257 topology for all evaluated scenarios
is 259.03 bytes, which is 17.6% better than LCD with an
average of 263.67 bytes. Link load reduction happens due
to the fact that the proposed scheme caches the content at
edge nodes and popular nodes. In particular, when the cache
size is small (i.e. S = 0.05), the link load of the proposed
scheme is 348.26 bytes in tree topology, which is just 0.06%
higher than LCD (346.32 bytes). The average link load of the
proposed scheme for all evaluated scenarios is 330.35 bytes in
tree topology, which is 0.07%better than LCD (332.88 bytes).
When S is increased to 0.25, the link load of the proposed
scheme improves by 2.9% in Tiscali-3257 topology and 1.8%
in tree topology compared with LCD. Overall, the proposed
scheme can effectively reduce the link load when the cache
size is large. On the contrary, the performance of the link load
only has a slight improvement with a small cache size.

As shown in Fig. 9 (c), compared with the Tiscali-3257
topology, there are more consumers in the tree topology.

Therefore, the average link load of all of the methods in the
tree topology is higher than that in the Tiscali-3257 topology.

VI. CONCLUSION
In-network caching is one of the important features of NDN,
allowing content to be cached for a certain time span inside
these nodes to fulfill the requirements of subsequent interests.
As we know, caching has the ability to improve the overall
performance of the NDN architecture. In this article we pro-
pose a new mechanism for managing the transformation of
the content in a network to resolve the previous issues of other
algorithms in NDN. The proposed scheme divides content
popularity into different types for discussion and calculates
the different types of content popularity in a lightweight
way. In addition to content popularity, the proposed scheme
also considers node popularity to further improve the uti-
lization rate of a single node. Furthermore, the proposed
scheme obtains a reasonable cache location for the content
that needs to be cached by analyzing the characteristics of the
transmission path in the topology. To evaluate the proposed
mechanism, we performed a simulation campaign in two
different network topologies by using Icarus simulator. The
results show that the proposed scheme in terms of the cache
hit ratio, start latency, and link load performed much better
than all other strategies (LCD, LCE, CL4M, and ProbCache).

For future research, we will discuss the fairness of
the proposed scheme and propose a more effective cache
replacement strategy to replace the LRU according to the
characteristics of cache contents in nodes.
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