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ABSTRACT Traffic congestion is a complex, vexing, and growing issue day by day in most urban areas
worldwide. The integration of the newly emerging deep learning approach and the traditional reinforcement
learning approach has created an advanced approach called deep reinforcement learning (DRL) that has
shown promising results in solving high-dimensional and complex problems, including traffic congestion.
This article presents a review of the attributes of traffic signal control (TSC), as well as DRL architectures and
methods applied to TSC, which helps to understand how DRL has been applied to address traffic congestion
and achieve performance enhancement. The review also covers simulation platforms, a complexity analysis,
as well as guidelines and design considerations for the application of DRL to TSC. Finally, this article
presents open issues and new research areas with the objective to spark new interest in this research field.
To the best of our knowledge, this is the first review article that focuses on the application of DRL to TSC.

INDEX TERMS Artificial intelligence, deep learning, deep reinforcement learning, traffic signal control.

I. INTRODUCTION
With rapid population growth and urbanization, traffic
demand is steadily rising in metropolises worldwide. Traffic
signal controls (TSCs) are installed to monitor traffic flows
and alleviate traffic congestion at intersections [1]–[3]. Dur-
ing traffic congestion, vehicles move slowly or stop at lanes,
and the queue length of the vehicles increases [4]. Conges-
tion that occurs in a single lane has a single-point-of-failure
effect as it can also affect the traffic conditions of the other
lanes at the same and neighboring intersections. There are
three main reasons that exacerbate congestion. Firstly, traffic
entering an intersection is greater than the traffic leaving it.
Secondly, cross-blocking occurs when vehicles cannot cross
an intersection despite a green signal being activated as the
respective lane of the downstream intersection has become
fully occupied. Thirdly, green idling occurs when no vehicle
is present at an intersection when a green signal is activated.

The associate editor coordinating the review of this manuscript and

approving it for publication was Chao Wang .

TSCs have three traditional signal colors: red indicates a
stop, yellow indicates a slow down, and green indicates a
go. A cycle consists of a predetermined sequence of traffic
phases, and the cycle length is the time interval of a cycle.
A traffic phase consists of a combination of green signals
allocated to a set of lanes simultaneously for non-conflicting
movements at an intersection. A short moment of all red
signals is included in between traffic phases to provide safe
transition, causing some time loss. A traffic phase split (or
the green time) is the time interval, which is part of a cycle
length, allocated for a traffic phase.

Traditionally, TSCs determine the traffic phase splits to
manage traffic flows and alleviate traffic congestion using
three main approaches. Firstly, a deterministic TSC applies
a pretimed control system that uses the Webster formula
based on historical traffic data collected at different times [5].
Secondly, a semi-dynamic TSC applies an actuated control
system that uses current (or instantaneous) traffic conditions,
rather than longer-term traffic conditions. For example, green
signals are activated at lanes with vehicles [6]. Thirdly, a
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TABLE 1. List of abbreviations.

fully-dynamic TSC applies an actuated control system that
uses longer-term traffic conditions. For example, a traffic
phase split is increased with the average waiting time and
queue length of vehicles at a lane. While the semi-dynamic
TSC approach uses a single inductive loop detector installed
at a lane to detect the presence of vehicles, the fully-dynamic
TSC uses at least two inductive detectors to measure the
queue length [7]–[11].

Research has been undertaken to investigate TSCs that
can optimize traffic signal scheduling and timing, such as
adjusting traffic phase splits, in order to ameliorate traffic
congestions at moderately and heavily trafficked single or
multiple intersections. Reinforcement learning (RL) has been
the preferred unsupervised artificial intelligence technique
for accomplishing a fully-dynamic TSC [12]. RL possesses
the capability to learn the relationships between actions and
their effects on the operating environment (or states). Specif-
ically, RL adjusts traffic phase splits, or even skips traffic
phases, according to traffic conditions which are dynamic and
can be unpredictable. Nevertheless, RL is marred by the curse
of dimensionality, an issue whereby the number of states
(or the state space) becomes too large, leading to two main
shortcomings [13]. Firstly, a higher computational cost must
be incurred to explore all state-action pairs in order to identify
optimal actions, causing a longer learning time. Secondly,
a larger storage capacity is required to store knowledge (or
Q-values).

Recently, deep learning (DL), which is an advanced artifi-
cial intelligence technique, has been successfully combined
with RL to provide deep reinforcement learning (DRL), and
it has shown to address the shortcomings of RL [14]. DRL
has three main advantages. Firstly, DRL enables a contin-
uous state space representation, so there can be a large
number of states. Secondly, DRL reduces the learning time
required to explore all state-action pairs and identify opti-
mal actions. Thirdly, DRL uses several layers of neurons

to store the weights (or network parameters) of the links
connecting the neurons, which are used to approximate the
Q-values efficiently in order to address the storage capacity
issue in RL [15].

A. SIGNIFICANCE OF DEEP REINFORCEMENT LEARNING
FOR TRAFFIC SIGNAL CONTROL
Several success stories of the use of DRL over the years
have brought new and refreshed enthusiasm to the world of
artificial intelligence. In 2013, DeepMind introduces DRL
applied to playing a range of Atari 2600 games with super-
human performance [14]. Later in 2016, DRL is trained by
DeepMind to play the Alpha Go board game, which defeated
a host of world champions [16]. Subsequently, DRL has been
applied in many real-world applications, such as robotics
[17], natural language processing [18], health care [19], busi-
ness management [20], Industry 4.0 [21], smart grid [22],
computer vision [23], transportation, particularly TSC and
driver-less vehicles [24]. In view of these developments, this
article presents a comprehensive review of the limited work
on DRL applied to TSC, motivated by the goal of achieving
better-than-human intelligence solutions. In general, DRL
offers main advantages that are appealing to TSCs as follows:

• DRL enables an agent to adapt to the real-time traffic
condition that evolves in a complex and unpredictable
manner due to unexpected disturbances, such as bad
weather conditions and road accidents.

• DRL can be a model-based or model-free approach,
and it enables an agent to perform self-learning on the
fly without having prior knowledge about the operat-
ing environment, including traffic condition and net-
work. The model-based approach creates a model of
the operating environment, and then selects an action
and observes feedback from the model [25]. On the
other hand, the model-free approach does not create a
model of the operating environment. The model-free
approach has been chosen for TSC because it has lower
complexity and computational requirement compared to
the model-based approach.

• DRL represents reward with system goal(s) and perfor-
mance measure(s), which take account of multiple fac-
tors that affect system performance from the operating
environment. For instance, the reward changes with the
average waiting time, queue length, or throughput of
vehicles at an intersection (see Section IV).

• DRL addresses the curse of dimensionality, which
adversely affect the traditional RL approach, when
applied to TSC. This is because TSC has a large state
space as there are multiple factors affecting a traffic
network.

Most importantly, DRL provides added advantages com-
pared to other approaches applied to TSC as shown
in Table 2.
Meanwhile, the trend of the number of papers published

from January 2016 to March 2020 on the use of DRL to TSC
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FIGURE 1. The trend of related papers published in recent years on the
use of DRL to TSC.

is shown in Fig. 1. This study was conducted on three well-
known literature databases with scientific scope, namelyWeb
of Science, ScienceDirect, and IEEEXplore Digital Library.

B. OUR CONTRIBUTIONS
While general reviews of designing TSCs using RL [13],
[30]–[32], multi-agent systems [29], big data [34], DL [35],
and other artificial intelligence approaches, such as fuzzy
systems [33], have been presented, this article complements
their works by focusing on the DRL approach, particularly
on how DRL models can be applied to formulate the TSC
problem, and how the strengths of various DRL approaches
can provide added advantages in addressing the challenges
brought about by traffic management and control. To the
best of our knowledge, this is the first comprehensive arti-
cle that contributes to the body of knowledge by providing
systematic and extensive synthesis, analysis and summary of
limited DRL schemes applied to TSC, which helps to identify
research gaps in existing schemes and explore future research
directions. Various technical aspects of DRL-based TSCs,
including DRL models, DRL methods, DL architectures,
simulation platforms, complexity analysis and performance
measures, are covered to enhance the technicality of article.

C. ORGANIZATION OF THIS ARTICLE
The rest of this article is organized as shown in Fig. 2.
Section II presents an overview of DL, RL, and DRL, as well
as various DL architectures with RL methods. The sim-
ulation platforms are also presented. Section III presents
the attributes of TSC systems. Section IV presents the rep-
resentations of DRL models and complexity analysis for
TSC. Section V presents the application of DRL to TSC.
Section VI presents the guidelines and design consider-
ations for the application of DRL to TSC. Section VII
presents open issues. Finally, Section VIII concludes this
article.

II. BACKGROUND
This section presents an overview of DL, RL, and DRL,
as well as various DL architectures with RLmethods. In addi-
tion, simulation platforms are presented.

A. DEEP LEARNING
Deep learning (DL) is an advanced artificial intelligence
approach that consists of a deep neural network (DNN), such
as a fully-connected layer network (FCLN) [36], [37]. The
term ‘‘deep" indicates that the neural network consists of a
large number of hidden layers (e.g., up to 150 layers [38]),
which may be fully-connected (FC) with each other, while a
traditional neural network generally consists of a much lower
number of hidden layers (e.g., two or three layers [39]). Fig. 3
shows a FCLN architecture that consists of three main types
of layers, namely the input, hidden, and output layers, and it is
an interconnected assembly of neurons (i.e., processing ele-
ments) that are capable of learning unstructured and complex
data [40]. During training, data flows from the input layer to
the output layer. The output yk of a neuron k in the hidden
and output layers is as follows [41]:

yk = ϕ
(∑

j=0

wkj.xj

)
(1)

where wkj represents the weight (or network parameter),
which is assigned on the basis of the relative importance of
input xj compared to other inputs, and ϕ(.) represents the
activation function at neuron k .
There are various kinds of DL architectures applied to

TSC, including the traditional FCLN, convolutional neural
network (CNN), stacked auto encoder (SAE), dueling net-
work, and long short-termmemory (LSTM) (see Section II-D
for more details).

B. REINFORCEMENT LEARNING
Reinforcement learning (RL) is the third paradigm of arti-
ficial intelligence, which is different from the supervised
learning and unsupervised learning approaches. It enables an
agent to explore and exploit different state-action pairs so that
it achieves the best possible positive reward (or negative cost)
for system performance enhancement as time goes by t =
1, 2, 3, . . . [42]–[45]. Algorithm 1 presents the traditional RL
algorithm [42]. At time instant t ∈ T , an agent observes its
Markovian (or memoryless) decision-making factors (or state
st ∈ S) in the dynamic and stochastic operating environment,
and selects and performs an action at ∈ A [46]–[49]. Sub-
sequently, the agent observes the next state st+1 and receives
an immediate reward (or cost) rt+1(st+1), which depends on
the next state st+1 for the state-action pair (st , at ). Then,
it updates Q-value Qt (st , at ), which represents knowledge,
for the state-action pair. TheQ-valueQt (st , at ) represents the
appropriateness of taking action at under state st , and it is
updated using Q-function as follows [50]:

Qt+1(st , at )← Qt (st , at )+ αδt (st , at ) (2)
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TABLE 2. Comparison of DRL with other approaches applied to TSC.

where 0 ≤ α ≤ 1 is the learning rate, and δt (st , at ) is the tem-
poral difference, which is based on the Bellman equation that
represents the difference between immediate and discounted
rewards for two successive estimations as follows [51]:

δt (st , at ) = rt+1(st+1)+ γmax
a∈A

Qt (st+1, a)−Qt (st , at ) (3)

where γmax
a∈A

Qt (st+1, a) represents the discounted reward,

which is the expected maximum Q-value at time t + 1
and so on, and 0 ≤ γ ≤ 1 represents a discount fac-
tor that shows the preference for the discounted reward.
In other words, the immediate reward rt+1(st+1) repre-
sents a short-term reward, while the discounted reward
γmax
a∈A

Qt (st+1, a) represents a long-term reward. As time goes

by t = 1, 2, 3, . . ., the agent explores, updates, and stores the
Q-values Qt (st+1, a) of all the state-action pairs (st , at ) in a
two-dimensional Q-table.

During action selection, an agent selects either exploration
or exploitation. Exploration selects a random action with a
small probability ε to update itsQ-value so that better actions
can be identified in a dynamic and stochastic operating envi-
ronment as time progresses. On the other hand, exploitation
selects the best-known (or greedy) action with probability
1 − ε to maximize the state value using the value function
as follows [52]:

vπt (st ) = max
a∈A

Qt (st , a) (4)

where π is the policy, which is applied by the agent to decide
the next action at+1 based on the current state st , and it is
defined as follows [53]:

π (st ) = argmax
a∈A

Qt (st , a) (5)
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FIGURE 2. Organization of this article.

Hence, an agent selects an action with the maximum
Q-value. For simplicity, only exploitation is shown in algo-
rithms presented in this article.

C. DEEP REINFORCEMENT LEARNING
Deep reinforcement learning (DRL) is the combination of
two artificial intelligence approaches (i.e., DL and RL).Deep
Q-network (DQN) is the first DRL method proposed by
DeepMind [14], and it has been widely used in TSC. DQN
has two main features, namely experience replay and target
network [54]–[57]. Using experience replay, an agent stores
an experience in a replay memory, and subsequently trains
itself using experiences randomly selected from the replay

memory [58]. Using target network, an agent utilizes a dupli-
cate of the main network, and uses its weights to calculate
targetQ-values subsequently used to calculate a loss function
minimized using gradient descent [59]. The weights of the
target networks are fixed (or updated after a certain number
of iterations) to improve training stability. During training,
the target Q-value is used to compute the loss of a selected
action in order to stabilize training, and it is updated every
certain number of iterations [60]–[63]. The main network
enables an agent to select an action after observing its state
from the environment, and subsequently updates its main
Q-values. The rest of this section presents the DQN archi-
tecture and algorithm, respectively.
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FIGURE 3. FCLN architecture.

Algorithm 1 RL Algorithm Embedded in an Agent
1: Procedure
2: observe current state st ∈ S
3: for t = 1 : T do
4: select action at ∈ A using Equation (5)
5: perform action at ∈ A
6: receive reward rt+1(st+1) and next state st+1
7: update Q-value Qt+1(st , at ) using Equation (2)
8: end for
9: End Procedure

1) DQN ARCHITECTURE
DQNpossesses one of the different kinds of DL architectures,
such as FCLN, CNN, SAE, 3DQN, and LSTM. FCLN has
been widely used with DQN. Fig. 4 presents the architecture
of DQN. An agent has three main components, namely the
replay memory, the main network, and the target network.
The replay memory is a dataset of an agent’s experiences
Dt = (e1, e2, . . . , et , . . . ), which are gathered when the
agent interact with the environment as time goes by t =
1, 2, 3, . . . . Subsequently, the experiencesDt are used during
the training process. The main network consists of a FCLN,
and the weight θk of the FCLN is used to approximate its
Q-values Q(s, a; θk ) at iteration k . The main network is used
to select an action at for a particular state st observed from
the environment in order to achieve the best possible reward
rt+1(st+1) and next state st+1 at the next time instant t + 1.
The target network is a duplicate of the main network, and the
weight θ− of the FCLN is used to approximate its Q-values
Q(s, a; θ−k ) after the kth iteration. There are two main differ-
ences between the Q-values of the main and target networks.
Firstly, the main network is used during action selection and
training, while the target network is used during training only.
The target network improves the training stability, without
which the policy may oscillate between the main and tar-
get Q-values in a single network. Secondly, the Q-values
Q(s, a; θk ) of the main network are updated in every iteration
k , while the weights θ−j of the target network are updated by
copying the weights θj of the main network at every C steps,
which is equivalent to k iterations.

2) DQN ALGORITHM
Algorithm 2 shows the algorithm for DQN. At episode
m ∈ M , an agent observes the current state sm ∈ S.
At time instant t ∈ T , the agent selects an action at ∈ A
using Equation (5), which is given by the Q-value of the
main network; subsequently it receives the reward rt+1(st+1)
and observes the next state st+1, and stores its experience
et = (st , at , rt , st+1, at+1) in the replay memory Dt =
(e1, e2, . . . , et , . . . ). Subsequently, the agent samples a mini-
batch of experiences from the replay memory Dt in a random
manner to learn the weights θj. At iteration j ∈ J , the agent
updates the targetQ-values of the target network, specifically
Qj(sj, a∗j ; θ

−

j ) ≈ Q∗(sj, aj). The weights θ−j of the target
network is replaced with the weights θj of the main network
in order to provide updated Q-values Q(s, a; θ−k ) of the target
network as time goes by. Theweights θ−j of the target network
is fixed to minimize the loss between the Q-values of the
main and target networks, which helps to stabilize Q-values.
The loss function at iteration j is minimized to train the main
network as follows [64]:

Lj(θj) = Esj,aj∼p(.)
[(
yj − Qj(sj, aj; θj)

)2]
(7)

where p(s, a) represents the probability distribution of a state-
action pair (s, a), and yj represents the target given by θ

−

j−1 in
the previous iteration j− 1. The gradient of the loss function
∇θLj(θj) is given as follows [65]:

∇θLj(θj) = Esj,aj∼p(.)
[(
yj − Qj(sj, aj; θj)

)
∇θjQj(sj, aj; θj)

]
(8)

During backpropagation, a backward pass uses gradient
descent, whereby the weights θj of the main network are
updated in the opposite direction, to achieve the minimum
value of ∇θLj(θj).

D. DEEP LEARNING ARCHITECTURES WITH
REINFORCEMENT LEARNING METHODS
This section presents DL architectures used with RLmethods
applied to different types of traffic network models, including
single intersection [66]–[72], [99], multi intersections [74],
real world [77]–[79], and grid [76]. Fig. 12 presents the DRL
attributes for TSC.

1) DL ARCHITECTURES
The DL architectures used with RL methods for TSCs are as
follows:
N.1 The traditional FCLN has been adopted in [70], [72] to

approximate the Q-values of TSCs (see Section II-A).
N.2 Convolutional neural network (CNN) has been widely

adopted in [66], [69], [74], [76], [78] to approximate the
Q-values of TSCs. While the traditional DL approach
consists of fully connected (FC) layers, CNN has two
main types of layers, namely the convolutional layer,
and as well as the traditional FC layer (see Fig. 5 for
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FIGURE 4. DQN architecture.

Algorithm 2 Traditional DQN Algorithm
1: Procedure
2: for episode = 1: M do

{Observation process}
3: observe current state st ∈ S
4: for t = 1 : T do

{Action selection process}
5: select action at ∈ A using Equation (5)
6: receive reward rt+1(st+1) and next state st+1
7: store experience (st , at , rt+1(st+1), st+1) in replay memory Dt

{Training process}
8: sample a random minibatch of experiences (st , at , rt+1(st+1), st+1) from replay memory Dt
9: for j = 1 : N do

10: set target

yj =

{
rj+1(sj+1), if episodes terminate at sj+1
rj+1(sj+1)+ γ maxa Q(sj+1, a; θj), otherwise

(6)

11: perform a gradient descent optimization on (yj − Q(sj, aj; θj))2 with respect to θj using Equation (8)
12: reset θ− = θ in every C steps
13: end for
14: end for
15: end for
16: End Procedure

an example of a CNN architecture [69]). In Fig. 5, CNN
has one input layer, two convolutional layers, two FC
layers, and one output layer. Each convolutional layer

consists of three parts, namely convolution, pooling, and
activation. The data flows from the input layer to the
output layer. The layers are as follows:
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FIGURE 5. An example of a CNN architecture [40].

• The input layer represents the state sit , such as the posi-
tion (S.5) and speed (S.6) of a vehicle. For instance,
at an intersection, with a grid size of 60×60, the input
state sit represents the position and speed of a vehicle,
and it has a size of 60× 60× 2.

• Two convolutional layers consist of k filters (or ker-
nels), in which each filter consists of a set of weights.
Each weight aggregates local patches (e.g., the pixels
of an image) from the previous layer and shifts the
aggregated local patches for a fixed number of steps
defined by the stride each time. By pooling, the salient
values from the local patches replace the whole patch
in order to remove the less important information and
reduce the dimensionality of the input state sit . Next,
the activation function (i.e., ReLU) activates the units
of patches.

• Two FC layers.
• The output layer provides the Q-values Qit (s

i
t , a

i
t ) of

all possible actions ait .
N.3 Stacked auto encoder (SAE) neural network, which

performs encoding and decoding functions, has been
adopted in [67] to approximate the Q-values of TSCs.
Fig. 6 shows an example of a SAE architecture. The data
flows from the input layer to the output layer. The layers
are as follows:
• The input layer represents the state sit .
• The encoder maps the input data into hidden represen-
tations (i.e., feature extraction). The encoding process
is given by:

E(x) = f (W1x + b) (9)

where f (.) is the encoding function, W1 is a weight
matrix used to reduce the number of parameters to
learn, and b is the bias vector, which stores the
value of 1 in order to produce an output for the
next layer that differs from 0 whenever the a feature
value is 0.

• The decoder reconstructs the input data from the hid-
den representations. The decoding process is given
by:

D(x) = g(W2E(x)+ b) (10)

where g(.) is the decoding function, andW2 is a trans-
pose matrix of the weight matrix W1. Subsequently,

FIGURE 6. An example of a SAE architecture [38]. The encoder is enclosed
with a dotted line, and the decoder is enclosed with a dashed line.

the reconstruction error, which is a measure of the
discrepancy between input and its reconstruction by
decoding, of the obtained parameters θae is minimized
as follows:

θae = argmin
θae

L(x,D) = argmin
θae

1
2

∑
||x − D(x)||2

(11)

• The output layer provides the Q-values Qit (s
i
t , a

i
t ) of

all possible actions ait ∈ A
i.

N.4 Double dueling deep Q-network (3DQN), with its FC
layer split into two separate streams, has been adopted
in [71], [73], [77] to approximate the Q-values of TSCs.
The 3DQN architecture consists of double Q-learning
[85] and a dueling network [86] as shown in an example
of a 3DQN architecture in Fig. 7. In double Q-learning,
a max operator decouples the selection of an action
from the evaluation of an action; while in traditional
Q-learning, a max operator uses the same value for
both selection and evaluation of an action. The dueling
network has two separate streams to estimate the state
value and the advantage of each action separately. The
data flows from the input layer to the output layer. The
layers are as follows:
• The input layer represents the state sit .
• Three convolutional layers consist of k filters (or
kernels), in which each filter consists of a set of
weights.

• Two FC layers, in which the second FC layer is split
into two separate streams: a) the state value V (sit ) pro-
vides an estimate of the value function that measures
the absolute value of a state sit ; and b) the advantage
A(sit , a

i
t ) of performing an action ait under a state sit

that represents the contribution of the action to the
value function compared to all possible actions. The
3DQN architecture uses a FC layer that splits into two
separate streams, while the CNN architecture uses the
traditional FC layers.
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FIGURE 7. An example of a 3DQN architecture [42].

• The output layer provides the Q-values Qit (s
i
t , a

i
t ) of

all possible actions ait ∈ A as follows:

Qit (s
i
t , a

i
t )=V (s

i
t )

+

(
A(sit , a

i
t )−

1
|A|

∑
ait+1

A(sit , a
i
t+1)

)
(12)

where a positive value of A(sit , a
i
t ) indicates that the

action ait has a better reward (or performance) com-
pared to the average performance of all possible
actions, and vice-versa.

The 3DQN architecture uses the double DQN (DDQN)
algorithm.While the traditional DQN algorithm uses the
same max operator and values for both selection and
evaluation of an action, the DDQN algorithm uses the
target as follows:

yDDQNj = rj+1(sj+1)

+γQ(sj+1, argmax
a
Q(sj+1, a; θj); θ

−

j ) (13)

N.5 The traditional long short-term memory (LSTM) neural
network, which is based on a recurrent neural network,
consists of amemory cell; and it has been adopted in [79]
to approximate the Q-values of TSCs. Fig. 8 shows an
example of a LSTM architecture. The data flows from
the input layer to the output layer. The layers are as
follows:

FIGURE 8. Traditional LSTM neural network architecture.

• The input layer represents the state sit .
• The LSTM layer consists of a memory cell that main-
tains a time window of states [87]. In Fig. 8, the mem-
ory cell has an input gate g, and an output gate h.
In addition, there are two nodes for multiplication ×,
one node for summation +, and two gate activation
functions δ that transform data into a value between 0
and 1.

• The output layer provides the Q-values Qit (s
i
t , a

i
t ) of

all possible actions ait ∈ A
i.

2) DRL METHODS
There are three DRL methods applied to DL architectures for
TSCs as follows:

E.1 Value-based method. The value-based method is the
traditional DQN method (see Sections II-B and II-
C), which has been adopted in [66]–[74], [76]–[78],
[99]. The value-based DQN maps each state-action pair
(st , at ) to a state valueVt (st ) learned using value function
(see Equation (4)) in order to identify the best possible
action for each state.

E.2 Policy-gradient (PG)-based method. DQN with the PG-
based method selects an action at ∈ A based on a
policy with probability distribution π (at |st ; θ ) given a
state st ∈ S, where the probability distribution is learned
by performing gradient descent on the policy parameter
(i.e., the weight θ of DQN). Equation (8) is revised as
follows:

∇θLj(θj) = Esj,aj∼p(.)
[∑

t

∇θ logπθ (at | st )Rt
]

(14)

where Rt =
∑

t γ rt represents the reward function.
PG-based DQN has been adopted in [68].

E.3 Advantage actor critic (A2C)-based method. DQN with
the A2C-based method is a hybrid approach that com-
bines both value-based and PG-based DQN methods.
Each agent has an actor that controls how it behaves
(i.e., PG-based), and a critic that measures the suitability
of the selected action (i.e., value-based). Equation (8) is
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revised as follows:

∇θLj(θj) = Esj,aj∼p(.)
[∑

t

∇θ logπθ (at | st )At (st , at )
]
(15)

where At (st , at ) = Qt (st , at ) − Vt (st ) is the advantage
function. A2C-based DQN has been adopted in [79].

E. SIMULATION PLATFORMS
Traffic simulators are simulation platforms that evaluate,
compare, and optimize DRL-based TSCs. In general, a traffic
simulator provides a graphical user interface and essential
features to simulate TSCs, vehicles, and roads in order to
gather: a) local statistics, such as the queue length of the
vehicles at an intersection; and b) global statistics, such as
the queue length of the vehicles at all intersections in a
traffic network. There are two approaches for investigation:
a) the macroscopic approach that focuses on traffic flows,
such as traffic density, the speed limit of the lanes, and the
vehicle distributions [101]; and b) the microscopic approach
that focuses on the mobility characteristics of an individual
vehicle, such as the driving speed and direction [102]. In most
investigations in the application of DRL to TSCs, traffic
simulators are based on the microscopic approach [66], [67],
[70], [77], including SUMO [103], [104], Paramics [105],
[106], VISSIM [107], [108], and Aimsun Next [109], [110].
Some schemes have considered real world traffic network in
simulations, including real world traffic network based on
Florida designed in Aimsun Next [77], as well as Jinan [78]
and Monaco [79] designed in SUMO.

III. ATTRIBUTES OF TRAFFIC SIGNAL CONTROL
SYSTEMS
The attributes of the intersections, traffic, and TSCs have
brought about challenges to traffic management. This section
presents these attributes to provide a better understanding
about the TSC problem, which is solved using DRL as pre-
sented in Section IV. Figure 9 presents various aspects of
the TSC attributes. In addition, performance measures are
presented.

A. CHALLENGES
DRL addresses the following two main challenges of TSC
that causes congestion, green idling, and cross-blocking:
C.1 Inappropriate traffic phase sequence: A traffic phase

consists of a combination of green signals allocated to
a set of lanes simultaneously for non-conflicting and
safe traffic flows at an intersection. TSC has different
kinds of traffic phases (see Section III-C2 for more
details) characterized by: a) with opposing through traf-
fic (T.2.1); b) without opposing through traffic (T.2.2);
and c) with group-based individual traffic (T.2.3). These
traffic phases can be activated in an in-order (i.e., round-
robin) or out-of-order manner.

C.2 Inappropriate traffic phase split: A traffic phase split
represents the time interval allocated for a traffic phase.

For simplicity, we can focus on the green time of the traf-
fic phase with green signals, in which the rest of the
traffic phases receive red signals. Too long of a green
time can cause cross-blocking and green idling when the
traffic volume is high and low, respectively. Too short
of a green time can increase the queue length of a lane,
resulting in congestion. The maximum and minimum
durations of a traffic phase split can be imposed. The
maximum duration prevents a long waiting time for
vehicles at other lanes, while the minimum duration
ensures that at least a single waiting vehicle can cross
an intersection.

B. TRAFFIC NETWORK MODELS
The traffic network models reflect the traffic conditions,
which can be characterized by their architectures and traffic
arrival rates.

1) TRAFFIC NETWORK ARCHITECTURES
A traffic network consists of a single or multiple intersections
and edge nodes. Each intersection has multiple legs in differ-
ent directions, and each leg has a single or multiple lanes so
that a vehicle can either turn right, turn left, or go straight.
A vehicle enters a traffic network through an edge node,
traverses from one intersection to another, and leaves through
another edge node in a closed traffic environment. A left-
hand traffic network is considered throughout the article, even
though a similar description can be applied to a right-hand
traffic network.

M.1.1 Single intersection traffic network represents a traffic
network with a single intersection [66]–[72].

M.1.2 Multi intersection traffic network represents a traf-
fic network with multiple intersections, such as two
intersections with a single closed link in between
the intersections (see Fig. 10a) and three inter-
sections with a central intersection and two out-
bound intersections (see Fig. 10b) [74]. Each vehicle
can cross one intersection (e.g., west), two inter-
sections (e.g., west-central) or three intersections
(e.g., west-central-east).

M.1.3 Real world traffic network represents a traffic net-
work based on the layout of a city, and so a larger
number of intersections are considered. For instance,
investigations are conducted based on 8 intersec-
tions in Florida (United States) [77], 24 intersec-
tions in Jinan (China) [78], and 30 intersections
in Monaco [79].

M.1.4 Grid traffic network represents a traffic network based
on a grid topology, such as 2 × 2 (see Fig. 10c) and
3× 3 traffic networks [76].

An intersection i has l legs. Each leg l i ∈ L i has d lanes,
whereby each lane is represented by d l

i
∈ Dl

i
. The number

of lanes is ignored when a leg has a single lane d = 1.
A traffic network also consists of hardware devices

(e.g., video-based traffic detectors, inductive loop detectors,
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FIGURE 9. TSC attributes.

FIGURE 10. Traffic network architectures.

and camera sensors) installed at intersections to gather
local statistics (e.g., traffic arrival and departure rates,
the occupancy of a lane, as well as the queue length and
waiting time of vehicles) over time. The hardware devices
process (e.g., aggregate) and send the statistics to agents
(or TSCs) in order to estimate longer-term information
(e.g., the average queue length). Alternatively, the hardware
devices can gather shorter-term information (e.g., the instan-
taneous queue length) at intersections at any time instant.
The TSCs can communicate among themselves using wired

connections, and can communicate with vehicles using wire-
less communication.

2) TRAFFIC ARRIVAL RATE
Traffic arrival rate characterizes: a) the number of vehicles
entering a traffic network through edge nodes; or b) arriving
at an intersection within a time duration (e.g., 2,000 vehicles
per hour) [67]. The traffic arrival rate affects the traffic vol-
ume leading to a crowded or sparse traffic network. When
a vehicle arrives, it is placed at the end of a queue at one
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of the lanes of the legs at an intersection. Each lane can
accommodate a certain number of vehicles. Traffic models
and statistical distributions can be used to characterize the
steady-state dynamics of the traffic arrival rate as follows:

M.2.1 Poisson-based traffic arrival rate determines the prob-
ability of the number of vehicles n arriving at an
intersection i within a time period tp based on [80]:

Pi,ntp =
(µitp)n

n!
e−µ

itp (16)

where µ is the arrival rate of vehicles. Using the
Poisson process, there are three main properties that
attribute to a realistic traffic model [69]: a) the inter-
arrival time is exponentially distributed; b) the inter-
arrival time is memoryless; and c) the number of
incoming vehicles at different lanes are independent
of each other.

M.2.2 Real world-based traffic arrival rate determines the
probability of the number of vehicles arriving at an
intersection within a time period based on the travers-
ing properties of vehicles (e.g., lane switching, vehicle
overtaking, driving direction, driving speed, and the
physical position of the destination). Some real world-
based traffic models are the car-following model [71]
and the Nagel-Schereckenberg model [81].

C. TRAFFIC SIGNAL CONTROL MODELS
TSCs can be characterized by their architectures (e.g., TSCs
and their relationship) and traffic phases. While the architec-
ture characterizes the operation at the global level (or multiple
intersections), the traffic phase characterize operation at the
local level (or a single intersection).

1) TSC ARCHITECTURES
In the context of DRL, the TSC architecture is as follows:

T.1.1 Centralized model enables a centralized agent to gather
local statistics (e.g., the queue length (S.1) of the lanes)
from all or neighboring agents, and selects an action
(e.g., the type of traffic phase (A.1)), which optimizes
the system-wide performance. Subsequently, the cen-
tralized agent either executes the action or sends the
action or knowledge to distributed agents (e.g., all or
neighboring agents). The distributed agents may either
execute the action or use the knowledge to select their
respective actions. A centralized model has three main
issues with regard to efficiency, scalability, and robust-
ness. Firstly, the centralized model has a single point of
failure whereby the malfunctioning of the centralized
agent can affect the traffic condition of the entire traffic
network. Secondly, the centralized agent experiences
the curse of dimensionality. Thirdly, the centralized
agent incurs significant communication overhead for
information exchange. This model has been widely
adopted by traditional TSCs, including GLIDE [82],
SCOOT [83], and SCAT [84].

T.1.2 Distributed model enables multiple distributed agents
to gather local statistics and select their respective
actions. Hence, a complex problem is segregated into
sub-problems solved by the distributed agents, con-
tributing to higher efficiency and robustness. In the
context of DRL, the distributed model enables the
agents to optimize a globalQ-value in a traffic network
in order to achieve the global objective of a traffic
network. To provide a global view of the operat-
ing environment, the distributed agents observe their
respective local operating environment and learn about
their neighboring agents’ information (e.g., rewards
and Q-values). The agents select their respective
actions, and the globalQ-value converges to an optimal
equilibrium in order to achieve an optimal joint action
as time goes by.

2) TRAFFIC PHASES
The traffic phases can be characterized as follows:
T.2.1 With opposing through traffic is a traffic phase, which

incorporates a four-phase traffic sequence, in which
traffic travels through two opposing lanes simultane-
ously as shown in Fig. 11a. It is preferred at intersec-
tions where: a) either through or turning traffic volume
is significantly higher; and b) the through and turning
traffic use separate lanes [67].

T.2.2 Without opposing through traffic is a traffic phase,
which incorporates a four-phase traffic sequence,
in which traffic travels through two lanes with-
out opposing each other simultaneously as shown
in Fig. 11b. It is preferred at intersections where:
a) the through and turning traffic volumes are equal,
and b) the through and turning traffic share a single
lane [70].

T.2.3 With grouped individual traffic is a traffic phase in
which green signals are individually allocated to lanes
for a particular time period as long as the selected
combination of traffic movements are non-conflicting
at an intersection [66].

D. PERFORMANCE MEASURES
There are four performance measures achieved by DRLmod-
els as follows:
P.1 Lower average delay reduces the average time required

by vehicles to cross an intersection or to traverse from a
source to a destination. The average time also includes
the average waiting and travelling times during cross-
blocking and congestion.

P.2 Lower average waiting time reduces the average waiting
time of the vehicles (see (R.1) in Section IV-C).

P.3 Smaller queue length reduces the queue length of
the vehicles (see (S.1) in Section IV-A and (R.2) in
Section IV-C).

P.4 Higher throughput increases the number of vehicles
crossing an intersection, or reaching their destinations,
within a certain time period (e.g., a single cycle).
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FIGURE 11. Traffic phases.

IV. REPRESENTATIONS OF DEEP REINFORCEMENT
LEARNING MODELS AND COMPLEXITY ANALYSIS FOR
TRAFFIC SIGNAL CONTROL
The traditional DRL approach for TSC has been widely used
in the literature [66], [69] [74]. Extension to the traditional
DRL approach with enhanced features has also been inves-
tigated as presented in Section II-D. The DRL agent can be
embedded in TSC to coordinate vehicles [75], [76]. The rest
of this section presents the attributes of DRL for TSC sys-
tems. Fig. 12 presents theDRL attributes for TSC. In addition,
complexity analysis is presented.

A. STATES
The state sit ∈ S i of an agent i represents its decision-
making factors. Each state can consist of j sub-states si,jt =
(si,1t , s

i,2
t , s

i,3
t , . . . , s

i,j
t ), in which the sub-states have different

representations at intersection i. In the context of DRL, there
are six main representations for a state sit :
S.1 Queue length represents the number of waiting vehicles

at a lane or a leg, and so it changes with the traffic
arrival and departure rates. A waiting vehicle has a speed
of 0 km/h. The state sit can represent the maximum
queue length among the lanes, in which the number of
states is given by the maximum queue length. As an
example, suppose there are three waiting vehicles at the
leg l of intersection i, so the states are si,lt = 1 for
the three waiting vehicles and si,lt = 0 for the moving
vehicles [67].

S.2 Red timing represents the time elapsed since the traffic
signal of a lane turned into red at an intersection. The
state is reset to a zero value si,lt = 0 whenever green
and yellow signals are activated, and si,lt = 1 whenever
a red signal is activated, at the lane d l

i
of a leg l i at an

intersection i [70]. The state si,l
i

t can also represent the
red timing t i,l

i

r,t of the lanes d l
i
∈ Dl

i
of a leg l i at an

intersection i.
S.3 Green timing represents the time elapsed since the traffic

signal of a lane turned into green at an intersection. The
state is reset to a zero value si,lt = 0 whenever red

and yellow signals are activated, and si,lt = 1 whenever
green signal is activated, at the lane d l

i
of a leg l i at

an intersection i. The state si,l
i

t can also represent the
green timing t i,l

i

g,t of the lanes d
li
∈ Dl

i
of a leg l i at an

intersection i [70].
S.4 Current traffic phase represents the traffic phase being

activated at the time of decision making. At time t ,
the state sit can represent the traffic phase at an inter-
section i, in which the number of substates is given
by the number of candidate traffic phases. As an
example, the state sit = (si,1t , s

i,2
t , s

i,3
t , . . . , s

i,8
t ) =

(1, 0, 0, 0, 0, 0, 0, 0) represents that only traffic phase 1
is activated at time t [69].

S.5 Vehicle position represents the physical position of a
waiting vehicle at the lane d l

i
of a leg l i at an intersection

i. Consider a lane segmented into small cells from the
intersection i, in which each cell can accommodate a
single vehicle. The state sit = (si,1t , s

i,2
t , s

i,3
t , . . . , s

i,j
t )

represents the position of a cell, with the cell si,1t being
the nearest to the intersection i, and the cell si,jt being the
maximum queue length [74].

S.6 Vehicle speed represents the speed of a moving vehicle
at the lane d l

i
of a leg l i at an intersection i. Consider

a lane segmented into small cells, in which each cell
can measure the speed of a single vehicle. At time t ,
the state sit = (si,1t , s

i,2
t , s

i,3
t , . . . , s

i,j
t ) represents the

speed of a vehicle from the intersection i, whereby si,∗t =
{0, 0.1, 0.2, . . . , 0.9, 1}, si1 = 1 represents the maximum
legal speed of a vehicle (e.g., 90 km/h), and si1 = 0
represents the minimum speed (i.e., 0 km/h) [66].

B. ACTIONS
The action ait ∈ A

i of an agent i represents its selected action.
In the context of DRL, there are two main representations for
an action ait :
A.1 Traffic phase type represents the selection of a

combination of green signals allocated simultane-
ously for non-conflicting traffic flows at an intersec-
tion. The traffic phases can be activated in one of
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FIGURE 12. DRL attributes for TSC.

these manners: a) in-order (i.e., round-robin with cer-
tain periods of traffic phase splits); and b) out-of-order.
At time t , an action ait = {a

i
1, a

i
2, a

i
3, . . . , a

i
n} at an inter-

section i represents one of the activated traffic phases.
The number of candidate actions is equal to the number
of traffic phases [66], [67].

A.2 Traffic phase split represents the selection of a time
interval for a traffic phase at an intersection i. The
action ait = {a

i
1, a

i
2} represents whether agent i keeps

the current traffic phase (ai1), or switches to another
traffic phase (ai2) which normally happens when the
current traffic phase does not receive the best possible
reward [71].

C. REWARDS
The reward r it+1(s

i
t+1) ∈ Ri of an agent i represents its

feedback from the operating environment, where Ri is a set
of potential rewards at agent i. The reward value can be
fixed, such as r it+1(s

i
t+1) = 1 that represents a reward and

r it+1(s
i
t+1) = 0 that represents a cost (or penalty). In the

context of DRL, there are three main representations for a
reward r it+1(s

i
t+1) as follows:

R.1 Relative waiting time. In this representation, an agent
receives rewards (or costs) that change with the average
waiting time of the vehicles at an intersection. The aver-
age waiting time of the vehicles at an intersection can
increase due to cross-blocking, congestion, or red signal.
The reward r it+1(s

i
t+1) is a relative value. As an example,

r it+1(s
i
t+1) = W i

t −W
i
t+1 represents the difference of the

average total waiting time of all vehicles at intersection i
at time t and time t + 1 (or between traffic phases) [69],
[71] [66], [68].

R.2 Relative queue length. In this representation, an agent
receives rewards (or costs) that change with the

increment/decrement of the queue length of the vehicles
at an intersection. The reward r it+1(s

i
t+1) is a relative

value. As an example, r it+1(s
i
t+1) = nic,t+1 − niq,t+1

represents the difference between the number of vehicles
crossing an intersection nic,t+1 and the queue length
niq,t+1, and it indicates whether the green time is suffi-
cient or not at an intersection i [79].

R.3 Phase transition represents the cost of a traffic phase
transition, such as the time delay incurred during the
transition of a traffic phase [74].

D. COMPLEXITY ANALYSIS
In this section, the computational, sample, and message
complexities of DRL models for TSCs are estimated. The
complexity analysis conducted in this section is inspired by
similar investigation performed in [111], [112]. The complex-
ity analysis has two levels: a) agent-wise that considers all the
state-action pairs (st , at ) of an agent, and b) network-wide
that considers all agents in a network. Note that, we focus
on exploitation actions while analyzing the DRL algorithm.
The parameters for complexity analysis are shown in Table 3.
The agent-wise and network-wide complexities of DRL for
TSCs are presented in Table 4. In the table, it should be noted
that: a) an agent-wise complexity is shown without |I |, and
a network-wide complexity is shown with |I |; and b) DRL
models with a single agent show agent-wise complexities,
and DRL models with multiple agents show network-wide
complexities. The three types of complexities of DRLmodels
for TSC is presented in the rest of this section.

1) COMPUTATIONAL COMPLEXITY
Computational complexity estimates the number of times the
DRL algorithm is being executed in order to calculate the
Q-values for all actions of the agents, and it also refers to
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TABLE 3. Parameters for complexity analysis.

the complexity of action selection. For the agent-wise com-
putational complexity, there are |S| states, and |A| actions,
and so the complexity isO(|S||A|) and the network-wide com-
plexity isO(|I ||S||A|). As an example, in Gong’s DRLmodel,
where the traditional MARL algorithm (see Algorithm 3) is
used, an agent i calculates the reward and updates its Q-value
(Step 9), so the agent-wise complexity is O|S| + O(|S||A|),
which can be simplified asO(|S||A|). Therefore, the network-
wide complexity is O(|I ||S|) + O(|I ||S||A|), which can be
simplified as O(|I ||S||A|).
For estimating the agent-wise and network-wide computa-

tional complexities of the A2C-based method, which consists
of actor and critic networks, the number of neurons in each
layer as well as the number of layers in the network are con-
sidered. For the actor network, the number of neurons in the
mth layer isUm, and the number of layers in the actor network
is M . So, the computational complexity of the mth layer is
O(Um−1Um + UmUm+1), and the computational complexity
of the actor network is O(

∑M−1
m=2 (Um−1Um+UmUm+1)). For

the critic network, the number of neurons in the nth layer
of the critic network is Cn, and the number of layers in
the critic network is N . So, the computational complexity
of the nth layer is O(Cn−1Cn + CnCn+1), and the compu-
tational complexity of critic network is O(

∑N−1
n=2 (Cn−1Cn +

CnCn+1)). During execution, both actor and critic networks
are used, so the agent-wise computational complexity of
A2C-based method is O(

∑M−1
m=2 (Um−1Um + UmUm+1) +∑N−1

n=2 (Cn−1Cn + CnCn+1)), and it is O(|Um,Cn|) for sim-
plicity. So, the network-wide computational complexity is
O(|I ||Um,Cn|).

2) SAMPLE COMPLEXITY
Sample complexity estimates the number of experiences an
agent takes to learn in order to behave well during and after
training, and it also refers to the complexity of the training
process. As an example, in the traditional DRL algorithm (see
Algorithm 2), an agent gains an experience after interacting
with the environment, which is stored in its replay memory
(see Step 7 of Algorithm 2), so the agent-wise complexity
is O(|S||A||R|) given that there are |R| rewards. Therefore,
the network-wide complexity is O(|I ||S||A||R|).

3) MESSAGE COMPLEXITY
Message complexity is the number of messages exchanged
among the agents in order to update a Q-value. As an

example, in Gong’s MARL algorithm for DRL (see Algo-
rithm 3), each agent i exchanges its traffic network condition
(i.e., queue length) with its neighboring agents J (see Step
4 and 5 of Algorithm 3), so the agent-wise complexity is
≤ |J |, and the network-wide complexity is ≤ |I ||J |.

V. APPLICATION OF DEEP REINFORCEMENT LEARNING
FOR TRAFFIC SIGNAL CONTROL SYSTEMS
This section presents the limited application of the traditional
and enhanced DRL models to TSCs. There are five main
DL architectures, namely the traditional FCLN (N.1), CNN
(N.2), SAE (N.3), 3DQN (N.4), and LSTM (N.5), which
are applied to TSC in the literature. The DL architectures
are essential to cater for the high-dimensional state space in
order to address the curse of dimensionality in TSCs. Hence,
this section is presented from the DRL perspective, rather
than TSCs, and so the categorization is based on the DL
architectures. Nevertheless, the TSC attributes are captured
by the state representations, such as queue length (S.1), red
timing (S.2), green timing (S.3), current traffic phase (S.4),
vehicle position (S.5), and vehicle speed (S.6). A summary
of the various DRL models and their descriptions applied
to TSCs is presented in Table 5. Each DRL model has its
strength. For instance, while 3DQN has been widely used
to increase the learning speed, CNN has been widely used
to analyze visual imagery. Table 7 presents a summary of
the DRL attributes of the DRL-based TSCs proposed in the
literature. In the literature, all DRL models are embedded
in TSCs, and so the agent is TSC (G.1). A summary of the
TSC attributes applied in the investigations of DRL-based
TSCs is presented in Table 6. Table 8 presents a summary
of key contributions, quantitative results/findings, and future
directions of DRL-based TSC investigations. Subsequently,
Section VI makes use of Tables 5-8 to provide guidelines
and design considerations for identifying DRL solutions for
different TSC problems. Table 9 presents a summary of the
performance measures and simulation platforms applied to
the DRL-based TSC investigations.

A. ENHANCEMENT OF THE DRL MODELS WITH
TRADITIONAL FCLN ARCHITECTURE
The enhancement of various DRL models based on the tra-
ditional FCLN architecture and the value-based approach for
TSCs are presented.

1) WAN’s ENHANCEMENT WITH DYNAMIC DISCOUNT
FACTOR
Wan et al. [70] incorporate a dynamic discount factor, which
is an enhancement to the discount factor γ in Equation (6),
to the traditional FCLN architecture (N.1) and the value-
based approach (E.1). The combination of the traditional
FCLN architecture and the value-based approach allows this
approach to use FC layers (see Fig. 3) to provide efficient
storage while mapping each state-action pair to a state value
(see Table 5 for more details). The DRL model optimizes
the Q-values to address the challenge of inappropriate traffic
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TABLE 4. Agent-wise and network-wide complexities of DRL for TSCs.

phase sequence (C.1) using a centralized model (T.1.1) in a
single intersection traffic network (M.1.1) with (T.2.1) and
without opposing through traffic (T.2.2). The traffic is charac-
terized by Poisson process (M.2.1). This model is embedded
in the TSC of the intersection (G.1). The state st represents
the queue length (S.1), the red (S.2) and green (S.3) timings,
and the current traffic phase (S.4). The action at represents
the type of traffic phase to be activated in the next time
instant (A.1). The reward rt+1(st+1) represents the relative
waiting time (R.1) of the vehicles. In the proposed scheme,
the dynamic discount factor takes account of the time delay
between action selection and action execution. When the next
action (i.e., a traffic phase) is selected, it may not be executed
immediately since a traffic phase can only change every pre-
defined time period (i.e., five seconds). Hence, the discount
factor reduces when the time delay increases so that the
expected Q-value varies accurately. Equation (6) is revised
as follows:

yj =


rj+1(sj+1), if an episode terminates

with sj+1
rj+1(sj+1)
+0maxa Q(sj+1, a; θj), otherwise

(17)

where 0 = 1 − τ (1 − γ ) represents the dynamic discount
factor, and τ represents the time interval between two consec-
utive actions. Higher τ represents a longer time delay between
action selection and action execution, and vice-versa.

The proposed scheme has been shown to increase the
throughput (P.4) and reduce the average delay (P.1) of the
vehicles.

2) TAN’s ENHANCEMENT WITH REWARD FUNCTION FOR
ACHIEVING MULTIPLE GOALS
Tan et al. [72] incorporate a novel reward function, which
is an enhancement to the reward function r it+1(s

i
t+1) =

W i
t −W

i
t+1 (R.1), to the traditional FCLN architecture (N.1)

and the value-based approach (E.1). The combination of the
traditional FCLN architecture and the value-based approach
allows this approach to use FC layers (see Fig. 3) to provide
efficient storage while mapping each state-action pair to a
state value (see Table 5 for more details). The DRL model
optimizes the Q-values to address the challenge of inappro-
priate traffic phase sequence (C.1) using a centralized model

(T.1.1) in a single intersection traffic network (M.1.1) with
opposing through traffic (T.2.1). The traffic is characterized
by Poisson process (M.2.1). This model is embedded in the
TSC of the intersection (G.1). The state st represents the
queue length (S.1) of the vehicles. The action at represents
the type of traffic phase to be activated in the next time instant
(A.1). In the proposed scheme, a novel reward function is
defined to achieve multiple goals as follows:

rt+1(st+1) = (niq,t − n
i
q,t+1)+(n

i
c,t−n

i
c,t+1)+(W

i
t −W

i
t+1)

(18)

where, with reference to an intersection i at time t and t + 1,
the niq,t − n

i
q,t+1 represents the difference in the total number

of waiting vehicles, nic,t − n
i
c,t+1 represents the difference in

the number of crossing vehicles, and W i
t − W i

t+1 represents
the difference in the total waiting time of all vehicles.
The proposed scheme has been shown to reduce the queue

length (P.3) of the vehicles.

B. DRL MODELS WITH CNN ARCHITECTURE
The application of various DRL models with the traditional
CNN architecture, as well as value-based and PG-based
approaches, for TSCs are presented.

1) INVESTIGATIONS OF THE EFFECTS OF LARGE STATE
SPACE
Genders et al. [66] investigate the use of a large state space
to incorporate more information about the traffic. This is
because some popular state representations, such as queue
length (S.1) [72], [79], ignore the current traffic phase and
moving vehicles, including the position (S.5) and speed (S.6)
of vehicles. The DRLmodel is based on the CNN architecture
(N.2) and the value-based approach (E.1). The combination
of the CNN architecture and the value-based approach allows
this approach to the convolutional architecture (see Fig. 5) to
analyze visual imagery while mapping each state-action pair
to a state value (see Table 5 for more details). This model
optimizes the Q-values to address the challenge of inappro-
priate traffic phase sequence (C.1) using a centralized model
(T.1.1) in a single intersection traffic network (M.1.1) with
grouped individual traffic (T.2.3). The traffic is characterized
by Poisson process (M.2.1). This model is embedded in the
TSC of the intersection (G.1). The state st represents the
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TABLE 5. Summary of DRL models to address the challenges of TSC.

current traffic phase (S.4), the vehicle position (S.5), and the
vehicle speed (S.6), and they are fed to the input layer of
the CNN architecture. The action at represents the type of
traffic phase to be activated in the next time instant (A.1). The
reward rt+1(st+1) represents the relative waiting time (R.1)
of the vehicles. In this model, the traditional DQN algorithm
(see Algorithm 2) is used, which is based on the value-based
method. This value-based method identifies the best possible
action (i.e., A.1) for the states (i.e., S.4, S.5, and S.6). The use
of a large state space allows agents to incorporate more rele-
vant information about the traffic, and it has shown to increase
the computational and storage complexities, and reduce the
learning rate. Nevertheless, the proposed scheme has shown
to increase throughput (P.4) and reduces the average delay
(P.1) and queue length (P.3) of the vehicles.

Similar model and approach has been adopted by Gao et al.
[69]. There are two main differences. Firstly, the action at
represents the choice to either keep the current traffic phase or
switch to the next traffic phase in a predetermined sequence
of traffic phases at the next time instant (A.2), which helps
to address the challenge of inappropriate traffic phase split
(C.2). Secondly, it uses the centralized model (T.1.1) with
(T.2.1) and without opposing through traffic (T.2.2). The
proposed scheme has shown to reduce the average delay (P.1)
and waiting time (P.2).

2) VAN DER POL’s ENHANCEMENT WITH MAX-PLUS
COORDINATION AND TRANSFER PLANNING
Van der Pol et al. [74], [76] incorporate max-plus coordina-
tion [88] and transfer planning [89] into the traditional DQN

algorithm (see Algorithm 2) in order to enable coordination
among multiple agents. The DRL model is based on the
CNN architecture (N.2) and the value-based approach (E.1).
The combination of the CNN architecture and the value-
based approach allows this approach to use the convolutional
architecture (see Fig. 5) to analyze visual imagery while
mapping each state-action pair to a state value (see Table 5 for
more details). This model optimizes the Q-values to address
the challenge of inappropriate traffic phase sequence (C.1)
using a distributed model (T.1.2) in a multi intersection traffic
network (M.1.2) and a grid traffic network (M.1.4) with
opposing through traffic (T.2.1). The traffic is characterized
by a real world traffic model (M.2.2), specifically the Krauß
car-following model [90]. This model is embedded in each
intersection (G.1), where the state st represents the current
traffic phase (S.4), the vehicle position (S.5), and the vehicle
speed (S.6). The action at represents the type of traffic phase
to be activated in the next time instant (A.1). The reward
rt+1(st+1) represents the relative waiting time (R.1) of the
vehicles, and the phase transition (R.3) of the traffic phases.

The max-plus coordination algorithm, which serves as
the enhancement for multi-agent reinforcement learning
(MARL) [91]–[95], enables an agent to learn about its neigh-
boring agents’ information, such as locally optimized payoff
values (e.g., reward achieved by an individual agent). The
proposed scheme maximizes a global Q-function, which is
the linear combination of the local Q-values, as follows:

QiGt (s
i
t , a

i
t ) =

∑
n

Qint∈Nt (s
i
nt , a

i
nt ) (19)
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TABLE 6. Summary of TSC attributes applied in DRL-based TSCs.

where N corresponds to a set of all agents in the network.
The transfer planning approach enables agents to learn a
large problem by decomposing it into smaller source prob-
lems. The term ‘transfer’ refers to the transferring of learning
among multiple agents. The max-plus coordination algo-
rithm and the transfer planning approach compute the global
Q-value in order to achieve the global objective of a traffic
network.

The proposed scheme has been shown to reduce the aver-
age delay (P.1) of the vehicles.

3) INVESTIGATION OF THE EFFECTS OF REAL WORLD
TRAFFIC DATASET
Wei et al. [78] investigate the use of a real world traffic
dataset consisting of data of more than 405 million vehicles
recorded by using 1,704 surveillance cameras in Jinan, China
covering 935 locations, out of which 43 of them are four-
way intersections. The data is collected within a time period
from 1st to 31st August 2016. The DRLmodel is based on the
CNN architecture (N.2) and the value-based approach (E.1).
The combination of the CNN architecture and the value-
based approach allows this approach to use the convolutional

architecture (see Fig. 5) to analyze visual imagery while
mapping each state-action pair to a state value (see Table 5
for more details). This model optimizes the Q-values to
address the challenge of inappropriate traffic phase sequence
(C.1) using a centralized model (T.1.1) in a real world traffic
network (M.1.3), which is based on an urban traffic network
in Jinan, China, with opposing through traffic (T.2.1). The
traffic is characterized by a real world traffic model (M.2.2).
This model is embedded in each intersection (G.1), where the
state st represents the queue length (S.1), the current traffic
phase (S.4), and the vehicle position (S.5). The proposed
scheme is applied to 24 intersections. The action at represents
the type of traffic phase to be activated in the next time instant
(A.1). The reward rt+1(st+1) represents the relative waiting
time (R.1), the relative queue length (R.2) of the vehicles, and
the phase transition (R.3) of the traffic phases. In the proposed
scheme, the recorded data consists of the timing information
(i.e., peak hours 7-9 A.M. and 5-7 P.M., and non-peak hours),
the ID of each surveillance camera, and vehicular data (i.e.,
the position (S.5) of each vehicle). The recorded real world
traffic data is fed to the input layer of the CNN architecture,
and the output layer provides the Q-value of each possible
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TABLE 7. Summary of DRL attributes for TSCs.

action, which is the type of traffic phase to be activated in the
next time instant (A.1).

The proposed scheme has been shown to increase through-
put (P.4) and reduce the average delay (P.1) and the queue
length (P.3) of the vehicles.

4) COMPARISON OF VALUE-BASED AND PG-BASED
METHODS
Mousavi et al. [68] compare the two different types of
DRL methods, namely the value-based method (E.1) and the
PG-based method (E.2), in TSCs. The DRL model is based
on the CNN architecture (N.2). The combination of the CNN
architecture and both value-based and PG-based methods
allows this approach to use the convolutional architecture
(see Fig. 5) to analyze visual imagery while mapping each
state-action pair to a state value and selecting an action for
a particular state (i.e., image) (see Table 5 for more details).
This model optimizes theQ-values to address the challenge of
inappropriate traffic phase sequence (C.1) using a centralized
model (T.1.1) in a single intersection traffic network (M.1.1)
with opposing through traffic (T.2.1). The traffic is character-
ized by Poisson process (M.2.1). This model is embedded in
the TSC of the intersection (G.1). The state st represents the
current traffic phase (S.4), and the queue length (S.1) of the
vehicles. The action at represents the type of traffic phase
to be activated in the next time instant (A.1). The reward
rt+1(st+1) represents the relative waiting time (R.1) of the

vehicles. The value-basedmethodmaps each state-action pair
to a value Vt (st ) in order to identify the best possible action
for each state, and the PG-based method selects an action for
a certain state based on a policy. The value-based method
achieves a slightly higher value of reward and outperforms
the PG-based method.

The proposed scheme has been shown to reduce the aver-
age delay (P.1) and the queue length (P.3) of the vehicles,
and so both value-based and PG-based methods are suitable
for TSC.

C. DRL MODEL WITH SAE NEURAL NETWORK
ARCHITECTURE
The application of DRL model based on the traditional SAE
neural network architecture and the value-based approach for
TSC is presented.

1) INVESTIGATION OF THE EFFECTS OF SAE NEURAL
NETWORK ARCHITECTURE
Li et al. [67] investigate the use of the SAE neural network
architecture that performs encoding and decoding functions
to TSC. The DRL model is based on the SAE neural net-
work architecture (N.3) and the value-based approach (E.1).
The combination of the SAE architecture and the value-
based approach allows this approach to use the encoding
and decoding functions (see Fig. 6) to compress data while
mapping each state-action pair to a state value (see Table 5 for
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TABLE 8. Summary of key contributions, quantitative results/findings, and future directions.
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TABLE 9. Summary of traffic simulators and performance measures.

more details). This model optimizes the Q-values to address
the challenge of inappropriate traffic phase split (C.2) using
a centralized model (T.1.1) in a single intersection traffic
network (M.1.1) with opposing through traffic (T.2.1). This
model is embedded in each intersection (G.1), where the state
st represents the queue length (S.1) of the vehicles. The action
at represents the choice to either keep the current traffic phase
or switch to the next traffic phase in a predetermined sequence
of traffic phases at the next time instant (A.2). The reward
rt+1(st+1) represents the relative waiting time (R.1) and the
relative queue length (R.2) of the vehicles. In the proposed
scheme, the SAE neural network architecture consists of one
input, two hidden, and one output layers. The input layer
encodes the input data, such as the queue length (S.1) of
the vehicles, using an encoding function (see Equation (10)),
to provide compressed data. The second hidden layer recon-
structs the data using a decoding function (see Equation (10)).
Finally, the output layer provides theQ-value of each possible
action.

The proposed scheme has been shown to reduce the aver-
age delay (P.1) and the queue length (P.3) of the vehicles.

D. DRL MODELS WITH 3DQN ARCHITECTURE
The application of various DRL models with the traditional
3DQN architecture and the value-based approach for TSCs is
presented.

1) LIANG’s ENHANCEMENT WITH PRIORITIZED
EXPERIENCE REPLAY
Liang et al. [71] incorporate a prioritized experience replay
approach [96] to the traditional 3DQN architecture (N.4),
which consists of double Q-learning and a dueling network,
and the value-based approach (E.1), running the DQN algo-
rithm (see Algorithm 2). The combination of the 3DQN archi-
tecture and the value-based approach allows this approach
to use double Q-learning and a dueling network to increase
the learning speed (see Fig. 7) while mapping each state-
action pair to a state value (see Table 5 for more details).
This model optimizes the Q-values to address the challenge
of inappropriate traffic phase split (C.2) using a centralized
model (T.1.1) in a single intersection traffic network (M.1.1)
with (T.2.1) and without opposing through traffic (T.2.2). The
traffic is characterized by a real world traffic model (M.2.2).
This model is embedded in the TSC of the intersection (G.1).
The state st represents the position (S.5) and speed (S.6) of
the vehicles. The action at represents the choice to either keep
the current traffic phase or switch to the next traffic phase in
a predetermined sequence of traffic phases at the next time
instant (A.2). The reward rt+1(st+1) represents the relative
waiting time (R.1) of the vehicles. In the proposed scheme,
the prioritized experience replay chooses experiences from
the replay memory on the priority basis in order to increase
the learning rate. The prioritized experience replay ranks an
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experience i, which increases its replay probability, based on
the temporal difference error δ calculated as follows:

δi = |Q(s, a; θ )i − Q(s, a; θ−)i| (20)

where an experience with a lower error is being ranked higher
(or prioritized). The replay probability of experience i is
calculated as follows:

Pi =
p℘i∑
k p

℘
k

(21)

where pi is the priority of an experience i, and ℘ represents
the priority level. Higher ℘ represents a higher priority, and
vice-versa, while ℘ = 0 represents a random sampling.

The proposed scheme has been shown to reduce the aver-
age waiting time (P.2) of the vehicles.

2) GONG’s ENHANCEMENT WITH MARL
Gong et al. [77] incorporate MARL to the traditional 3DQN
architecture (N.4), which consists of doubleQ-learning and a
dueling network, and the value-based approach (E.1), running
the DQN algorithm (see Algorithm 2). The combination of
the 3DQN architecture and the value-based approach allows
this approach to use doubleQ-learning and a dueling network
to increase the learning speed (see Fig. 7) while mapping
each state-action pair to a state value (see Table 5 for more
details). MARL enables coordination among multiple agents.
This model optimizes theQ-values to address the challenge of
inappropriate traffic phase sequence (C.1) in a multi intersec-
tion traffic network (M.1.2) and a real world traffic network
(M.1.3), which is based on an urban traffic network in Florida,
United States, using a distributed model (T.1.2). The traffic
is characterized by a real world traffic model (M.2.2). This
model is embedded in the TSC of the intersection (G.1). The
state st represents the queue length (S.1), and the position
(S.5), of the vehicles. The action at represents the type of
traffic phase to be activated in the next time instant (A.1). The
reward rt+1(st+1) represents the relative waiting time (R.1) of
the vehicles. In the proposed scheme, the MARL algorithm
enables agents to exchange information (i.e., rewards and
Q-values) with each other in order to coordinate their actions.

Algorithm 3 shows the MARL algorithm for DRL. At time
instant t , an agent i observes the current state sit ∈ S from the
operating environment, and sends its own Q-value Qit (s

i
t , a

i
t )

to the neighboring agents J i. Subsequently, following steps
5 to 13 of Algorithm 2, agent i receives the optimal Q-value
maxaj∈A Q

j
t (s

j
t , a

j) from each neighboring agent j ∈ J i, selects
an action ait ∈ A based on the Q-value at time t , and then
receives a reward r it+1(s

i
t+1) under the next state sit+1 ∈ S

at time t + 1. Finally, the agent i updates Q-value Qit (s
i
t , a

i
t ).

Based on Equation (2), theQ-valueQit (s
i
t , a

i
t ) is updated using

Q-function as follows [97]:

Qit+1(s
i
t , a

i
t )← Qit (s

i
t , a

i
t )+ αδ

i
t (s

i
t , a

i
t ) (22)

Meanwhile, the Q-value Qjt (s
j
t , a

j
t ) of a neighboring agent

j ∈ J i is updated using Q-function as follows:

Qjt+1(s
j
t , a

j
t )← Qjt (s

j
t , a

j
t )+ αδ

j
t (s

j
t , a

j
t ) (23)

The proposed scheme has been shown to increase the
throughput (P.4) and reduce the average delay (P.1) of the
vehicles.

Algorithm 3MARL Algorithm for DRL
1: Procedure
2: for episode = 1: M do
3: observe current state sit
4: send Q-value Qit (s

i
t , a

i
t ) to neighboring agents J i

5: receive maxaj∈A Q
j
t (s

j
t , a

j) from agent j ∈ J i

6: for t = 1 : T do
7: perform steps 5 to 13 of Algorithm 2
8: end for
9: update Q-value Qit+1(s

i
t , a

i
t ) using Equation (22)

10: end for
11: End Procedure

3) INVESTIGATION OF THE EFFECTS OF HIGH-RESOLUTION
EVENT-BASED DATA
Wang et al. [86] investigate the use of high-resolution event-
based data that includes a large amount of useful informa-
tion about vehicles, including their movements and positions.
The DRL model is based on the 3DQN architecture (N.4)
and the value-based approach (E.1). The combination of the
3DQN architecture and the value-based approach allows this
approach to use double Q-learning and a dueling network
to increase the learning speed (see Fig. 7) while mapping
each state-action pair to a state value (see Table 5 for more
details). This model optimizes the Q-values to address the
challenge of inappropriate traffic phase sequence (C.1) using
a centralized model (T.1.1) in a single intersection traffic
network (M.1.1) with (T.2.1) and without opposing through
traffic (T.2.2). The traffic is characterized by a real world
traffic model (M.2.2). This model is embedded in the TSC
of the intersection (G.1). The state st represents the green
timing (S.3), and the vehicle position (S.5). The action at
represents the type of traffic phase to be activated (A.1) in
the next time instant. The reward rt+1(st+1) represents the
relative waiting time (R.1), and the relative queue length
(R.2) of the vehicles. The high-resolution event-based data
provides a large amount of useful information about the
vehicle, such as vehicular movement and position. The high-
resolution event-based data keeps track of: a) the time of
each vehicle arriving at and departing from an inductive loop
detector (or vehicle detector); and b) the time gap between
two consecutive vehicles, which is the time gap between
the two vehicles arriving at and departing from the detector.
The 3DQN architecture consists of one input layer, three
convolutional layers, three FC layers (in which the third FC
layer is split into two separate streams as explained in N.4),
and one output layer. The input layer receives the accurate
traffic information, and the output layer provides an accu-
rate Q-value for each possible action based on the accurate
information [98].
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The proposed scheme has been shown to increase through-
put (P.4) and reduce the queue length of vehicles (P.3).

E. DRL MODEL WITH LSTM NEURAL NETWORK
ARCHITECTURE
The application of DRLmodel based on the traditional LSTM
neural network architecture and the A2C-based approach for
TSC is presented.

1) INVESTIGATION OF THE EFFECTS OF LSTM NEURAL
NETWORK ARCHITECTURE
Chu et al. [79] investigate the use of LSTM neural net-
work architecture that provides memory to memorize pre-
vious inputs of TSC. The DRL model is based on the
LSTM neural network architecture (N.5) and the A2C-
based approach (E.3). The combination of LSTM and the
A2C-based approach allows this approach to use the LSTM
neural network (see Fig. 8) to provide memorization of previ-
ous inputs while combining both value-based and PG-based
methods to control its behavior and to measure the suitability
of the selected action (see Table 5 for more details). This
model optimizes the Q-values to address the challenge of
inappropriate traffic phase sequence (C.1) using a distributed
model (T.1.2) in a multi intersection traffic network (M.1.2),
an urban traffic network based on Monaco (M.1.3), and a
grid traffic network (M.1.4) with opposing through traffic
(T.2.1). The traffic is characterized by a real world traffic
model (M.2.2). This model is embedded in the TSC of the
intersection (G.1). The state st represents the queue length
(S.1) of the vehicles. The action at represents the type of
traffic phase to be activated in the next time instant (A.1). The
reward rt+1(st+1) represents the relative waiting time (R.1)
and the relative queue length (R.2) of the vehicles. In the
proposed scheme, the A2C-based method has been used with
the LSTM neural network architecture, which consists of one
input, one FC, one LSTM (i.e., memory cell), and one output
layer. The output layer is separated into two streams: a) actor,
which controls the behavior of an agent (i.e., policy-based);
and b) critic, which measures the suitability of the selected
action (i.e., value-based). The gradient of the loss function
for A2C is calculated using Equation (15).

The proposed scheme has been shown to increase through-
put (P.4) and reduce the average delay (P.1) and queue length
(P.3) of vehicles.

VI. GUIDELINES AND DESIGN CONSIDERATIONS FOR
THE APPLICATION OF DEEP REINFORCEMENT LEARNING
FOR TRAFFIC SIGNAL CONTROL SYSTEMS
The guidelines and design considerations for the applica-
tion of DRL to TSC is presented in this section, which
helps in the identification of suitable DRL solutions for
different TSC problems. Table 5 provides the description
of various DL architectures and DRL methods with their
strengths. Table 6 provides a summary of various TSC
attributes, including challenges, traffic network architectures,
traffic characteristics, TSC architectures, and traffic phases,

which are applied with DRL solutions. Table 7 provides a
summary of various DRL attributes, including agent (i.e.,
TSC), states, actions, rewards, and DRL methods for TSCs.
Table 8 provides a summary of various key contributions,
quantitative results/findings, and future directions that have
been presented in the literature. These tables can be used to
identify the suitable DRL solutions for different TSC prob-
lems. Two main aspects must be considered when applying
DRL to TSCs. Firstly, an open issue or a problem needs to be
identified and well understood. This includes the objectives,
the problem statement, as well as the research questions of the
problem. Secondly, the research questions are answered. The
guidelines and considerations for applying DRL to TSCs are
presented based on a sample case study [71] being referred
to throughout this subsection. In [71], a DRL model with the
3DQNarchitecture and the value-based approach is applied to
TSC in order to reduce the average travel time of the vehicles.
Next, we define the state, action and reward representations,
and discuss the selection of the method for DRL. Lastly,
we define the DL architecture. In general, the state captures
the TSC attributes, such as queue length (S.1), red timing
(S.2), green timing (S.3), current traffic phase (S.4), vehicle
position (S.5), and vehicle speed (S.6), and so it has a direct
relevance to the problem. This explains that the state, action,
and reward representations are defined prior to method and
network architecture.

A. DEFINING STATE
The decision-making factors that an agent observes from
the operating environment should be well defined. Table 7
provides a summary of how states (see Fig. 12) have been rep-
resented in the literature. For instance, in [71], the objective is
to maximize the reward in order to reduce the average waiting
time of the vehicles at an intersection. Therefore, the agent
represents a state with the position (S.5) and speed (S.6) of a
vehicle. Upon observation of the state, the agent can decide its
action, which is based on the state. Similar to other schemes
[67], [79], the input layer consists of input neurons. In [71],
the input layer represents a grid with a size of 60×60, where
there are 60 × 60 × 2 input states to represent the position
(S.5) and speed (S.6) of a vehicle.

B. DEFINING ACTION
The possible actions should be well defined so that an agent
can maximize its rewards by taking appropriate actions.
Table 7 provides a summary of how actions (see Fig. 12)
have been represented in the literature. For instance, in [71],
with respect to the objective of reducing the average waiting
time of the vehicles, the agent must select an appropriate time
interval of a traffic phase. The action represents the choice
to either keep the current traffic phase or switch to the next
traffic phase in a predetermined sequence of traffic phases at
the next time instant (A.2) in order to address the challenge
of inappropriate traffic phase split (C.2). In [71], the output
layer consists of nine neurons, and each of them represents a
possible action.
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C. DEFINING REWARD
The reward should be well defined so that it reflects the
objectives that an agent aims to achieve after performing an
action under the state. Table 7 provides a summary of how
rewards (see Fig. 12) have been represented in the literature.
For instance, in [71], the reward is the increment/decrement
of the average waiting time of the vehicles at an intersection.
Therefore, the agent represents the reward with the rela-
tive waiting time (R.1). By increasing the reward, an agent
improves system performance while achieving its objectives.

D. CHOOSING A METHOD
The objectives of a method (e.g., adjusting the discount factor
dynamically, or integrating several mechanisms into a single
framework) with respect to the model should be well defined.
Table 7 provides a summary of how various methods (see
Fig. 12) have been used in the literature. For instance, in [71],
several mechanisms, including double Q-learning, dueling
network, and prioritized experience replay, are incorporated
into a single framework in order to increase learning rate.
Higher learning rate reduces the learning time, which is
required to explore all state-action pairs in order to identify
the optimal action. The optimal action, such as the choice
to either keep the current traffic phase or switch to the next
traffic phase in a predetermined sequence of traffic phases at
the next time instant (A.2), helps a TSC to achieve a smoother
traffic flow. The value-based method maps each state-action
pair to a value Vt (st ) in order to identify the best possible
action for each state. This helps to achieve the objectives of
TSCs, and so it is chosen. The rest of the DRL methods are
presented in Section II-D2, which can be selected based on
the objectives. For instance, the PG-based method is suitable
for the objective of selecting an action for a certain state based
on a policy [68].

E. DEFINING ARCHITECTURE
To address the challenges of TSC, a suitable DL architecture
for DRL should be well defined. Table 5 provides the descrip-
tion of various DL architectures with different DRL methods
as well as their strengths, while Tables 6-8 provide a summary
of how various DL architectures (see Fig. 12) have been used
in the literature. For instance, in [71], the 3DQN architecture
consists of three convolutional and two FC layers, and it is
used to capture the position (S.5) and speed (S.6) of a vehicle
in order to address the challenge of inappropriate traffic
phase split (C.2). Since the position and speed are captured
in the form of images and videos, the 3DQN architecture
with convolutional layers is selected. The identification of
a suitable number of layers is an important aspect. Lower
number of layers may struggle to fit the training data, while
higher number of layers may cause overfit due to memorizing
the properties of training data, which affect the performance
negatively.

Similarly, the identification of a suitable number of neu-
rons in each layer is another important aspect. In general,

the number of neurons in the input layer is equivalent to the
number of features. For instance, there are eighty neurons in
the input layer to represent eighty cells of an intersection,
which enable the representation of the queue length (S.1) and
the position (S.5) of the vehicles [99]. However, the number
of neurons in the hidden layer(s) is not straightforward and are
generally determined empirically, although higher number of
neurons tend to improve system performance at the expense
of increased complexity [100].

VII. OPEN ISSUES
While DRL for TSCs has been investigated in the literature,
there are still substantial open issues that have not been well
studied for real world deployment. This section presents open
issues that can be pursued in this topic in the future.

A. ADDRESSING THE EFFECTS OF DYNAMICITY TO DQN
The state space may be highly dimensional when traffic
images are used as part of the state representation [76],
[78]. Higher dimension of state representation is essential to
represent high-quality images that capture moving vehicles,
and this can increase the size of state space. To address
this issue, computing techniques, such as discretization and
quantization of state space, can be incorporated into DRL
applied to TSC in order to encode and decode between the
high-dimensional state representation and low-dimensional
state representation. The solutions can provide an abstract
representation of high-dimensional and complex state repre-
sentation in order to simplify large, as well as dynamic, states.

B. ADDRESSING THE LEARNING EFFICIENCY OF
DQN FOR TSC
Trial-and-error, which is essential to learning in DQN, incurs
high learning cost such as a longer learning time that is
unacceptable in real-world traffic management. While exist-
ing DQN methods generate impressive results in simulated
environments, such as the Alpha Go or Atari games [14],
they require a large number of trials and errors. Consequently,
learning in DQN-based TSCs can cause traffic congestion in
real world. Several mechanisms can be applied to increase
learning efficiency. Firstly, knowledge exchange among mul-
tiple intersections helps to coordinate their actions, whereby
the operating environment (e.g., the congestion level) of
an intersection affects the congestion level of neighboring
intersections since vehicles traverse from one intersection to
another. The knowledge (e.g., Q-values) exchanged among
multiple intersections takes the traffic condition of individ-
ual intersection into consideration to improve the global
reward, which reflects the traffic condition of the entire traffic
network, and increase the efficiency of learning. Secondly,
enhanced exploration approaches, for instance, the model-
based exploration approach creates a model of the operat-
ing environment, and then selects an action that increases
the possibility of exploring unseen states during exploration.
The model-based exploration approach has been applied
to Lunar Lander and Mountain Car [116]. Nevertheless,
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the model-based approach has higher complexity and compu-
tational requirement compared to existing approaches, which
are model-free in nature. Future investigations could be pur-
sued to improve the efficiency of learning in DQN for TSC.

C. ADDRESSING THE EFFECTS OF TRAFFIC
DISTURBANCES TO LEARNING IN DQN FOR TSC
In the real world deployment of DRL, TSCmust be robust and
reliable against unexpected traffic disturbances, such as bad
weather conditions, road accidents, or construction. However,
the available information for such events is usually sparse
and incomplete, and data that integrates several factors may
be even sparser. Learning under such circumstances can be
challenging. LSTM contains memory cells that can store
historical information (or data) [79], including predictions
and their inaccuracy, that can be explored to reduce the effects
of disturbance (e.g., quantifying the effects of disturbance)
and improve the accuracy of prediction (e.g., reducing the
effects of disturbance) as time goes by. While state captures
the traffic conditions that need to be monitored at all times,
the disturbance can be captured as event that must be detected
whenever it occurs. However, the occurrence of events (e.g.,
accidents) is likely to be sparse with incomplete information,
and so historical information can be useful under such cir-
cumstances. Future investigations could be pursued to tackle
these factors when collecting the data in order to improve the
efficiency of learning from traffic disturbances.

D. ADDRESSING THE SAFETY ISSUE OF DQN FOR TSC
Making DRL agents acceptably safe in real world environ-
ment is another pressing area for future research. While
DRL models learn from trial-and-error, the learning cost of
DRL can be critical, or even fatal in the real world as the
malfunction of traffic signals might lead to accidents. There-
fore, adopting risk management into DRL helps to prevent
unwanted behavior during and after the learning process of
DRL agents. Each action is associated with a risk factor,
and subsequently rules can be designed to exclude high-risk
actions from a set of feasible actions. The risk factors of
different actions can be explored and validated in simulation
at preliminary stage, and then improved conservatively during
operation as time goes by in order to minimize the learning
cost. Future investigations could be pursued to address the
safety issue of DQN for TSC.

E. ADDRESSING THE FAIRNESS AND PRIORITIZED
ACCESS ISSUE
Fairness and prioritized access to intersection using tradi-
tional and enhanced DQN approaches have not been inves-
tigated in the literature. The reward function can be revised
to achieve fairness among traffic flows while traversing from
one intersection to another. In addition, there are lack of
investigations of prioritized access in the presence of emer-
gency vehicles, such as ambulance and fire engines, that
traverse from one intersection to another on a priority basis.
In addition to high-resolution data that has been used to

capture the position (S.5) and the speed (S.6) of vehicles [73],
detecting certain vehicles (e.g. ambulances and fire engines)
accurately using camera (i.e., high-resolution photos), video
camera (i.e., high-resolution videos), and sensors, must be
integrated to DQN so that it can carry out the right action to
prioritize such vehicles. The reward function should also be
altered to cater for the prioritized vehicles. Future investiga-
tions could be pursued to address these aspects so that fairness
among traffic flows can be achieved, and prioritized vehicles
can cross an intersection on a priority basis with minimal
effects to existing traffic.

F. DEVELOPING TRAFFIC SIMULATORS FOR
INVESTIGATING DQN-BASED TSCs
Most traffic simulators adopt the microscopic approach,
in which the focus is on the mobility characteristics of an
individual vehicle. However, there are lack of investigations
using most kinds of TSCs, including the DQN-based TSCs,
for controlling the overall traffic flows at the macroscopic
level that takes account of the general traffic density, vehi-
cles distributions, and so on. Future investigations could be
pursued to explore the use of macroscopic attributes in order
to improve the performance achieved by the microscopic
approach in providing more accurate results.

G. CONDUCTING A LITERATURE REVIEW OF DRL FROM
THE TSC PERSPECTIVE
With the rapid advancement of intelligent transportation
systems, a review from the TSC perspective is becoming
essential. While DRL has been proposed to implement the
fully-dynamic TSC (see Section I), other kinds of TSCs,
including the deterministic and semi-dynamic TSCs, may
be useful in different kinds of scenarios. As this article
addresses this topic from the DRL perspective, another arti-
cle to understand how has this topic been developed and
extended from the TSC perspective can complement this
article to provide a complete current research landscape of
the application of DRL to TSCs. This is because while
DRL has been used to address two main challenges, namely
inappropriate traffic phase sequence (C.1), and inappropriate
traffic phase split (C.2), in TSCs, other challenges brought
about by the enhanced TSCs and intelligent transportation
systems over the years may open more investigations into
the application of DRL to TSCs. In addition to the current
DRL models, namely the centralized model (T.1.1) and the
distributed model (T.1.2) used in TSCs, this may require
exploring other kinds of models such as a hybrid model
with different degrees of centralized and distributed decision-
makings. Also, in addition to the current traffic network mod-
els, namely the single intersection traffic network (M.1.1),
multi intersection traffic network (M.1.2), real world traffic
network (M.1.3), and grid traffic network (M.1.4), this may
require exploring other kinds of models integrated with recent
advancements in the transport ecosystem. While the complex
traffic networks may be integrated with other modes of trans-
port, such as walking and cycling, the investigation of DRL
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applied to TSCs has been limited to opposing through traffic
(T.2.1), without opposing through traffic (T.2.2), and with
grouped individual traffic (T.2.3). Hence, further literature
review can be conducted from the TSC perspective to provide
a new and refreshed look at this topic.

VIII. CONCLUSION
In this article, we present a comprehensive review of the
application of deep reinforcement learning (DRL) to traffic
signal control (TSC). For smoother traffic flow, the under-
lying intersection with different architectures and dynamic
traffic arrival rates have posed significant challenges to TSCs
to select the right choice of traffic phases, as well as their
duration. This article discusses how TSC can be formulated
as an DRL problem using appropriate representations (i.e.,
state, action, and reward), and used to solve the problem using
a popular DRL approach called deepQ-network (DQN). Sub-
sequently, this article presents various kinds of deep learn-
ing (DL) architectures and DRLmethods, and highlights their
strengths in addressing the challenges brought about by the
medium- and heavy-loaded traffic at intersections. After that,
the performance measures, simulation platforms, and com-
plexity analysis of the DRL approaches are investigated. This
article also provides guidelines and design considerations for
the application of DRL to TSC. Finally, we discuss some open
issues for future research of DQN-based TSCs.
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