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ABSTRACT A fully automated design is proposed in this work employing optimal deep learning features
for classifying gastrointestinal infections. Here, three prominent infections – ulcer, bleeding, polyp and
a healthy class are considered as class labels. In the initial stage, the contrast is improved by fusing
bi-directional histogram equalization with top-hat filtering output. The resultant fusion images are then
passed to ResNet101 pre-trained model and trained once again using deep transfer learning. However,
there are challenges involved in extracting deep learning features including impertinent information and
redundancy. To mitigate this problem, we took advantage of two metaheuristic algorithms – Enhanced Crow
Search and Differential Evolution. These algorithms are implemented in parallel to obtain optimal feature
vectors. Following this, a maximum correlation-based fusion approach is applied to fuse optimal vectors
from the previous step to obtain an enhanced vector. This final vector is given as input to Extreme Learning
Machine (ELM) classifier for final classification. The proposed method is evaluated on a combined database.
It accomplished an accuracy of 99.46%, which shows significant improvement over preceding techniques
and other neural network architectures.

INDEX TERMS Stomach infections, contrast stretching, deep learning, optimization, fusion.

I. INTRODUCTION
Deep learning showed much interest in the area of medical
imaging for key areas like dermoscopy, Magnetic Resonance
Imaging (MRI) [1], Computed Tomography (CT) [2], [3], and
capsule endoscopy [4], [5]. Colorectal cancer is more com-
mon in bothmen andwomen. The common colorectal cancers
are ulcer, polyp, and bleeding. Through stomach infections
around 3.6 million children are affected each year [6], [7].
In the USA since 2015, approximately 132,000 new cases
of colorectal cancer are registered [8]. Among these cases,
1.6 million people are facing bowel infection. In each year
approximately 200,000 new cases appear. Due to the high
mortality rate, it is crucial to perform diagnosis at an early
stage to save human life [9].

Recently, Wireless Capsule Endoscopy (WCE) technol-
ogy [10] has become a popular choice as it helps doctors
see inside your small intestine - an area that isn’t easily
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reached with more-traditional endoscopy procedures. In this
technique, the patient swallows the capsule and the camera
used in capsule endoscopy takes thousands of color photos as
it passes through the digestive tract. The images are saved
on the recorders which are transferred to a computer with
special software that strings the images together to create a
video. This video is analyzed by an experienced gastrologist
in an offline setup to look for abnormalities within the diges-
tive tract, requiring 2-3 hrs of manual effort. This treatment
approach has an obvious drawback of the high cost of the
diagnosis, due to the involvement of experienced gastrologist,
as well as being time-consuming and tedious [11], therefore,
automated approaches are proposed by researchers [12].

Automated treatment based on Computer Vision (CV) has
been utilized by many researchers to automatically detect
various protruding lesions in WCE images [13]–[15]. This
method typically starts with a pre-processing step which is
an important step in achieving high accuracy of the pro-
cess [16], [17]. Images are enhanced in this step and then
forwarded to the next stage of image segmentation [15], [18].
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Various techniques have been proposed in the literature
for image segmentation [19]. Some of the well-known
techniques are K-means, Uniform approach, Normal Dis-
tribution, Saliency, and name a few more saliency-based
techniques [20]. The segmented images from this step are
used for feature extraction, in the next step. Recently, deep
learning-based techniques have shown promising results in
the field of CV. These techniques have also been successfully
utilized in medical imaging [21]. The deep learning-based
approach typically requires a considerable amount of data
and high computational power to train a model. To tackle
this problem, researchers have come up with the technique of
Transfer Learning (TL) [22]. In this technique a pre-trained
general model is modified by customizing some layers,
typically, input and output layers to tune it to the specific
problem at hand. Various pre-trained deep convolutional
neural network (DCNN) models are introduced by several
researchers in the CV community among which famous ones
are AlexNet [23], ResNet [24], VGG [25], GoogleNet [26],
and YOLO [27].

Various existing challenges in segmentation and classifica-
tion phases are still not properly addressed. To address these
challenges, we propose a new technique for gastrointestinal
disease classification using optimal deep learning features
fusion. Our technique is comprised of sevral steps; however,
the main focus of this work is the optimization of deep
learning features and later fusion in one matrix. In summary,
our work makes the following contributions:
• Fusion of Bi-Directional Histogram Equalization (HE)
and Top-Hat filtering outputs for contrast enhancement
of original RGB WCE images.

• Training of the deep learning model- ResNet101 using
deep transfer learning.

• Selection of the optimal deep features using two
algorithms- differential evaluation (DE) and Enhanced
Crow Search Algorithm (ECSA).

• Maximum correlation-based fusion of both optimal vec-
tors to pass them to Extreme Learning Machine (ELM)
for final classification.

• Comparison of the proposed method with other neural
nets and existing relevant techniques.

This article is organized in the following sequence:
Section 2 discusses the previous relevant techniques.
Proposed work, which includes contrast enhancement step,
selection of optimal solution, and fusion is presented in
Section 3. Section 4 presents detailed classification results
and finally conclusion of this paper is discussed in Section 5.

II. RELATED WORK
An early work on an automated system to process WCE
images is presented in [28]. Authors used color features to
detect bleeding and ulcers in WCE images. They employed
texture information and combined all the features in one
matrix. This matrix was passed to multiple classifiers like
neural network, Support Vector Machine (SVM), and deci-
sion trees. The evaluation of this approach is calculated using

various measures and achieved a performance of 92.86%
and 93.64%, respectively. They try to resolve the issues of
low contrast and change in the shape of the lesion. Authors
in [19] tried to address these challenges by proposing an
automated method for classification of WCE images. In this
article, a novel method for automated detection and classi-
fication of stomach infection is implemented. By utilizing
the proposed scheme, authors managed to get a maximum
accuracy of 98.3%. In [29], authors presented a deep learning
based approach for gastrointestinal diseases (ulcer, polyp,
bleeding) classification. The utilized the transfer learning
to fine-tune an ResNet101 pre-trained network to extract
the features. Later, they applied a grasshopper approach to
optimize the features, where min distance was used as a fit-
ness function. The multi-SVM is implemented and classified
features for final classification. In the experimental process,
they achieved an accuracy of 99.13%, which outperformed
the existing techniques.

In [17], Sharif et al. presented a fusion approach for clas-
sification of stomach diseases. Initially, they applied contrast
enhancement approach and then two types of features were
extracted, namely; geometric and deep learning features. The
conditional entropy approach was considered for the fusion
of both types of features. The K-Nearest Neighbor (KNN)
classifier was used as a key method and achieved an accu-
racy of 99.42%. Work in [30] examines the performance of
GoogleNet and AlexNet in terms of their ability to recog-
nize Ulcers. These networks were trained on WCE images
to detect and classify Ulcers. Authors validated their work
on a dataset of 256 WCE images using a variety of per-
formance criteria. Results show that both architectures were
able to classify Ulcers with 100% accuracy. A Computer
Aided Diagnosis (CAD) system has been proposed in [19].
After enhancing the input images, authors apply saliency
map-based segmentation to highlight Ulcerous regions.
A recognition scheme is proposed based on Hidden Markov
Model (HMM) to obtain promising experimental results on
two different datasets. A new CAD system is proposed
in [31] which is comprised of HSI color transformation, auto-
matic active contour segmentation, a novel saliency-based
method in YIQ color space, fusion of extracted features,
calculated using singular value decomposition (SVD), local
binary patterns (LBP), and gray level co-occurrencesmatrices
(GLCM), prior to final classification step. Authors evalu-
ated the performance of their system on a dataset containing
9000 samples of Ulcer, bleeding and healthy images, showing
an improved performance for the proposed CAD system.

A unified computer-aided scheme is developed in [32] for
detecting multiple GI diseases from WCE images. Authors
propose Least Square Saliency Transformation (LSST) and
probabilistic model fitting scheme using a minimum number
of pixel-level annotated images of different diseases.

Fitted PDF parameters are used as features in the pro-
posed hierarchical classification scheme. Publicly available
WCE images have been used by authors for the performance
evaluation.
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FIGURE 1. Proposed architecture diagram for stomach infections classification.

In summary, the above presented techniques mainly
focused on strengthing of the extracted features for the better
evaluation of the proposed techniques. Also, they showed the
importance of classifiers for improved classification accu-
racy. The main limitations of these techniques are- i) their
failure to extract good features in the classification phase;
ii) overfitting problem. In this article, we focused on the
contrast enhancement step and fusion of features for classi-
fication of stomach infections. We focused on the contrast
stretching step to be able to extract good deep learning fea-
tures. Moreover, we emphasis on the problem of overfitting
and then selection of optimal features. To solve these issues,
we propos a new automated technique. In summary, the pro-
posed technique is evaluated in training and testing steps.
We merge the validation step images (15%) with the testing
images.

III. PROPOSED METHODOLOGY
In this work, a new fully automated sequential approach
is presented for stomach infections classification. Three
stomach infections and one healthy class is considered in
this work. This approach is implemented in the following
steps: (i) improve the contrast of input images by imple-
menting a fusion of BiHE and Top-Hat filtering output;
(ii) ResNet101 pretrained model is fine tuned using transfer
learning technique to utilize it for classification of diseases;
(iii) two optimal vectors are computed using DE and ECSA
algorithms; (iv) fusion of both resultant optimal solutions
using max correlation approach, and (v) classification of
these features using ELM. The ELM classifier returns labeled
output and numerical values. A detailed architecture of the
proposed method is illustrated in Figure 1.

A. DATABASE PREPARATION
In this article, the following datasets are used for the
evaluation of proposed technique- CUI Wah Private [31],
Kvasir-SEG [33], CVC-ClinicDB [34], ETIS-Larib [35],
and ASU-Mayo Clinic Colonoscopy Video Database [36].
The CUI Wah Private Dataset consists of 5000 WCE
images in each class and we selected three classes- ulcer,
healthy, and bleeding. All images are in RGB format of
dimension 512 × 512. For polyp images, the Kvasir-SEG
(13 polyp images), CVC-ClinicDB (612 images), ETIS-Larib
(196), and ASU-Mayo Clinic Colonoscopy Video Database
(3500 polyp images) are utilized. We combined all these
polyp images in one class resulting in the total number of
polyp images to be 4321. A few sample images are shown
in Figure 2. A summary of overall images is given in the table
below.
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FIGURE 2. Sample database images.

B. CONTRAST ENHANCEMENT OF WCE FRAMES
The level of contrast of several medical images is not suffi-
cient for accurate features extraction. Most of the captured
images are blurred and have weak edges among adjacent
tissues [37]. The features of these images can be enhanced
using contrast enhancement techniques which play a great
help in the accurate diagnosis. In this work, we proposed
a hybrid approach for WCE images contrast enhancement.
In this approach, we fused brightness preserving Bi histogram
equalization (BiHE) image and top-hat filtering image to get
enhanced image. This approach avoids the saturation affects
and increases the intensity level of tumor region. Mathemat-
ically, this approach is formulated as follows:

Consider we have an RGB image of dimension
512 × 512 × 3 and denoted by 9(i, j). BiHE is based on
the mean brightness threshold value [38]. It is divided in two
parts using following histogram equation:

hlow (k) =
g(k)
Nlow

for k ∈ 0, 1, 2, . . . k̃ (1)

hhigh (k) =
g(k)
Nhigh

for k ∈ k̃ + 1, k̃ + 2, . . . ,L (2)

where, hlow (k) and hhigh (k) represent low and high
histogram pixels, respectively. The cumulative density func-
tion (CDF) of both histograms is calculated as follows:

CDF low (k) =
∑K

j=0
hlow (j) , for k ∈ 0, 1, 2, . . . k̃ (3)

CDFhigh (k) =
∑K

j=k̃+1
hhigh (j) ,

for k ∈ k̃ + 1, k̃ + 2, . . . ,L (4)

In this approach CDF is utilized to reallocate the brightness
value of a histogram transfer function. This transfer function
is defined as follows:

Flow (k) = Ko +
(
Kk̃ − Ko

)
.CDF low (k) (5)

Fhigh (k) = Kk̃+1 + (KL − Kk+1) .CDFhigh (k) (6)

Later, the HE transfer function is implemented to get the
output of BBHE as:

ψ = {φ(i, j)} = Flow (Klow) ∪ Fhigh
(
Khigh

)
(7)

where, Flow (Klow) = {Flow (K (i, j)) |∀K (i, j) ∈ Klow},
Fhigh

(
Khigh

)
=
{
Fhigh (K (i, j)) |∀K (i, j) ∈ Khigh

}
. The out-

put of BiHE is denoted by φ(i, j) and fused in Top-Hat filter-
ing image. The top-hat filtering is defined as:

Top (i, j) = 9 (i, j)−9(i, j) · s (8)

where, s represents threshold factor initialized as 20. The
resultant top-hat filtering image is fused along with φ(i, j) as
follows:

9̃ (i, j) =
∑

(Top (i, j) , φ(i, j))−9(i, j) (9)

The resultant image 9̃ (i, j) is shown in Figure 3. In this
figure (third column) shows that the infected region is
enhanced as compared to the healthy region. This resultant
image is passed to the next step for the learning of deep net
model.

FIGURE 3. Proposed contrast enhancement results of WCE images.

C. ResNet101 DEEP MODEL
In the field of image classification, deep neural network has
shown a major breakthrough in the past few years. Naturally,
a deep model is the integration of low-level, mid-level, and
high-level features along with a classifier. The level of fea-
tures in a deep model is enriched by several stacked layers.
In this work, we utilized ResNet101 [24] for deep features
extraction. This architecture was inspired by VGG19 pre-
trained network and one of the deepest convolutional neu-
ral network (CNN) network. As mentioned earlier, a CNN
model consists of many layers which are connected to each
other. These layers are trained for various tasks like medical
image classification etc. In the end of layers of this network,
several levels of features are learned. In Resnet101, convo-
lutional filter size is 33 and stride is 2. In the convolutional
layers, downsampling is performed based on the value of
stride. Originally, this network consists of 347 layers and
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379 connections. The input of this network is of dimension
224× 224× 3. In the first convolution layer, filter size is
[7, 7], number of channels is 3 and number of filters is 64.
In the max pooling layers, the filter size is 3× 3 and stride is
2. For the second convolutional layer, the number of channel
and filters is 64. In the last convolution layer, the number
of filters is 2048 and channels equal to 512. We extract
features from global average pool layer and get an output
vector of dimension N × 2048, where N denotes number of
features. A complete architecture of ResNet101 is illustrated
in Figure 4.

FIGURE 4. ResNet101 architecture.

D. TRANSFER LEARNING BASED NETWORK TRAINING
Data dependence is a serious problem in deep learning. For
the training of a deep model, a massive amount of data is
required as compared to the traditional machine learning
techniques. The main purpose behind this requirement of
massive amount of training data is due to its need to learn the
latent patterns. However, in few research domains, especially
in medical imaging, a massive amount of data is not typically
available for training a deep learningmodel. Transfer learning
(TL) [22] is a concept of training a model with fewer amount
of data. In TL, it is not essential to train the target model from
scratch. Mathematically, deep transfer learning is defined as:

Given a transfer learning task defined by 〈Ds,T s,Dt ,T t ,

Ft(·)〉. It is a deep transfer learning where Ds is source
domain, Dt is target domain, T s is learning task from source
and destination, and Ft(·) represents non-linear function that
reflects a deep neural network. Visually, the process of model
learning using TL is illustrated by Figure 5. In this figure, it is
shown that original ResNet101 model is trained on ImageNet
dataset [39] and then knowledge is transfered using deep

FIGURE 5. Process of deep transfer learning for stomach data learning.

TL for retraining this model on destination database. The
stomach database is utilized as a destination database. After
learning ResNet101 on stomach database, we extract features
from global pooling layer and output a vector of dimension
N × 2048. In the learning, we initialized the learning rate of
0.0001 and mini batch size of 28.
Training Process: Figure 6 shows the detailed training

process of deep learning model. This figure is described as
follows:

- Separate the 50% training images from each class such
as polyp, ulcer, bleeding, and healthy. These images are
separated by employing randomized process.

- Deep transfer learning based training of ResNet101
model for stomach infections classification.

- Extract deep learning features from global average pool
layer.

- Optimze the extracted features through two optimization
techniques- DE and ECSA.

- Two optimal vectors are retuned as the output.
- Maximum correlation based fusion of both optimal
vectors.

- Train ELM classifier and save model for testing step.
Based on the above steps, we train and save our model

for the classification of stomach infections. Details of the
optimization, fusion and classification steps are presented in
the following.

E. FEATURES OPTIMIZATION
The selection of most optimal set of features from the original
set of features, improves the classification accuracy [40].
These features are selected from original features with the
least error for learning. The key benefits are- it improves
accuracy, consumes less time, and removes the problem of
overfitting. The optimization process in feature selection is
finding the best possible values based on the implemented
objective function. For this purpose, many evolutionary tech-
niques are presented for finding the nearest optimal solution.
In this article, we implemented two algorithms- Differential
Evolution (DE) and Enhanced Crow Search (ECS) algorithm.

1) DIFFERENTIAL EVOLUTION
The DE is an evolutionary algorithm which is used for
global search optimization problems [41]. This algorithm is
easy as compared to Genetic Algorithm (GA) and Particle
Swarm Optimization (PSO) as it is based on fewer control
parameters. Due to fewer control parameters, it is much useful
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FIGURE 6. Proposed training process of deep learning model for stomach infections classification.

in the area of medical imaging. It starts with some initial val-
ues, which are randomly generated in the search space. Then
mutation and crossover on input data is performed, which
follows the selection process to generate a new population.
The steps which are followed in this work are defined below.

Input:Original deep feature vector of dimensionN×2048.
Output: Optimal feature vector of dimension N × 1242.
Step 1: Initialize parameters

- Population = 50
- Minimum bound and Maximum bound
- Compute these bounds through following expression:

λ
j
i = λ

j
min + rand (0, 1) .

(
λjmax − λ

j
min

)
(10)

Step 2: Calculate fitness function using Fine KNN
Step 3: Perform mutation

- Mr = 0.2

Mutation is defined through following equation:

ν
j
i = λ

j
r1 + F

(
λjr2 − λ

j
r3

)
(11)

• Where F represent the scaling mutation factor of
range between (0, 2). Source vectors are denoted by
λr1 , λr2,λr3 which are randomly chosen from the pop-
ulation. The symbols r1, r2, r3, and i must be distinct to
each other.

Step 4: Perform crossover

- Cr = 0.7

C j
i =

{
ν
j
i , if rand (0, 1) ≤ Crorj = jrand
λ
j
i, Otherwise

(12)

• Where jrand represent randomly chosen integers
between [0, D]

• D represents the number of variables in the problem to
be solved.

Step 5: Find fitness evaluation and selection and repeat
step 2, 3 and 4 until the required optimal feature vector is
obtained. In the output, an optimal feature vector of dimen-
sion N × 1242 is obtained.

2) ENHANCED CROW SEARCH
The ECSA [42] starts at the initial positions for a set of crows
population. These positions are converted into binary solu-
tions. The binary solutions represented as the set of selected
features that are later analyzed through fitness function.
Based on the fitness function, best solutions are determined
and updated through local search approach. This process is
continued until all the iterations are completed to get an
optimal solution. Initially, values from the population are
defined as:

Population = pgen
(
gen = 0, 1, . . . ,Maxgen

)
(13)

pgen =


u(1,1)gen u(1,2)gen . . . u(1,M)gen

u(2,1)gen u(2,2)gen . . . u(2,M)gen
. . . . . . . . . . . .

u(NP−1)gen u(NP−2)gen . . . u(NP,M)gen

 (14)

where, NP denotes number of crows, the crows positions
denoted by u(i,d)gen and stored in the matrix pgen, and M rep-
resents the total number of features. Each crow is placed at
the position chosen randomly as:

uij = lij + rand ×
(
xij − lij

)
(15)

where i ∈ 1, 2, 3, . . . ,NP, j = 1, 2, 3, . . . ,M . The lower
and upper bounds are represented by lij and xij, respectively.
Later each crow is converted into binary as follows:

u(i,d)gen+1 =

{
1 if S

(
u(i,d)gen+1

)
≥ α

0 otherwise
(16)

Here α = 0.1 and employs a sigmoid function. Each crow
is evaluated using fitness function. The Fine KNN classifier is
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employed as fitness function which calculates Mean Square
Error (MSE). Based on the minimum MSE, crow positions
are updated. For updation of crow positions, we utilized local
search approach, formulated as follows:

u(i,s)gen+1 = u(i,s)gen + ϕ
gen
×

(
m(d(i),s
gen − u(i,s)gen

)
(17)

where, ϕgen denote flight length of crow and s =

1, 2, 3, . . . ,D. This process continues until the termination
condition is executed. After termination of the algorithm,
an optimal feature vector is obtained which is of dimension
N × 924.

F. FEATURES FUSION
Consider we have two optimal feature vectors defined by
FV k1

(DE) and FV k2
(ECSA). The vector length of each one is

N × 1242 and N × 924, respectively. Consider FV k
(fus) is a

fused feature vector based on maximum correlation coeffi-
cient of dimension N × K , where K denotes the length of
features which depends on the maximum correlation. The
correlation coefficient between two features k1 and k2 is
calculated as follows:

ρ (k1, k2) =
COV (k1, k2)

√
var(k1)

√
var(k2)

(18)

The values of ρ (k1, k2) are always lies between (−1, 1).
The −1 explain the weak correlation among two features,
whereas the 1 denotes the strong correlation among them.
But we are interested in the maximum correlation because
of strong features selection in the fused vector. Therefore,
we implemented maximum correlation among both vectors
as follows:

CC (k1, k2) = 8ρ (g1 (k1) , g2(k2)) (19)

Here, 8 represents Supremum taken overall Borel functions
g1, g2 : R → R which lies between (0, 1). The correlation
near to 1 represents a strong correlation among two features.
Hence, we consider this process and compute correlation
among all features and fuse them. The following steps are
involved in the fusion process:

- Input both optimal feature vectors
- Perform mean padding to make the dimension of both
the vectors same

- Compute maximum correlation CC (k1, k2).
- If correlation is close to 1 then drop both features in
fused vector FV k

(fus).
- If correlation is close to 0 then discard both features. The
detailed numerical re (INCOMPLETE)

- In the output, a final resultant fused feature vector of
dimension N × 861 is obtained.

Finally, the resultant fused vector is passed to the extreme
learningmachine (ELM) [43] classifier to obtain two outputs-
prediction results in the labeled form and numerical results.
The labeled results are shown in Figure 7, whereas the numer-
ical results are given in Section 4.

FIGURE 7. Proposed prediction results in the form of labeled images.

IV. RESULTS AND DISCUSSION
A detailed numerical prediction results are presented in this
section. Originally, this dataset consists of 100 patient’s
data and for each patient one video was recorded which
is of 8 minutes duration. In each 8 minute video, there
are approximately 56,000 frames. To split data for research
purpose, the researchers of CUI WAH consulted a specialist
to annotate the data according to their classes like ulcer,
bleeding, and healthy. In this work, we collected several
datasets as mentioned in Section 3.1. We combined these
datasets to train a model named Resnet101 which required a
handsome amount of data. We split data only in training and
testing instead of training, testing, and validation. We merge
validating data (15%) in the testing step for fair results
such as 50:50. All results are computed in this ratio using
10-Fold Cross Validation. The results are computed in sev-
eral steps: (i) experiment 1- employed contrast stretching
step, trained ResNet101 and extracted deep features; (ii)
experiment 2- employed deep features and implemented DE
method for optimal solution; (iii) experiment 3- implemented
ECSA algorithm on deep features and selected the most
optimal solution; (iv) experiment 4- fused both optimal
vectors, and (v) experiment 5- compared proposed frame-
work results with other neural nets. The cross validation is
defined as 10, whereas the ratio of training model is 50%.
The rest 50% images are utilized for prediction. Multiple
classifiers are implemented to test the proposed predic-
tion comparison with ELM. The implemented classifiers
are Fine tree, Naïve Bayes, cubic KNN, weighted KNN,
cubic SVM, and Ensemble Learning. The performance of
each classifier is tested through three measures- accuracy,
negative rate (100-accuracy) and the prediction time (sec).
The MATLAB2020a is used as a simulation tool, whereas
the hardware includes- Core-i7 desktop computer containing
16 GB of RAM and 16 GB Nvidia Graphics Processing
Unit (GPU).
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A. NUMERICAL RESULTS
Results are presented in this section for each experiment dis-
cussed in the last section. Table 1 presents the classification
results for original ResNet deep features. These features are
obtained after applying deep transfer learning. ELM classi-
fier gives higher accuracy of 87.45% as compared to other
mentioned classifiers in this table. The negative rate of ELM
is 12.55% and prediction time is 176.8978 (sec). Ensemble
baggage tree gives second highest accuracy of 85.74%. The
negative rate of this classifier is 14.26% and prediction time is
181.4520 (sec). If we compare all these classifies in terms of
prediction time, then it can be seen that cubic SVM executed
in minimum time of 154.7745 (sec). But, the accuracy of this
classifier is less than 3% as compared to ELM and time differ-
ence is only 26 (sec). Hence, it can be assumed that the overall
performance of ELM classifier is better as compared to other
methods. The performance of ELM can be validated through
Table 2 (confusion matrix), which shows that bleeding class
has highest correct classification rate, whereas ulcer class has
highest error rate.

TABLE 1. Prediction accuracy of stomach diseases by applying ResNet
original deep features.

TABLE 2. Confusion matrix of ELM after applying ResNet original deep
features.

Results given in Table 3 are computed after employing
DE algorithm on original deep features. Several classifiers
are applied and ELM gives a highest accuracy of 91.38%.
This accuracy is improved as comparing to the original
ResNet features as shown in Table 1. The negative rate
of ELM is 8.62% whereas the previous reported error rate

TABLE 3. Prediction accuracy of stomach diseases by applying
differential evolution (DE) based features selection.

TABLE 4. Confusion matrix of ELM by applying DE for features selection.

was 12.55%. Ensemble baggage tree gives second highest
accuracy of 89.31% and improved up to 4% as compared
to the accuracy given in Table 1. The negative rate of this
classifier is 10.69% and previously it was 14.26%. The exe-
cution time during the prediction is also noted and given
in Table 3. According to this table, cubic SVM is quickly
executed as compared to all the other classifiers. The predic-
tion execution time of cubic SVM is 102.2506 (sec) for all
the testing images. Hence, in terms of execution-time, cubic
SVMperforms better but in terms of accuracy, ELMperforms
much better as compared to others. The performance of ELM
can be validated through Table 4 (confusion matrix). In this
table, it is shown that the bleeding class has highest correct
prediction rate of 94.10% and second highest is 92.80% for
polyp class.

Table 5 presents the results of ECS algorithm. The original
ResNet model features are applied on ECS algorithm to select
the most optimal features. The selected features are passed
to multiple classifiers as presented in Table 5. The ELM
shows the highest accuracy of 93.46% which is improved as
compared to the original ResNet features and DE optimal fea-
tures. The error rate of ELM is 6.54% and prediction time is
98.6447 (sec). The accuracy of ELM can be verified through
Table 6 which shows that the ulcer class achieved correct pre-
diction accuracy of 90.10%, polyp 94.30%, bleeding 95.10%,
and healthy class 93.50%, respectively. The second best accu-
racy is achieved on ensemble baggage tree of 92.10% along
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TABLE 5. Prediction accuracy of stomach diseases by applying enhanced
crow search algorithm based features selection.

TABLE 6. Confusion matrix of ELM by applying ECSA for features
selection.

with an error rate of 7.9%. In terms of prediction execution
time, cubic SVM outperforms but accuracy of this classifier
is not sufficient. The noted time of this classifier is 87.8940
(sec), which is better as compared to the other classifiers.

Proposed framework results are presented in Table 7.
In this table, the results are calculated by fusion of both opti-
mal vectors using max correlation technique. ELM achieved

TABLE 7. Prediction accuracy of stomach diseases by applying proposed
framework after optimal features fusion.

maximum accuracy of 99.46%. This accuracy is improved up
to 6% as compared to the ECS algorithm, 8% as compared
to DE and 12% as compared to original ResNet features,
respectively. The error rate of ELM for proposed framework
is just 0.54%, whereas the highest error rate is 6.38% for
Naïve Bayes. The accuracy of ELM can be further verified
through Table 8. In this table, it is described that the ulcer
class achieved correct prediction accuracy of 98.7%, polyp
99.50%, bleeding 99.70%m and healthy class has 99.30%,
respectively. The second best noted accuracy is 98.72% on
ensemble baggage tree along with error rate of 1.28%. The
prediction time of each classifier is also noted during the
testing process and it is observed that cubic SVM executed
in minimum time as compared to the other classifiers. But
the accuracy of this classifier is 95.28% which is almost 4%
less as comparing to ELM. Hence, based on these results, it is
evident that the proposed ELM classifier gives better perfor-
mance. Moreover, Figure 8 shows some important evaluation
protocols like sensitivity rate, precision rate, F1-score, and
accuracy. A statistical analysis is also conducted in the form
of confidence interval and values are tabulated in Table 9.
In this table, it is described that the confidence interval for
CL 95% is 98.425± 1.434(±1.46%).

TABLE 8. Confusion matrix of ELM by applying proposed framework.

FIGURE 8. Different calculated performance measures for proposed
technique.

B. DISCUSSION
A detailed discussion of the proposed framework is con-
ducted in this section. As shown in Figure 1, the proposed
framework consists of several important steps; however, it is
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TABLE 9. Statistical analysis of proposed classification results.

important to analyze the performance of each step. The
results are computed initially for original ResNet features and
achieved a highest accuracy of 87.45%. After that, optimiza-
tion algorithms are implemented and their separate accuracies
are 91.38% and 93.46%, respectively. But the individual
accuracy is not sufficient for comparison with the existing
techniques; therefore, we proposed a max correlation based
fusion approach and fused both optimal vectors. After fusion,
accuracy jumped to 99.46%. Table 10 gives the results for
classification of stomach infections without employing con-
trast stretching step, where best noted accuracy is 94.34%.
By the comparison of this accuracy with Table 7, it is noted
that on the average 5% accuracy is decreased.

Similarly, for other classifiers, the accuracy on the aver-
age is degraded by 4%. However, the computational time is
minimized as compared to proposed framework. In Table 7,
the best noted time was 73.8940 (sec), whereas in Table 10,
the minimum noted time is 62.1667 (sec). But there is a big
difference among accuracy rate.

TABLE 10. Prediction accuracy of stomach diseases after without
contrast enhancement step along with ELM and other classifiers.

In addition, we compare the performance of ELM classi-
fier with Softmax and results are given in Table 11. In this
table, it is described that the results are presented with and
without contrast stretching step.With contrast stretching step,
the maximum noted accuracy is 94.87%, whereas without
contrast strehcing step, accuracy is 91.67%. We also anal-
yse the significance of this step by executing our methods
in 200 times. After that getted minimum accuracy, average
accuracy, maximm accuracy, standard deviation, and confi-
dence interval (CI) for fusion approach. These values are
plotted in Figure 9. In this figure, it is illustrated that the confi-
dence level (CL) of sotmax classifier using contrast stretching
step is (95%, 1.960σx̄) and confidence interval (CI) is 93.61±
1.746(±1.87%). The CL of Softmax classifier without using
contrast stretching step (WoCS) is (95%, 1.960σx̄) and CI is
89.93± 2.412(±2.68%).

TABLE 11. Prediction accuracy of stomach diseases using Softmax
classifier, where classifier is applied with and without contrast stretching.
∗ M1 denotes ResNet101, M2 (DE), M3(ESCA), and M4(fusion).

FIGURE 9. Statisticl analysis of Softmax classifier.

We also conducted a comparison of the proposed method
with other neural nets such as Alexnet, Vgg16, etc. results
are given in Table 12. This table, the results are described
for both ELM and Softmax classifiers. The main reason of
this experiment is the importance of the choice of deep neural
network like ResNet101 for this work. In this table, it is noted
that Vgg16 achieve an accuracy of 95.38%, Vgg19 achieves
96.80%, AlexNet achieve 94.26%, GoogleNet achieve
93.47%, and ResNet50 achieve 97.90%, respectively. For
the Softmax classifier, the maximum attained accuracy
is 94.87%. Our proposed framework achieved an accuracy
of 99.46% using ELM and 94.87% using Softmax classi-
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TABLE 12. Comparison of proposed classification accuracy with other
neural nets using ELM and Softmax classifiers.

fier. This difference in accuracy also showing the choice of
ELM as a classifier for stomach diseases classification. All
other neural nets are replace with ResNet101 in the proposed
framework (Figure 1) to obtain these results.

Comparison with a few relevant published techniques is
presented in Table 13. In this table, we added the details
of the total number of images and accuracy results. In [14],
authors presented a deep learning based approach and later
they applied genetic algorithm for the selection of important
features. In the experimental process, they utilized a total
of 9,889 WCE images and achieved classification accuracy
of 96.50%. Authors in [13] presented a CNN-based approach
and utilized 6,000 WCE images for experimental process.
On the selected images, they achieved an accuracy of 99.46%.
In our proposed method, we utilized in total three stomach
infection classes and one healthy class. Each class consists
of 4,000 WCE images and achieved an accuracy of 99.46%.
This accuracy shows that the proposed method gives sig-
nificant performance as compared to the-state-of-the-art
techniques.

TABLE 13. Comparison with exiting techniques.

V. CRITICAL ANALYSIS
A detailed critical analysis is conducted in this section to
analyze the performance of the implemented contrast stretch-
ing approach. Table 14 shows the results of various contrast

TABLE 14. Comparison of contrast enhancement approach with few
other techniques.

enhancement approaches such as brightness preserving HE,
CLAHE, top-hat filtering, Weiner filter, and the proposed
approach. The MATLAB codes of these algorithms are avail-
able online except the proposed method and we embedded
these methods in the place of proposed contrast enhancement
approach. Using these techniques, we conducted experiments
and based on the results it is concluded that the performance
of the proposed approach is better in terms of accuracy.
However, in terms of the computational time, other methods
perform better as compared to the proposed approach. Based
on these results, it can be deduced that the proposed method
is most suitable for this work. To the strength of the these
results, we also conducted a statistical analysis and perform
execution in 200 times. The results are tabulated in Table 15.
In this table, it is described that the CI of proposed approach is
98.425±1.434(±1.46%) for confidence level (95%, 1.96σx̄).
The σ is also calculated for each technique and values are
0.76, 1.39, 1.1, 2.10, and 1.035, respectively. From this table,
it is show that the proposed results are significant better as
compared to other listed techniques.

TABLE 15. Statistical analysis of proposed method for different contrast
enhancement filters using ELM classifiers.

In addition, we compared the performance of selected
optimization algorithms with conventional techniques such
as Principle Component Analysis (PCA) and Linear Discrim-
inant Analysis (LDA). We implemented these methods in the
proposed framework and computed the results. The results are
computed with two different classifiers- Softmax and ELM.
Results are tabulated in Table 16 Table 17. In these tables,
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TABLE 16. Comparison of metaheuristic techniques results with
conventional techniques using ELM classifier.

TABLE 17. Comparison of metaheuristic techniques results with
conventional techniques using Softmax classifier.

it is shown that the metaheuristic techniques are significantly
performed well on metaheuristic techniques. Also, the ELM
classifier gives better results and it is significantly proved by
both tables (16 and 17).

Further, we testd our proposed scheme without using
contrast enhancement and features fusion. In this strategy,
we selected Softmax as a classifier and series model for
feature extraction. We extractd features from FC layer 7 and
performed optimization using ECSA, DE, and PCA. Results
are given in Table 18. In comparison with the results of the
proposed method presented in Table 9, the results of this
strategy are too far and not significant. Furthermore, this com-
parison also shows that the fusion process has a great impact
in improving the accuracy rate. In the last, we also test our

TABLE 18. Comparison of classification results without using contrast
stretching and features fusion.

method on one single dataset named ‘‘The Kvasir Dataset’’.
The results are tabulated in Table 19. From this table, it is also
show that the proposed method work significantly better for
single dataset.

TABLE 19. Testing of proposed method on single dataset named.

VI. CONCLUSION
Diagnosis of stomach abnormalities using computerized
techniques is showing a great help for accurate identifica-
tion from WCE images. The manual procedure of stomach
abnormalities is not a good choice as it is time consuming
and expensive. Fully automated optimal deep features fusion
based architecture is proposed in this work for multiple stom-
ach abnormalities classification. A database of WCE images
is prepared which consists of four different categories of
stomach abnormalities to perform evaluation. The proposed
method achieved an accuracy of 99.46% which is the highest
as compared to the existing techniques. Based on the results
presented in this work, it is observed that the preprocess-
ing step is useful in the learning process of a CNN model.
Through learned CNN model, few redundant and irrelevant
features were still perceived. Therefore, it is essential to select
the most optimal solutions. Also, we perceived that the fusion
of optimal features improved the accuracy and also had an
impact on the system prediction time. In the future studies,
we will consider more clinical data and train a CNN model
from the scratch. If the model predicts accurate results, it can
be helpful for the researchers working in this field of research.
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