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ABSTRACT Solar power forecasting is critical to ensure the safety and stability of the power grid with
high photovoltaic power penetration. Machine learning methods are compelling in solar forecasting. These
methods can capture the complex coupling relationship between different meteorological factors without
physical modeling. Most of the existing machine learning based forecasts follow the batch learning manner.
Once the training is completed, the structure and parameters of the model are usually no longer adjusted.
However, the climate is complex and dynamic. It is difficult for a fixed model to adapt to the climate
characteristics of different regions or periods. Therefore, an online domain adaptive learning approach is
proposed in this paper. Knowledge can be selectively accumulated or forgotten in its iterative process.
As weather changes, the model can dynamically adjust its structure to adapt to the latest weather conditions.
Unlike existing adaptive iterative methods, the proposed adaptive learning approach does not rely on the
labels of the test data in the updating process. Experiments show that this method can effectively track
changes in data distribution and obtain reliable prediction results.

INDEX TERMS Solar power forecasting, adaptive learning, neural networks, ensemble learning.

NOMENCLATURE L Smoothness loss function
Symbols and Description € Performance of sub-model
abbreviations t Iteration step
Y Solar irradiation T Maximum iteration step
X Meteorological variables & Weight adjustment threshold
X Origin Original variables V4 Normalization factor
X Norm Centralized variables w Sample weight
X Train Training input S Adjustment rate
X Test Test input K Number of neighborhood samples
xVal Validation input q Dimension of smooth embedding space
eVal Absolute error with respect to the d Dimension of meteorological variables
validation set Q Number of sub-models selected
y Mean of absolute error er Theoretical clear sky irradiance
f Forecasting model 1Y% Photovoltaic
Y Forecasted output NWP  Numerical weather prediction
th ANN  Artificial neural networks
W Mean value of j™ feature .
@ Mapping from the original space to BPNN  Backpropagation neural network

SVM  Support vector machine
ELM Extreme learning machine

. . o . . . GPR Gaussian process regression
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AdaBoost  Adaptive boosting

NREL National Renewable Energy Laboratory
RMSE Root mean square error

MBE Mean bias error

MAE Mean absolute error

I. INTRODUCTION
Solar energy is clean and sustainable [1]. Due to the decline
in cost, photovoltaic (PV) power generation has developed
rapidly. PV power generation has intermittent and stochas-
tic nature due to external factors that cannot be controlled
[2]. Therefore, accurate PV power generation forecasts are
critical to ensure the balance between power generation and
electricity consumption [3]. Solar power is the main fac-
tor affecting PV power generation; much effort has been
devoted to solar power forecasting. Existing methods can be
roughly divided into three categories: the numerical weather
prediction (NWP), the image-based technique, and the sta-
tistical methods. NWP methods generate solar irradiance
with hundreds of meteorological parameters [4]; It is a ver-
satile approach for 6-48-h-ahead forecasting [5]. However,
NWP model is based on dynamic equations of the atmo-
spheric states computed with a fixed resolution, usually at
the regional and national scale, not site-specific. Imagery-
based forecasting methods mainly study the influence of
clouds on the sun rays. Sky cameras [6], shadow cameras [7],
and satellite images [8] are the primary image sources. Such
methods usually have high fidelity in short-term forecasts.
The statistical methods discover the relationships and pat-
terns related to solar power through data mining—no need
to handle the complex coupling mechanisms between dif-
ferent climate characteristics. Traditional statistical methods
include time series treatments [9] and the persistence models
[10]. The persistence models assume the clear sky index
remains constant for a short period. The times series treat-
ments are based on data consistency. These methods usually
have a good predictive performance in clear weather, and the
prediction error will be higher in rapidly changing weather.
As a branch of statistical-based methods, machine learning
has become increasingly important in solar power forecasting
because of its advantages in nonlinear fitting. Commonly
used machine learning prediction methods include artificial
neural networks (ANN), support vector machines (SVM),
extreme learning machines (ELM), ensemble learning, and
Gaussian process regression (GPR). ANNs [11] are com-
prised of flexible structures. If many neurons in the hidden
layers are allowed, the model will have a strong nonlinear
fitting capability. Still, flexible and complex structures will
cause over-fitting problems, especially for small sample sce-
narios. A SVM based solar power forecasting approach has
been proposed in [12]. Compared with ANNS, it has better
small sample generalization ability. ELM [13] has received
much attention in recent years. This algorithm has advantages
in learning speed. However, the stability of ELM is controver-
sial. Ensemble methods use multiple sub-learners to obtain
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better predictive performance [14]; diversity of sub-models is
leveraged. Evaluating the prediction of an ensemble typically
requires more computation than evaluating the prediction of a
single model [15]. A Gaussian process regression based solar
power forecasting algorithm has been reported in [16]. This
method provides the posterior probability of the prediction
result while making predictions. Some researchers also used
deep learning for solar power prediction [17]. Deep learning
has a strong nonlinear fitting capability, but at the same time,
it has higher requirements for data volume. An overview
of machine learning-based solar forecasting approaches has
been provided in the literature [5].

Existing machine learning based solar power forecasts are
mainly based on batch learning manner. Once the training
is completed, the structure and parameters of the model
are no longer updated. However, it is difficult for a fixed
model to adapt to the climate characteristics of different
regions and different time periods. The research of adap-
tive learning is valuable in the field of solar power fore-
casting. On the one hand, an adaptive learning model can
continuously accumulate knowledge and adapt to changes
in the environment. On the other hand, if the prediction
model is applied in a new area, the model can be updated
based on the existing knowledge, instead of giving up all
the prior experience, which reduces the dependence on data
volume.

Some adaptive learning methods have been proposed.
A dynamic performance evaluation strategy has been intro-
duced in [18]. During its update process, the model recon-
structs the training set based on a synoptic event. A dis-
advantage is that it cannot inherit the information obtained
from the previous training process. An adaptive combination
strategy based on Bayesian theory has been reported in [19],
multiple sub-models are combined with a Bayesian model
averaging technique. Each sub-model is weighted based on
training samples; higher weights are assigned to better per-
forming predictors. If the distribution of the training set and
the test set are different, the reliability of the model will
be affected. [20] has established an adaptive learning hybrid
model, linear models work together with a backpropaga-
tion neural network (BPNN). When a new group of data is
acquired, the model determines whether to add the data to the
previous dataset and retrain the BPNN model. This method
cannot inherit the experience gained from previous iterative
steps. Moreover, it depends on the labels of the test data. Its
updating rate is restricted by the forecast horizon. A novel
online adaptive learning framework is proposed in this paper.
Unlike the above-mentioned adaptive strategies, the proposed
method can inherit the knowledge obtained from the previous
training process. Knowledge can be incrementally accumu-
lated or selectively forgotten. More importantly, this method
avoids the use of test data labels. The following contributions
are made:

o A domain adaptive learning approach is proposed to

realize knowledge accumulation and selective forgetting
function.
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« A smooth embedding space is constructed, where the
mapped sample has a consistent mapping relationship
with its neighbor samples.

o Sub-models are weighted based on the performance of
neighborhood points, avoiding the dependence on test
set samples during iteration.

The rest of the paper is organized as follows, in section
II, the smooth embedding space and the domain adaptive
learning framework is introduced in detailed. Experiments
are detailed in section III, which is followed by conclusion
in section IV.

Il. MODEL CONSTRUCTION

A. SMOOTH EMBEDDING SPACE

A smooth embedding space is constructed in this sub-section,
where the neighboring samples have similar mapping rela-
tionships. In this way, test data can be replaced by its
neighboring points for knowledge selection. In other words,
if neighboring samples have similar mapping relationships
(f : x — y), the labels corresponding to adjacent points
in the feature space should have similar values. To this end,
a smooth loss function is proposed to evaluate the mapping
relationships’ consistency for a specific feature space. Sup-
pose all the training and testing data are projected to a new
feature space by mapping function ¢ € R"*9. the smoothness
loss function L is represented as equation (1).

n K . .

Z <y|xi§0T _ % Z y;l’el;zghbor |x;?ztghbor(pr>
i=1 k=1

=

argmin L = pr
7 ) neighbor 1
Z X — X @
i=1
)]
. . . ighbor .
where x; is the input feature of i sample, x;'/*"""" is the

neighboring points of x;, K is the maximum number of
neighbor points selected. x;p” is the projection of sample
x; in the new space and y|x;o” is its corresponding label.
By minimizing the loss function L, the adjacent samples in
the space will have similar label values. The sample should
present a smooth transition state. Define the original inputs
XOrigin ¢ R"*d _The mean of each feature has the form

1 n
W= > x (@)
i=1

XOrigin can be centralized by subtracting the mean from each
sample, the element in its /" row and jM column can be
characterized as XVo'"
Norm __ _Origin .

Xij T Ay —Hy 3)
Calculate the eigenvectors of XV ¢ is a combination of
the eigenvectors. When smoothness loss function L takes the
minimum value, ¢ at this time is the mapping function from
the original space to the smooth embedding space.
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B. DOMAIN ADAPTIVE LEARNING

In subsection II. A, a smooth embedding space is constructed.
On this basis, a domain adaptive learning algorithm is pro-
posed in order to track the changes in data distribution.
First, the training dataset is divided by sliding windows,
knowledge learned from different sliding windows is selec-
tively used in the prediction process. The Adaptive Boost-
ing (AdaBoost) learning strategy [21] is adopted, which can
generate a variety of sub-models while avoiding overfitting.
Suppose we have training dataset with n elements, noted as
{1, 91) o0, Gy ) xi € Réx*1 g the input feature, y; € R
is the label. Weak learners are generated as follows:

(1) Define the length of the sliding window as m. At step s,
sliding window contains data (x1+m*(s,1), y1+m*(s,1)) e
(Xmwss Ymws)-

(2) Call the learning algorithm f. Single hidden layer neu-
ral network is used as the base learner in this paper. The
number of hidden layer nodes is set to a random integer
between [2d, 5d].

(3) Each sample is assigned with a weight w;. In AdaBoost
regression, the iteration step is denoted by ¢, ¢ € [1, T'].

(4) At the initial stage, weights are evenly distributed
among all the samples, wf:l’tzl = 1/m. In the iterative
process, a)f’l is adjusted according to the estimation error.
The error of the instance i at step ¢ can be calculated as
Equation (4).

ey = (F' (x) —yi)° )

The PV panels cannot generate electricity at night, if the rel-
ative error is used, its denominator might be zero. Therefore,
variance is used in equation (4) instead of the relative error.

(5) Evaluate the performance of %' (x) according to equa-
tion (5).

gr=Y i (i) > & )

where &, in an index evaluates the model’s performance at
step ¢ . £ is an error threshold. As illustrated in Fig. 1,
the red bubbles represent the samples with large estimation
errors and the blue bubbles represent samples with smaller
estimation errors. If the estimation error is higher than the
threshold &, its weight will be enhanced in the next iteration.

(6) Sample weights are adjusted based on the rules pre-
sented in Equation (6).

o fer e —vil <&
-G s,t . .
Z e s Y ) =i > &

where ¢; € [0, 1], ¢ is a hyper-parameter used to control the
adjustment rate. When ¢; is close to 1, it means that most
samples have a prediction error larger than &, if & is close to
0, it shows that the model fits well with most instances. Z; is
a normalization factor chosen such that Equation (7) can be
satisfied.

Q)

Wrt1,i =

n
D ori=1 @)
i=1
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So far, multiple sub-models can be obtained. The model’s
output is a weighted combination of sub-models. Intuitively,
the sub-models with better performance in the target domain
should be assigned with higher weights. Test data is essential
to evaluate the performance of the sub-models. However, the
label of the test data is not available for the training phase.
A domain adaptive learning strategy is proposed to solve
this problem. As introduced in section II. A, all the data is
projected to a smooth embedding space, the adjacent samples
have similar mapping relationships; therefore, the test data
can be replaced by its neighbors for knowledge screening.
The implementation is as follows:

(1) Obtain the mapping ¢ according to Equation (1), all
the training samples and test samples are mapped to the low
dimensional smooth embedding space, marked as X 7" and
XTest. xiTrain7xiTest c Rd, XTrain(pT’XTest(pT c Rq’ q is the
dimension of the new space, g < d.

(2) Normalize the data, search the k nearest neighbors for
Train | Train ( Train | Train

each test sample. Let (x(l) Y1) Xy s Yay ) s

( (Trfg”“, y(Trf{;l”) be a reordering of the training data as pre-

sented in Equation (8).

<

= X(m)

Train Test
Hx(l) -

Train Test
Hx@) -

H Train __ Test

®)

(3) The validation dataset is composed of the selected
nearest k samples, shown as Equation (9).

Val Val Val Val
x™ { (1) X2y - x(ka>} ®)
(4) In Fig. 1, the orange bubble indicates the test data, and
the blue bubbles present the neighbors of the test data, which

are used as the validation dataset. Absolute error of each val-
idation sample can be calculated according to Equation (10).

al _ ( 5,1 (xiVal> ylVal)2 (10)

where /! is the model learned from the sliding window s at
iteration . The performance of the model can be character-
ized by the mean value of absolute error, noted as y;.

k
vi=1 Y el (11)
i=1

(5) A large y; indicates the model has a large error. At this
time, the model should be given a low weight. The output of
the adaptive model is given by Equation (12).

S tog () o)
s )

By continuously choosing the knowledge that consistent
with the target domain, the model can track the changes in
data distribution adaptively.

As shown in Fig. 1, the sample points with large errors
(sample 1, 2 of the base model 1 and sample 3, 4 of the base

Y = (12)
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FIGURE 1. The two-layer structure of adaptive ensemble learning.
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smooth embedding space features
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Test Neighbor Validation | Model
data search dataset evaluation

Domain adaptive learning

FIGURE 2. Block diagram of domain adaptive learning.

model 2) will have higher weights in the iteration process.
The weights of sub-models are decided by the estimation
errors of the neighboring points of the test data. The pseudo
code of the domain adaptive learning model is shown in
Algorithm 1.

The block diagram of domain adaptive learning is shown
in Fig. 2. Data is updated with sliding windows. Multiple
sub-models are generated through the AdaBoost strategy.
The sub-models are dynamically integrated according to their
fitness in the target domain. The fitness evaluation of the sub-
model does not depend on the label of test data. In domain
adaptive learning, the test data and the training data are
mapped to the smooth embedding space. The neighborhood
points of the test data are used to evaluate the adaptability
of the sub-models. The knowledge learned is represented by
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Algorithm 1 Domain Adaptive Learning Algorithm
Input

o Given training input (x;, y;),i = 1, ..., n. where x; xy; €
R x R

o Learning algorithm f.

o Length of sliding window m.

« Number of AdaBoost iterations T.

o Number of hidden nodes N (N € [2d, 5d]).

« Hyperparameter ¢.

o Number of neighborhood searches k.

o Number of sub-models to be selected Q.

Output

o Forecasting value Y for input X 7est

Algorithm:

1. Data normalization in Eq. (3).

2. Matrix decomposition.

3. Select a combination ¢ from the feature vectors to

minimize the smoothing loss function in Eq. (1).

4. Map the training data to the smooth feature space
through x¢.

5. for s = 1: floor (n/m), select training subset
X, yi),i=@6—Dxm+1,...,s xm.

6. Initialize the weight vector D; =L1=1 — 1 /mfor all .

7. fort < Tdo

8. Call the i" learner f; and provide it with the weight
D" of each sample.

9. Obtain the model f*' (x) — y through training.

10. Compute the forecasting error rate in Eq (4).

11. Adjust the weight of each sample in Eq (6).

12. end for

13. Adjust Z; such that ) 7| w41, = 1.

14. end for

15. Map X ¢ to the smooth embedding space.

16. Sort the distance of the neighbors according to

formula (8).

17. Choose the k nearest samples.

18. Calculate the error of each sub-model in Eq (10).

19. Select Q sub-models that consistent with the
distribution of the validation dataset, and use
them to
build an ensemble model.

20. Make prediction in equation (12).

21. Return y.

the structure and parameters of sub-models. As the number of
sub-models increases, knowledge can be accumulated. If the
weight of a sub-model is close to zero in the iterative process,
the knowledge it represents is selectively forgotten.

Ill. EXPERIMENT

A. DETAIL OF THE REAL-WORLD DATASETS

Three real-world datasets from the National Renewable
Energy Laboratory (NREL) [22] and E. E. P. Ltd., Australia
[23] are used:
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o The first dataset is provided by NREL, collected
at 39.742° North, 105.169° West, Solar Radiation
Research Laboratory, United States. Which span the
whole duration of the year 2019 sampled at 1-min inter-
vals.

o The second dataset is provided by NREL, collected
at 39.911° North, 105.235° West, Flatirons Campus,
United States, from 1% January 2015 to 31%' Decem-
ber 2018. This dataset is with 1-min interval.

o The third dataset is collected by E. E. P. Ltd. [23] from a
large scale PV station in Townsville, Australia (19.2500°
South, 146.7670° East 1%, January 1991 to 31 Decem-
ber 2015). Solar irradiance is collected every hour.

The NREL solar radiation research laboratory and the Flat-
iron campus have a continental climate, the average solar irra-
diation is higher in summer and weaker in winter. Townsville
has a subtropical climate. This experiment uses meteorolog-
ical features: solar irradiation, temperature, wind speed and
humidity. In addition to the directly measured meteorological
features, time and extra-terrestrial radiation are also used as
the model’s input. The experiment has used time sequence
input: 60 min, 65 min, 70 min, 1day, 2 days.

The domain adaptive learning has two main steps: smooth
embedding space construction and domain adaptive learning.
The former ensures that adjacent samples in the space have
similar mapping relationships, and the latter ensures that the
model adapts to the latest data distribution. The smoothness
performance before and after feature mapping is tested in
sub-section II.B, and the effectiveness of the domain adap-
tive learning is verified in sub-section II.C. Several similar
algorithms are introduced for comparison.

B. CONSTRUCTION OF SMIOOTHNESS EMBEDDING SPACE
The smoothing the embedding space is a feature space where
the adjacent samples have similar mapping relationships, that
is, a combination of features with a small smoothing loss
function. The data provided by the Solar Radiation Research
Laboratory is used in this experiment. The data from 1%
January to 31% January, 2019 is used as the training set, and
the data from 1% February to 28™ February is used as the
test set. Meteorological variables include solar irradiation,
ambient temperature, time, extraterrestrial radiation, wind
speed, and humidity. Smooth embedding spaces of different
dimensions are constructed. The smoothness indicators of
different feature combinations are shown in table I.

Among the commonly used meteorological variables, solar
irradiation, time, and extraterrestrial radiation have a low
smoothness loss function value. In contrast, the smoothness
loss function of temperature, humidity, and wind speed are
higher. As the forecasting horizon increases, the smooth-
ness index gradually deteriorates. Compared with the origi-
nal meteorological features, the mapped features have better
smoothness performance, and these features are decou-
pled from each other. In actual applications, the operator
can choose different smooth mapping spatial dimensions
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TABLE 1. Smooth index of different features.

Feature S'moothne.ss Smoothness
index train index test
60-min-ahead 48.9618 64.5118
65-min-ahead 51.7331 68.5657
Solar 120-min-ahead 85.2287 108.6343
irradiation 1-day-ahead 46.1377 70.7842
2-day-ahead 48.9840 69.3753
3-day-ahead 49.0547 63.3229
60-min-ahead 130.3931 170.5067
65-min-ahead 131.9256 171.9215
Ambient 120-min-ahead 138.1978 178.8751
temperature 1-day-ahead 131.8802 165.2405
2-day-ahead 129.5421 169.0150
3-day-ahead 128.9489 166.2390
Time Predict moment 39.3424 51.6458
Extraterrestrla 5 it moment 35.6037 54.0977
1 radiation
60-min-ahead 142.4923 171.2667
65-min-ahead 144.3949 175.1757
Wind speed 120-min-ahead 147.1348 175.7655
1-day-ahead 143.2361 171.5767
2-day-ahead 145.5398 173.5893
3-day-ahead 145.4378 175.7462
60-min-ahead 128.9532 171.8085
65-min-ahead 129.6318 172.5701
Humidity 120-min-ahead 133.9793 175.2225
1-day-ahead 132.3753 171.0260
2-day-ahead 129.0767 168.0861
3-day-ahead 131.8195 169.3117
Solar irradiation, ?mblent 440021 55.4883
temperature and wind speed
Temperature, qud speed and 104.2524 1332012
Humidity
One dlmenS}onal smooth 39.6102 524122
embedding space
Three d1men§10nal smooth 227384 34.5475
embedding space
Four dlmenglonal smooth 22 1446 35.0911
embedding space
Six dimensional smooth 20.8994 32,6910

embedding space

according to the amount of information that needs to be
retained. It can also be seen from the table I that the training
dataset’s smoothness indexes and the test dataset are highly
consistent. This shows the constructed smooth embedding
space can be generalized from the training set to the test
set. Smoothness index is not just a mathematical definition,
and physically it characterizes the smoothness of the label
transition in the feature space, as shown in Fig. 3.

Fig. 3(a) is plotted with the feature of solar irradiation,
time, and extraterrestrial radiation. Fig. 3(b) is plotted with
the feature of temperature, humidity and wind speed. Fig. 3(c)
shows the distribution of labels in the three-dimensional
smooth embedding space. In comparison, the features used
in Fig. 3(c) has a better smoothness performance. Intuitively,
if the label is distributed randomly, a slight disturbance in
the input can cause a significant difference in the output.
The model is prone to overfit in this case. It is worth noting
that the Smoothness index is defined based on the Euclidean
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FIGURE 3. The smoothness of label changes: (a) features with high
smoothness indexes, (b) features with low smoothness indexes, and
(c) smooth embedding feature space.

spatial distance, and the comparison of the smoothness index
of different feature combinations needs to be performed in the
same dimension.
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TABLE 2. Parameter settings of domain adaptive learning.

Parameter Value
AdaBoost iteration number 50

Activation function Tansig
Optimization function Momentum gradient descent
Learning rate 0.01
Maximum epochs 500
Optimization goal 0.001
Performance evaluation function SSE
Number of neighborhood points 5

C. SOLAR POWER FORECASTING EXPERIMENT

In this paper, a single hidden layer neural network is used
as the base learner. A variety of parameter configurations are
tested. The parameter settings of the domain adaptive learning
model are shown in the Table 2.

Some well-known data-driven solar power forecasting
methods are used for comparison (ANN [24], Gaussian
mixture regression (GMR) [16], SVM [25], ELM [13] and
clear-sky persistence model [26]). The model structure and
parameter settings follow the parameter settings in the ref-
erence. The ANN model has a single hidden layer struc-
ture with 30 hidden nodes. Competitive swarm optimization
approach is used for optimization. Radial basis function is the
activation function and root mean average error (RMSE) is
adopted as the fitness function. The GPR model has a squared
exponential covariance function, /0-fold cross-validation is
implemented for parameter selection. The SVM model uses
the radial basis kernel function, /0-fold cross-validation is
utilized for parameter tuning. The ELM has a single hidden
layer structure. The following hidden layer node numbers are
tested: 220, 260, 300, and 410, and the number with the best
performance is used as the ELM comparison model. All of
these algorithms have been fine-tuned. The clear-sky model
assumes the clearness index k; remains unchanged during the
forecast interval. k;is the ratio of the global horizontal irra-
diance to that extraterrestrial irradiance, It can be expressed
mathematically as Equation (13).

GHI,

Y3 (13)

kl‘+At = kt =
where At is the forecast horizon, I¢!" is the clear sky irradi-
ance at time ¢. k; is the clear sky index at time ¢, represents
the ratio of the actual solar irradiance to the theoretical solar
irradiance under the clear sky condition. For the persistence
model, the predicted solar irradiation can be calculated as
Equation (14).

GHI'V % = kI, (14)

where 1€ is the theoretical clear sky solar irradiance derived
using Equation (15) [27].

1€ = 951.39 x (cos )11 (15)

The forecasting time horizon is 60 min in this paper. Mean
bias error (MBE), mean absolute error (MAE), and RMSE
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FIGURE 4. Data division of the Solar Radiation Research Laboratory:(a)
initial state; (b) sliding process.

are currently the most popular metrics [3], the experiment
considers these options.

N
MBE = % 3 (?(xi) - Y(xi)) (16)

i=1

MAE = Z ‘Y(x,) = Y(x)

i=1

a7

N
RMSE = % ; (?(xi) _ Y(xl-)>2 (18)

where N is the number of training data. The first experiment
used the dataset provided by the solar radiation research
laboratory. In the initial stage, the data from 1% Jan. to 31%
Jan. is used as the training dataset. A sliding window is used
to select the test dataset. In the iteration process, the window
slides forward, and the sliding interval is 30 days. Each time
the sliding window moves, the previous step’s test dataset
is added to the training dataset. The division of training set
and test set are shown in Fig. 4. The red window represents
the training data, and the blue window denotes the test data.
The forecasting performance of different machine learning
methods are shown in Fig. 5.

Table 3 shows the average value of MAE, RMSE, and
MBE. The prediction error increases gradually in the first
six months, peaks in June, and then gradually decreases. The
seasonal differences lead to the changes in data distribution
and eventually bring the periodic change in error. The forecast
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FIGURE 5. Data distribution and models’ performance (Solar Radiation
Research Laboratory dataset): (a) MAE, (b) RMSE, and (c) MBE.

TABLE 3. Performance comparison (solar radiation research laboratory
dataset).

Algorithm MAE(w/m?) RMSE(w/m?) MBE(w/m?)
Domain 48.8530 94,6843 -5.3984
adaptive
learning

ANN 84.0367 126.6187 2.7501
SVM 86.6476 148.0981 33.0502
GMR 55.8532 106.7835 1.1504
ELM 79.1386 119.3766 2.6953
Persistence 67.2620 143.7483 45844

model

error is related to the model performance and is affected by
seasonal factors.

Among several comparison algorithms, GMR has better
prediction accuracy. The clear-sky persistence model has
also achieved reliable prediction results in this experiment.
Domain adaptive learning continuously selects and reorga-
nizes historical information in the forecasting process. It can
be seen from the results that although the advantage in MBE
is not apparent. Domain adaptive learning is more stable in
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FIGURE 6. Distribution of training set, test set and neighborhood samples.

terms of MAE and RMSE compared with the comparison
algorithms. In the next experiment, the mechanism of domain
adaptive learning will be illustrated in the experiment exper-
iments.

The key to the domain adaptive method is the knowl-
edge updating mechanism. It is realized by neighborhood
sample evaluation. This practice a compromise way because
the labels of the test data samples are unavailable in the
training stage. The feasibility of this means is verified in
the following experiment. The data of September is used as
the test dataset. Its neighbor points can be searched in the
smooth embedding space, as shown in Fig. 6. In the iterative
process, 50 sub-models are generated based on the AdaBoost
algorithm. The test dataset and its neighborhood points are
put into these models. Root mean square error (RMSE) of
the model is shown in figure Fig. 7. It can be seen from
the results that the test set and the neighborhood points have
different errors on these sub-models, but the trend is highly
consistent. Therefore, when the sample label of the test set is
not available, it can be replaced by the neighborhood point in
the historical data..The data from 1% Sep. to 30" Sep. is used
to demonstrate how the area adaptation algorithm works.

Knowledge obtained in the learning process is included in
different sub-models. The accumulation of knowledge can
be reflected in the growth of the sub-model number. Not
all the sub-models are equally important in the forecasting
process. For the AdaBoost ensemble learning, sub-models
with smaller cross-validation errors are assigned with higher
weights. The purpose of the domain adaptive learning is to
adjust the weights based on the model’s fitness to the target
domain. The representation of model fitness depends on the
target domain samples. If the test data is used to evaluate the
model’s fitness, one must wait until the actual label value is
obtained. Instead, this paper uses the test set’s neighborhood
points in the smooth embedding space as the validation data.

The following experiment is to verify the substitution effect
of neighborhood points on the test dataset. In this experiment,
50 sub-models are selected (generated from the ninth sliding
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FIGURE 8. Data division of Flatirons campus dataset.

TABLE 4. Performance comparison(flatirons campus dataset).

Algorithm MAE(w/m?) RMSE(w/m?) MBE(w/m?)
Domain
adaptive 87.6907 140.3673 1.9778
learning
ANN 121.7609 172.9699 6.0445
SVM 103.7532 159.8781 -3.1797
GMR 102.4603 159.2625 -5.3557
ELM 116.7895 175.2956 0.8243
Persistence 133.2884 2325613 -52.9914
model

window). The neighborhood points and the test samples are
used as the validation dataset. If the neighborhood points and
the test data have similar effects, the error trends of different
sub-models should be consistent. RMSE of the different sub-
models is shown in Fig. 7. It can be seen from the results
that the prediction errors of the test dataset and the neigh-
borhood samples have the same trend in these sub-models.
The best perform sub-models for the neighboring samples
also happened to be the best perform sub-models for the test
data. In the following two sets of experiments, data provided
by Flatirons Campus and E. E. P. Ltd. are used for further
verification.

Fig. 8 shows the data division of the training set and test set
in the Flatirons campus dataset. In this experiment, the sliding

198588

B Domain adaptive learning
250 RN
i SWM
- B GMR
g,E\ 200 ] ELM
= B Clear sky persistence
E
m
<<
=

\i 200 Clear| sky persistence
~ 150
%
£ 100
= ]
50 1
0
1 2 3 .4 5 6 7 8
Sliding window
(b)
1 Domain adaptive learning:
60 B AN
1 SWM
40 1 B O\R
o 1 ELM
\E 20__ B Clear sky persistence
E o =
= 20
= ]
T T T T T T T T T
1 2 7 8

3 Sliding window °
(c)

FIGURE 9. Model performance comparison (Flatirons campus dataset) :
(a) MAE, (b) RMSE, and (c) MBE.
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FIGURE 10. Data division of E. E. P. Ltd. dataset.

window’s span is 180 days, and each step generates 50 new
sub-models. The forecasting performance is shown in Fig. 9
and Table 4, the performance of ANN is not stable, and SVM
and GMR have achieved relatively better prediction results.
Due to the data’s poor stability, the prediction error of the
persistence model in this experiment is relatively high. In gen-
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FIGURE 11. Performance comparison (E. E. P. Ltd. dataset): (a) MAE,
(b) RMSE, and (c) MBE.

eral, domain adaptive learning has shown better performance
in MAE, RMSE, and MBE.

Fig. 10 shows the division of training set and test setin E. E.
P. Ltd. dataset. The length of the sliding window is 365 days.
MAE, RMSE. Fig. 11 and Table 5 shows the performance
comparison of different models. It can be seen that the domain
adaptive learning model has significant advantages in MAE
RMSE, but the benefit it is not prominent in MBE. The
experiment also shows that when the time axis is stretched to
the 25-year range, the data distribution has a cyclical change
pattern over the years. The error peaks in the 7" sliding
window and the 19" sliding window, and the error trough is
at the 14" sliding window. Compared with the previous two
experiments, forecasting models have lower MAE, RMSE,
and MBE value in this experiment.

There are several reasons why the forecasting models in
this experiment have lower error rates. First, the increase in
the data volume can reduce the risk of overfitting. Second,
the region has sufficient solar irradiation and clear weather.
Moreover, each sample used in this experiment is the average
of the data in one hour, which leads to better data stability.
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TABLE 5. Performance comparison(E. E. P. Ltd. dataset).

Algorithm MAE(w/m?) RMSE(w/m?) MBE(w/m?)
Domain
adaptive 22.74674 44.21007 -5.86547
learning
ANN 42.93479 65.1494 3.150263
SVM 31.64432 60.7089 13.67036
GMR 28.27839 52.4752 1.07478
ELM 4348772 66.02163 1.48506
Persistence 30.15786 61.604552 -2.02088
model

Even if the model used is the same, the model’s performance
is different when different data sets are used. Therefore,
the comparison should be performed under the same data
conditions.

IV. CONCLUSION

A domain adaptive learning approach is proposed in this
paper. Knowledge can be selectively accumulated or forgot-
ten in its iterative process to respond to the climate changes
in solar power forecasting. Unlike the existing adaptive pho-
tovoltaic power forecasting methods, this algorithm avoids
the use of test labels. Instead, the neighboring points in the
smooth embedding space are used to judge the fitness of
the sub-models. Experimental results show that the neighbors
have similar knowledge selecting performance with the actual
test set samples. Knowledge can be selectively updated or for-
gotten through domain adaptive learning. Comparative exper-
iments show that the proposed model has a distinct advantage
in terms of RMSE and MAE. In future work, the proposed
domain adaptive learning can be extended to the transfer
learning task; knowledge suitable for the target domain can
be extracted from different data domains. When the training
data of the target location is insufficient, the data from other
regions can be used as a supplement.
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