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ABSTRACT There exists a need of “image steganalysis” which reveals whether steganographic signals
are embedded in an image to improve information security. Among various steganalysis, Convolutional
Neural Networks (CNN) based steganalysis is promising since it can automatically learn the features of
diverse steganographic algorithms. However, the detection performance of CNN is degraded when an
image is intentionally resized by the nearest-neighbor interpolation before steganography. This is because
spatial frequency in a resized image gets high, which disturbs the training. In order to overcome this
shortcoming, in this article, we propose a preprocessing by using multiple steganography for intentional
image downsampling on CNN-based steganalysis. In the proposed preprocessing, steganographic signals
are additionally embedded into both resized original images and resized steganographic ones with the same
embedding key since difference of spatial frequencies between them gets obvious, which helps CNN learn
features. The reason why the difference gets obvious is that steganographic signals tend to be continuously
embedded into same pixels in resized images when they are additionally embedded. Thus, by training resized
images after the proposed preprocessing, the detection performance can be improved. Since the proposed
preprocessing is very simple, it does not greatly increase the training time of CNN. Our evaluation shows
accuracy in a model with the proposed preprocessing is up to 34.8% higher than that in the conventional
model when the same steganography is additionally embedded. Besides, we also show that the proposed
preprocessing yields up to 23.1% higher accuracy compared with the conventional one even when another

steganography is additionally embedded.

INDEX TERMS Steganalysis, deep learning, image downsampling, convolutional neural networks.

I. INTRODUCTION

Image steganography is a technique which hides information
in animage [1], [2], and it is concerned that attackers use it for
malicious purposes [3]. For example, terrorists can use image
steganography to share secret messages about the terrorism
[4]. To deal with such risk, it is necessary to build the effective
technique to reveal whether steganography is applied to an
image, and it is called “steganalysis”. The algorithms for
steganography is called “‘steganographic algorithms”, which
are divided into “‘spatial-domain steganography” and “JPEG
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steganography”. Spatial-domain steganography is applica-
ble to almost all of the image formats such as PNG, BMP,
and PGM. Steganographic signals are embedded into spatial
domain in an image by altering the least significant bit or
the low order 2 bits in some pixels, which are impercepti-
ble by human eyes. On the other hand, JPEG steganogra-
phy is applied to JPEG images. Steganographic signals are
embedded by modifying quantized Discrete Cosine Trans-
form (DCT) coefficients, which are components of JPEG
images. In particular, we focus on spatial-domain steganog-
raphy because it is applicable to more image formats. Thus,
hereinafter, the word ““steganography’’ means spatial-domain
steganography. The image obtained after steganography is
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called the ‘“‘stego image”, and the original image before
steganography is called the ‘“‘cover image”. Moreover,
the signal embedded by steganography is called ‘“stego
signal”’.

Existing steganalysis is mainly classified into the tradi-
tional Machine Learning (ML) based steganalysis [S], [6]
and the Deep Learning (DL) based steganalysis [7]-[9]. In
the traditional ML based steganalysis, handcrafted features
based on the stego signals in images are trained. Finally,
a trained binary classifier is used to detect whether stego
signals are embedded into an input image. Although the
traditional ML based steganalysis is useful for the targeted
steganographic algorithms, designing effective features is a
difficult task which needs strong knowledge of steganogra-
phy. Thus, the steganalysis which does not depend on hand-
crafted features is desired. To cope with the limitation of the
traditional ML based steganalysis, some researchers propose
the DL based steganalysis [7]-[9] that can automatically learn
effective features to detect stego images. In DL based ste-
ganalysis, a Convolutional Neural Network (CNN) is utilized
since it is suitable for extracting features from images. By uti-
lizing CNN, stego images obtained by various steganographic
algorithms can be detected without handcrafted features.
Although various steganalysis schemes have been proposed,
we pay attention to [9] as the most useful conventional
scheme because it is the state-of-the-art steganalysis that has
versatility for various steganographic algorithms.

Meanwhile, recent steganographic algorithms such as
WOW [10] and S-UNIWARD [11] tend to embed stego sig-
nals into noisy regions whose spatial frequencies are high
with modifying pixel by =1 embedding. In noisy regions,
the change of pixel values is drastic. Hence, stego signals
embedded into noisy regions are hard to be detected since the
change of pixel values by steganography is slight. In other
words, a steganographic algorithm avoids embedding stego
signals into smooth regions whose spatial frequencies are low.
Because of this characteristic, a shortcoming on CNN-based
steganalysis is concerned. That is, when an image is inten-
tionally resized by the Nearest-Neighbor Interpolation (NNI)
before steganography, the detection performance is degraded.
In the case where an image is resized by the NNI, the changes
of pixel values among neighboring pixels are sharp. As a
result, the regions with high frequencies are distributed over
a resized image, which means the spatial frequency of the
resized image is high. This is because a pixel value of the
original image itself is directly used as one of the resized
image. In this case, since the correlations among neighboring
pixels in resized images are originally complex, the slight
embedding impact is hard to be noticeable. This is why the
statistical modeling on resized images becomes more difficult
when stego signals are embedded in such resized images. As
a result, the useful features are hard to be obtained even by
CNN, which incurs deterioration in detection performance.
Thus, attackers can easily evade conventional CNN-based
steganalysis because image downsampling is a simple way
to make spatial frequencies of images high.
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In order to overcome the shortcoming, in this article,
we propose a preprocessing by using multiple steganogra-
phy for intentional image downsampling on CNN-based ste-
ganalysis. In the proposed preprocessing, stego signals are
additionally embedded into both resized cover images and
resized stego ones with the same embedding key since the
difference of spatial frequencies between them gets obvious,
which helps CNN learn features. The reason why the differ-
ence gets obvious is that stego signals tend to be continuously
embedded into the same pixels in resized images when they
are additionally embedded. By training resized images after
the proposed preprocessing, CNN can easily learn embedding
patterns of stego signals in resized images, which can improve
the detection performance. Thus, whenever resized images
are trained in CNN or inspected whether they are stego ones
or not, steganography is additionally applied to them by
the proposed preprocessing. For example, in the case where
steganography is additionally embedded into a stego image
once, a stego image to which steganography is applied twice
is obtained. Thus, in this case, an image is regarded as a
stego one if the trained model judges steganography is applied
to it twice; otherwise it is a cover one. Since the proposed
preprocessing is very simple, it does not greatly increase the
training time of CNN.

There exists work whose idea is similar to that of our work.
In that work [12], its goal is to detect inconsistencies occurred
during classification in image steganalysis by additionally
embedding steganography. In other words, that work is a
method that deal with the problem known as Cover Source
Mismatch (CSM). In supervised machine learning based ste-
ganalysis, we must prepare a database of images for con-
structing training and testing dataset. When these datasets are
created by images taken with a different conditions, various
factors such as filters, zooms and compression algorithms
are also different among the images. In this case, since the
datasets has a bias problem, detection performance can be
unreliable regardless of the approach of steganalysis. Thus,
solutions to CSM are very important for practical steganal-
ysis. On the other hand, our objective is to devise solutions
for improving the detection performance of steganalysis for
resized images. Thus, the most different point between two
works is the problem to solve. In additional to the targeted
problem, the contributions and results that we reveal in this
work are considerably different from those of that work. In
that work, the fact that additionally embedding is effective
in improving detection performance for resized images is not
demonstrated at all. Thus, our work is completely different
from that work and useful in the domain of steganalysis. The
contributions of this article are as follows:

1) We reveal the shortcoming that the NNI degrades the
detection performance of a state-of-the-art CNN-based
steganalysis even for known steganography.

2) We propose a preprocessing methodology overcoming
the shortcoming by additionally embedding steganog-
raphy. The proposed preprocessing is very simple and
does not greatly increase training time of CNN.
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3) To the best of our knowledge, this article is the first
study which shows both the deterioration in the detec-
tion performance of CNN-based steganalysis because
of image downsampling and countermeasures.

The rest of this article is constructed as follows. The attack
model and related work are introduced in Section II. The
shortcoming of the conventional CNN-based steganalysis
is explained in Section III. The proposed methodology is
described in Section IV. Various evaluation results and their
interpretations are shown in Section V. Limitation and future
work are explained in Section VI. Finally, the conclusions of
this article are presented in Section VII.

Il. ATTACK MODEL AND RELATED WORK

A. ATTACK MODEL

We assume terrorists try to share secret information about
terrorism by using image steganography [4]. For instance,
Terrorist A posts the image where information about the
day of the terrorism is embedded on the imageboard. Ter-
rorist B can understand secret information from the image
by extracting stego signals in accordance with a certain rule.
However, since the image just looks like a common image,
it cannot be exposed as a stego image by human eyes. Besides,
in the literature [3], [13], some researchers assume that a
hacker exploits the stego image where malicious codes are
embedded as stego signals to execute the malicious codes on a
user’s device downloading it. Thus, we also assume this type
of attack.

B. RELATED WORK OF STEGANALYSIS

There exist a lot of schemes for steganalysis, which are
roughly divided into “Traditional ML based steganalysis”
and “DL based steganalysis”’. The representative schemes are
explained in the next subsections.

1) TRADITIONAL MACHINE LEARNING BASED
STEGANALYSIS

Traditional ML based steganalysis utilizes handcrafted fea-
tures based on the stego signals extracted from images. In
many cases, a binary classifier such as a support vector
machine [14] or an ensemble classifier [15] is trained on the
basis of extracted features to discriminate cover images from
stego ones. In the practical scenario, the trained classifier is
utilized to determine whether a input image is a cover one or
a stego one.

Pevny et al. [5] propose a scheme leveraging the fact
that the characteristics between adjacent pixels are different
between natural images and stego ones. Authors focus on
the fact that a standard method for embedding stego signals
is the Least Significant Bit (LSB) replacement, in which
LSBs of individual cover images are replaced with stego
signals. That scheme utilizes higher order Markov chain for
modeling the difference between adjacent pixels in natural
images. That scheme can identify whether the difference is
due to steganography in accordance with deviations from the
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model. However, that scheme is applicable only to simple
LSB replacement. Recently, in order to make stego signals
undetectable, various steganographic algorithms which min-
imize an impact of embedding and select regions for embed-
ding in accordance with images are proposed.

To cope with various types of steganographic algorithms,
Fridrich et al. propose a Spatial Rich Model (SRM) [6]
which combines many diverse co-occurrence matrices to
form a large feature vector. The authors focus on the fea-
sibility that using submodels can consider various types of
relationships among neighboring pixels of images. By using
an ensemble classifier, that scheme can efficiently work
with high-dimensional handcrafted features and large train-
ing datasets. Thus, the SRM can deal with various types
of steganographic algorithms which are trained in the sub-
models. However, designing effective features is a difficult
task which needs strong knowledge of steganography. Thus,
steganalysis which does not depend on handcrafted features
is desired.

2) DEEP LEARNING BASED STEGANALYSIS

To deal with the difficulties on traditional ML based steganal-
ysis, many researchers propose steganalysis using DL that can
automatically learn effective features to detect stego images.
In general, a CNN is utilized since it is suitable for extracting
features from images. Like other kinds of artificial neural
networks, a CNN has an input layer, an output layer, and
various hidden layers. Some of layers are convolutional ones
using a mathematical model to pass on results to successive
layers.

Given that the SRM [6] possesses a similar architecture to
CNN, Tan and Li [7] propose the steganalysis using CNN.
The authors expected that a well-trained CNN should be
comparable to or even better than the performance of the
SRM. However, experimental results show that the method
is still inferior to the SRM since training time of CNN is too
long to create well-trained model efficiently.

In order to facilitate efficient training of CNN,
Qian et al. [8] propose a customized CNN-based model with
a predefined high-pass filter in preprocessing layer. In gen-
eral, the stego signals are very weak, which is greatly
impacted by image content. Since a predefined high-pass
filter can strengthen the weak stego signals and reduce the
impact of cover images, the performance can be improved.
Thus, compared to the SRM, that model achieves comparable
performance on BOSSbase [16] and ImageNet [17] dataset
without handcrafted features. However, a hand-designed fil-
ter such as a high-pass filter is detrimental to performance
of CNN depending on the characteristics of steganographic
algorithms. Hence, that model is inadequate to detect various
steganographic algorithms effectively.

In order to be flexible for various types of steganographic
algorithms, Boroumand er al. [9] propose a Steganalysis
Residual Network (SRNet) based model designed to mini-
mize the use of heuristics and externally enforced elements.
That model includes no fixed preprocessing layers such as
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a high-pass filter. This is because the network can automat-
ically learn the best filters for convolution via end-to-end
training. The key part of that model is to involve the so-called
residual shortcuts that have been shown in the literature
[18] to help learn the parameters in upper layers of deep
networks. Besides, average pooling of front segment is not
incorporated to prevent suppression of the stego signals. By
these techniques, that model can flexibly learn stego signals
and be applied to various steganographic algorithms without
heuristics and externally enforced elements. Although var-
ious steganalysis schemes have been proposed, we mainly
utilize [9] in the experiments after this section because it is
the state-of-the-art steganalysis model that has versatility for
various steganographic algorithms.

C. RELATED WORK OF STEGANOGRAPHY

In general, embedding stego signals affects the quality of
images. Thus, steganographic algorithms select pixels and
regions for embedding to minimize an impact of embedding.
As a representative steganography, Filler and Fridrich [19]
propose a steganography called HUGO-BD. In particular,
HUGO-BD tends to embed stego signals into edges that
are smooth along any direction in images. Embedding stego
signals into edges is effective to minimize an impact of
embedding because the edges are originally located in noisy
regions in images. However, stego signals along an edge
can be easily detected by existing steganalysis using features
based on distortion in every direction. In order to realize
more undetectable embedding, recent representative stegano-
graphic algorithms such as WOW [10] and S-UNIWARD
[11] tend to carefully embed stego signals into noisy regions
so as not to create edges after steganography. Thus, this
clever embedding can make it difficult to judge whether high
frequencies are caused by steganography or not.

lIl. SHORTCOMING OF CONVENTIONAL CNN-BASED
STEGANALYSIS MODEL

A. OVERVIEW OF THE SHORTCOMING

We assume that the detection performance on CNN-based
steganalysis is degraded when an image is resized by the
NNI before steganography. In the steganography used in this
work, stego signals are embedded by modifying pixel values
in cover images by =1 change. In this case, compared with the
cover images, the regions in which the changes of pixel values
among neighboring pixels become unnaturally sharp appear
in stego images because of an impact of embedding. This
means that the spatial frequencies of stego images are slightly
higher than that of cover ones. In other words, steganogra-
phy slightly increases the pixels whose pixel values sharply
change among neighboring pixels. Thus, in order to mini-
mize this impact, steganographic algorithms select pixels and
regions for embedding. In particular, stego signals tend to
be embedded into noisy regions whose spatial frequencies
are high because the slight changes of pixel values in such
regions are not perceptible by human eyes. Such embedding
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also makes it difficult for CNN-based steganalysis to detect
the signals. CNN-based steganalysis can find presence of
stego signals on the basis of slight differences of statistical
features between cover and stego images. The statistical fea-
tures are obtained from the correlations among neighboring
pixels. Because the correlations in noisy regions are com-
plicated, statistical modeling is not easy even for CNN. In
other words, CNN must find slight changes by steganography
from the complicated correlations among pixels. In normal
images without resizing, since regions with high frequencies
are limited, there exist regions in which embedding impacts
after steganography are noticeable. Hence, this fact results
in obvious differences of spatial frequencies between cover
and stego images. Since statistical modeling for such images
is relatively easy, the features about steganography can be
successfully obtained after long training process of CNN.
However, when an image is resized by the NNI,
the changes of pixel values among neighboring pixels are
extremely sharp. This is because a pixel value of the original
image itself is directly used as one of the resized image. As
a result, the regions with high frequencies are distributed
over a resized image, which means spatial frequency of the
resized image is originally high. Since correlations among
neighboring pixels in resized images are originally complex,
the slight embedding impacts are hard to be noticeable. In
this case, the differences of spatial frequencies between cover
and stego images are small in comparison to the differ-
ences in normal images. This is why the statistical modeling
becomes more difficult when stego signals are embedded
in resized images. Accordingly, the useful features are hard
to be obtained even by CNN, which incurs deterioration in
detection performance. Thus, this simple operation makes it
difficult for CNN-based steganalysis to detect steganography.

B. VALIDATION OF THE SHORTCOMING

In order to validate the degrading detection performance due
to the NNI, we evaluate the accuracy of the conventional
model [9] for the resized images and the cropped ones. In
this validation, we embed WOW at the embedding payload
0.4 bits-per-pixel (bpp). Fig. 1 shows how to create the
resized dataset and the cropped one. By using the NNI,
we resized the 10,000 original images from their original size
512 x 512 to 256 x 256 to obtain Resized Cover Images
(hereinafter, they are called RCI). Furthermore, we cropped
original images and only utilized the upper-left images of
them as Cropped Cover Images (hereinafter, they are called
CCI). This is because CNN is sensitive to the number of
the data. In other words, cropping is used in order to match
the size of original images to that of resized images without
downsampling. The results may depend on where the images
are cropped. However, these depend on the distribution of
noisy regions in original images. We use BOSSbase dataset
ver 1.01 [16] as an image dataset. Fig. 2 shows sample
images in BOSSbase dataset ver 1.01. As we can see from
Fig. 2, the difference between the upper-left region and the
central one of each image is dependent on an original image.
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FIGURE 1. How to create the resized dataset and the cropped one.

FIGURE 2. Sample images in BOSSbase ver 1.01.

This is why the location of images for cropping does not
necessarily impact the detection performance. Since cropped
images can be regarded as new images, they are used to
increase the number of dataset in related work [20]. Thus,
we only use the upper-left images in this experiment. After
obtaining two types of cover images, by embedding steganog-
raphy into CCI and RCI, we obtained 10,000 Cropped Stego
Images (hereinafter, they are called CSI;) and 10,000 Resized
Stego Images (hereinafter, they are called RSI;), respectively.
Finally, the 5,000 RCI and their 5,000 RSI; are trained by the
CNN, and the others are tested. Similarly, the 10,000 CCI and
the 10,000 CSI; are also evaluated by the same strategy. The
simulation parameters used in this simulation are the same
ones described in Section V-A.

Fig. 3 shows accuracy in SRNet [9] for the resized dataset
and the cropped one. As shown in Fig. 3, the training
for the resized dataset does not progress well until around
10,000 iteration whereas that for the cropped dataset pro-
gresses well. This is because high frequencies of resized
images disturb efficient training of CNN. Since WOW tends
to embed stego signals into noisy regions, there exist few
signals isolated in smooth regions. Thus, CNN should train
features by focusing on a slight difference in noisy regions
between resized cover images and resized stego ones. How-
ever, by the NNI, a spatial frequency of a resized image
inevitably gets quite high even if that of an original image is
low, and noisy regions are increased in RCI. Thus, although
spatial frequencies of RSI; get slightly high by steganog-
raphy, the difference of frequencies between the RCI and
RSI; is very small. In this case, because the training is more
difficult, CNN cannot learn features until it repeats training
to some extent. As a result, the detection performance of
CNN-based steganalysis is degraded because of the unclear
difference of frequency. In fact, the testing accuracy is up to
78.6% in the resized dataset whereas that in the cropped one
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FIGURE 3. Accuracy in SRNet for the resized dataset and the cropped one.

is up to 85.3%. Thus, we conclude that the requirement to
improve detection performance is to enlarge the difference of
frequency between RCI and RSI;.

This result demonstrates that the shortcoming is valid.
Because attackers only have to use the NNI, they can easily
evade the state-of-the-art CNN-based steganalysis. Although
there has been a study regarding the effects of image down-
sampling on traditional ML based steganalysis [21], to the
best of our knowledge, there has still been no studies which
investigate both the effect on CNN-based steganalysis and
countermeasures. Hence, our goal is to design a countermea-
sure against resized stego images created by the NNI.

IV. PROPOSED METHODOLOGY

In order to achieve our goal, we propose a preprocess-
ing by using multiple steganography for intentional image
downsampling on CNN-based steganalysis. Through many
inspections and experiments, we found the phenomenon that
recent steganographic algorithms tend to embed most stego
signals into the same pixels in resized images when they are
additionally embedded with the same embedding key. In the
case where steganography is embedded into resized images
twice, spatial frequencies of the Resized Stego Images to
which steganography is embedded twice (hereinafter, these
are called RSI,) get further high, and difference of frequen-
cies between RSI; and RSI; is enlarged. Thus, we assumed
that by leveraging this phenomenon, the requirement men-
tioned in Section III-B are met, and detection performance
is improved. We dare to apply steganography to RCI and
RSI; n times as preprocessing. The value of n is different
depending on embedding payloads of stego signals embedded
in images of a training dataset. This is because the degree of
enlarging the difference of spatial frequencies between RCI
and RSI; per one embedding is different for each payload.
Thus, we obtain RSI,, and RSI,,4+; which denote resized stego
images after n additional embeddings for RCI and RSIj,
respectively. Besides, we make CNN train RSI,, and RSI,,
instead of RCI and RSIy, respectively. Thus, when an image
is regarded as RSI,4 1, it turns out that it is a stego one;
otherwise it is a cover one. Since the proposed preprocessing
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is very simple, it does not greatly increase the training time
of CNN. In the following subsections, we first validate our
assumption and explain the reason why the difference of the
frequency is enlarged by additionally embedding. Finally,
the proposed preprocessing methodology is described.

A. VALIDATION OF OUR ASSUMPTION

In order to validate our assumption, we conducted simple
inspections in the case where stego signals are additionally
embedded up to twice. We show that the difference of fre-
quency between RSI; and RSI; is larger than that between
RCI and RSI; by using numerical value. In the following
subsection, we firstly describe how to numerically express a
frequency of each pixel and an image. After that description,
we show the comparison of RCI, RSIj, and RSI, with regard
to the frequencies of them.

1) NUMERICAL EXPRESSION OF FREQUENCY IN AN IMAGE
In order to numerically express a frequency of each pixel and
an image, we define two High Frequency Degree (HFD) for
them. For each pixel, we define the absolute values resulting
from convolving the high-pass filter with pixel values around
a targeted pixel as HFDpixe. This is because the higher a
spatial frequency around a pixel is, the larger the absolute
value is. In addition to that, we define the average of HFDyxel
in an image as HFDjp,ge. We select the following filter

1 2 2 2 -
2 -6 8 -6 2

HPF=| -2 8 —-12 8 =2, (1
2 6 8 -6 2
1 2 2 2 -1

as a high-pass filter, where HPF denotes the high-pass filter
used for calculating HFDpixe1 and HFDjage. This is because
it is commonly utilized in the domain of steganalysis [6],
[8], [22]. HFDpixe1 of p(x, y) which denotes a pixel value is
calculated as

4 4
Hpixel(x, y) = | Y Y h(i, pplx +i—2,y+j=2)|, (2)
i=0 j=0

where h(i, j) denotes an element of HPF of (1). Let Iinpu
denote a n x m input image. Himage(Iinput) Which denotes
HFDjmage Of Linput is calculated as

n—1m—1

1
Himage(linput) = m Z Z Hpixel (X, ¥). 3)

x=0 y=0

By using HFDpixe] and HFDjmage, we can numerically express
a spatial frequency of each pixel and an image.

2) COMPARISON OF HFDjmage

In order to confirm that the difference of HFDjmage gets
remarkable by additionally embedding steganography into
resized images, we inspected the averages of HFDjpage oOf
the 10,000 resized images when steganography is embedded
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TABLE 1. The average of HFDjy5e of the 10,000 resized images when
WOW is embedded at 0.4 bpp up to twice.

RCI RSI; RSIs
Average of HFDimage 99.501 99.786  100.389
Difference from the left value - 0.285 0.603

TABLE 2. The average of HFDjyage of the 10,000 resized images when
WOW is embedded at 0.2 bpp up to twice.

RCI RSI; RSIs
Average of HFDimage 99.501  99.591  99.805
Difference from the left value - 0.090 0.214

TABLE 3. The average of HFDjyage of the 10,000 resized images when
S-UNIWARD is embedded at 0.4 bpp up to twice.

RCI RSI; RSIs
Average of HF Dimage 99.501  99.753  100.375
Difference from the left value - 0.252 0.622

TABLE 4. The average of HFDjya¢e of the 10,000 cropped images when
WOW is embedded at 0.4 up to twice.

CCI CSIy CSIs
Average of HFDimage 32.214  32.865 34.145
Difference from the left value - 0.651 1.28

up to twice. Table 1 shows the averages of HFDjp,ge of the
10,000 resized images when WOW is embedded at 0.4 bits-
per-pixel (bpp) up to twice. Note that we create these stego
images by embedding stego signals with the same key. As
shown in Table 1, the difference of the average of HFDimage
between RSI; and RSI, is about 2.1 times larger than that
between RCI and RSI;. Meanwhile, Table 2 shows the aver-
ages of HFDjp,ge of the 10,000 resized images when WOW
is embedded at 0.2 bpp up to twice. As shown in Table 2,
the difference is enlarged although it is smaller than that in
the case of 0.4 bpp. Thus, multiple embeddings are required
so as to enlarge the difference of HFDjyage as large as that
in the case of 0.4 bpp. Besides, Table 3 shows the average
HFDjmage When S-UNIWARD is embedded at 0.4 bpp. As
shown in Table 3, there also exists the similar tendency in
embedding S-UNIWARD.

Meanwhile, Table 4 shows the average of HFDjyage Of
the 10,000 cropped images when WOW is embedded at
0.4 bpp up to twice. As shown in Table 4, the difference of
HFDjmage between CSI; and Cropped Stego Images which
steganography is embedded twice (hereinafter, these are
called CSIy) is also larger than that between CCI and CSI;.
These results mean that additionally embedding is effec-
tive in enlarging HFDjmage €ven in resized images although
the degree is small compared with HFDjp,ge in cropped
images. Furthermore, compared with Table 3, the average
of HFDjmage in RCI is about 3.1 times larger than that of
HFDjmage in CCI, and it means that the spatial frequencies
of resized images are considerably high.
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TABLE 5. The average ratio of pixels changed in 10,000 cropped images
and 10,000 resized ones after WOW is embedded at 0.4 bpp up to twice.
(The unit is %).

Image Returned

Type pixels +1 -1 2 2
Resized 2.30 283 0.0292 465 483
Cropped 5.57 6.16  0.135 41.6 46.6

From these results, our assumption is valid, and we con-
clude that enlarging the difference of frequency is possible by
additionally embedding. Therefore, we expect that detection
performance is improved by training RSI,, and RSI,,4 | instead
of RCI and RSIy, respectively.

B. ENLARGING DIFFERENCE OF FREQUENCY IN RESIZED
IMAGES

1) PIXEL MODIFICATION BY ADDITIONALLY EMBEDDING
When additionally embedding steganography into RCI,
the spatial frequencies of RSI, inevitably get higher than
that of RSI;. This is because most embedding changes tend
to continuously occur at the same pixels by additionally
embedding with the same embedding key. Table 5 shows the
average ratio of pixels changed in 10,000 cropped images and
10,000 resized ones after WOW is embedded at 0.4 bpp up
to twice. Because stego signals are embedded twice, pixel
values are moved to up to =2 away from original values in
cover images. Furthermore, when the signals are successively
embedded in the same pixels in different directions during
two embeddings, there exist pixels whose values return to
original values. As we can see from Table 5, more than 90%
of pixel values are moved to +2 away from original values,
which means stego signals tend to be successively embedded
in the same pixels regardless of image type. This is because
stego signals are embedded with the same key. The embed-
ding directions (£1) for each pixel are decided depending on
a random sequence based on a used key. When the same key
is used, the embedding simulator always generates the same
random sequence. In this case, unless the embedding costs of
pixels are largely changed during two embeddings, not only
targeted pixels but also embedding directions should be the
same ones. However, there exists the difference of the ten-
dencies between cropped and resized images. In comparison
with the ratio of +1 in resized images, that in cropped ones
is high. In particular, as for the ratio of +1, that of cropped
images is 3.33% higher than that of resized ones. The reason
why such difference appears is that there exist more pixels
with high frequencies in resized images. Fig. 4 shows the
distribution of HFDpixe in a cropped image and a resized one.
As shown in Fig. 4, the distribution of HFDyjxe; in a resized
image is widely spread compared with a cropped one. Thus,
when the first steganography is applied to RCI, most stego
signals are embedded into pixels whose HFDj;xe are high.
After the first embedding, although the distribution in RSTj is
changed, it is the slight change. Thus, since the cost of pixels
for embedding stego signals is hardly changed, the second
steganography also embeds most stego signals into the same
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FIGURE 4. The distribution of HFD,jye| in a cropped image and a resized
one.

pixels in RSI;. Besides, the directions of embedding are also
similar to the first embedding.

On the other hand, in CCI, the distribution is narrowly
spread. Because of the narrow distribution, the embedding
costs of pixels are easy to be changed during two embeddings.
Thus, stego signals tend to be embedded into different pixels
in cropped images compared with resized images.

2) EFFECT OF ADDITIONALLY EMBEDDING

Let py(x,y) denote a pixel value in a stego image after
steganography is applied n’ times. When n’ > 1, py(x, y) is
defined as

P (x,y) = pr_1(x,y) + ex(x,y), 4)

where ¢,/(x,y) € {—1,0,+1} mean embedding changes
by the n’-th embedding. Let pzf”“(x, y) denote a pixel value
next to p,y(x, y). Equation (4) is also applicable to pg‘?’“(x, y).

next

The difference dp,y/(x, y) between p,/(x, y) and p,;*(x, y) is
expressed as

dpy(x,y) = py(x,y) — pi*i(x, y). (5)

According to (4) and (5), dp,y(x, y) is represented as

dpy (x,y) = pw(x,y) — pi¥(x, y),
= pw—1X,y) + ey(x,y)
— P () — en ™ (x, ),
= dpy_1(x,y) + ey (x,y) — i (x, y),

= dpy—1(x,y) + Aey, (6)

where Ae,; means the changes of pixel values by the n'-th
embedding. When both p,y_;(x, y) and p"{ (x, y) are modi-
fied by &1, and p,y—1(x, y) > p"™ (x, y), Ae,y is represented
as

2’ lf en’(X, y) =1and 62?Xt(x,y) = —1’
Aey = =2, if ey(x,y)=—1and eg,e"t(x,y) =1, (7

07 l_f en’(xa y) = eE/eXt(xv )’)
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When only p,y_1(x, y) is modified by £1, and p,y_1(x,y) >

P (x, ), Aey is expressed as
A 1, if ew(x,y)=1and &i*(x,y)=0
e, =
" -1, if ey(x,y)=—1and e“eXt(x,y) =0.

In this work, the same key is used for every embedding. This
is why most stego signals tend to be repeatedly embedded
in the same pixels when steganography is applied to the
same image multiple times. Furthermore, embedding direc-
tions (1) for targeted pixels also tend to be the same as
the directions of the previous embedding unless embedding
costs of them are not greatly changed. As signals are addi-
tionally embedded in the same pixels to yield dp,/(x,y) =
dpy—1(x,y)+2anddp,y(x,y) = dpy—1(x, y)+1, the changes
of the pixel values around the pixels become sharp compared
with the previous state. Because stego signals are originally
embedded in stego images once, a cover image is always
equivalent to the previous state of a stego image even after
additional embeddings. In other words, the difference of pixel
values in cover images and that in stego images are equivalent
to dp,y—1(x,y) and dp,y(x, y), respectively. As a result, unnat-
ural regions in stego images appear prior to the appearance
in cover images by additional embeddings. This helps CNN
learn the impacts of embedding stego signals.

Furthermore,, after both p,y_»(x,y) and p“ext (x,y) are
modified in the same direction by the n’ — 1- th embeddlng,
changing only embedding directions for p,y_i(x, y) by the
n’-th embedding makes the embedding impact more notice-
able. For example, in the case where steganography is applied
to an image up to twice, namely ' = 2, py_o(x,y) >
P, (x, y) means peover(X, ¥) > Poover®: ¥)- Peover(x, y) and
PRXt (x, y) mean a pixel value in a cover image and a pixel
value next to peover(X, ¥), respectively. According to (6) and
(7), when the first embedding occurs to meet ej(x,y) =
€}'(x, y), the following equation is established

dpcover(x, ¥), 9)

where dpcover(x, ¥) means the difference between peover(x, ¥)
and pit (x,y). This means that the difference of pixel
values between a cover and a stego image is not changed
by the first embedding although signals are embedded in
both peover(x, y) and p2EE (x, y). After that, when the second
embedding changes p; (x, y) and p‘l’e“(x, y) to meet ex(x, y) =
1 and €5**'(x, y) = —1, according to (6) and (7), the follow-
ing equation is established

®)

dpi(x,y) =

dpa(x,y) = dpi(x,y) + 2. (10

In this case, the additional embedding makes the embed-
ding impact more clear. Consequently, when CNN compares
dpa(x, y) with dp1(x, y) instead of comparing dp;(x, y) with
dpcover(x, y), the presence of the stego signal gets more dis-
tinguishable. These phenomenons occur in various pixels
within an image, which achieves improvement of detec-
tion performance. In the above case, Hpixel(x, ) of p,y(x,y)
is larger than Hpixel(x,y) of p,y_1(x,y) due to definition
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FIGURE 5. The proposed preprocessing methodology.

in (1) and (2). In this case, since the spatial frequency greatly
increases, the differences of the spatial frequencies between
cover and stego images are enlarged, which helps CNN train
useful evidence of the presence of stego signals.

C. PREPROCESSING METHODOLOGY FOR RESIZED
IMAGES

In this section, we explain the proposed preprocessing
methodology in detail. Fig.5 shows the proposed preprocess-
ing methodology. As shown in Fig.5, the CNN trains RSI,, and
RSI, 41 instead of RCI and RSIj, respectively. In the testing
phase, we dare to embed steganography into unknown images
n times before they are tested by the trained model. When
unknown images are regarded as RSI,,4 1, it turns out that they
are RSI;; otherwise they are RCI. The value of # is differ-
ent depending on each embedding payload of stego signals
embedded in images of training datasets. In this methodology,
it is assume that unknown images are resized ones because
our scope is steganalysis for resized images. In the following
sections, we show the algorithm to describe the proposed
preprocessing step by step.

1) PREPROCESSING ON TRAINING PHASE
The training dataset of resized cover images is represented as

Cirain = {cill < < meover}, (1)

where mgover 1S the total number of cover images. Further-
more, the training dataset of resized stego images created
from ¢; € Ciain 1s represented as

k .k .
SuaP ) = (5 PMI1 < i < meover) (12)

where sa, p, and k denote embedded steganographic algo-
rithm, embedding payload, and a embedding key, respec-
tively. The number of resized stego images is equal to that
of resized cover ones since ¢; and ssa P are paired images.
Additional embedding with sa at p bpp is carried out for

s?a’p K g g8 1 e n(m p.k) denote the number of additional

train
embeddings for St(rﬁnp . N(sa,p,k) 18 determined by prelimi-

nary experiments. The experiments reveals how many times
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the additional embeddings are required to improve detection

(sa,p.k)
performance on S,

Thus, n(sa,p k) is changed depending on sa, p, and k. The
same k used in (12) is utilized for the additional embed-
dings. The training dataset of resized stego images after the
(sa,p,k)-th additional embedding is represented as

sa,p.k

Sn(m~1’»k) |1 <i < mcover)- (13)

)
train - {Si

Similarly, additionally embedding is also conduced for ¢; €
Cirain- The training dataset of resized cover images after the
N(sa,p,k)-th additional embedding is expressed as

sa,p,k

n(sap.k) I1 < < meover}- (14)

oy
Ctrain - {Ci

nm,p,k (sa,p,k) n(mvka)

€S train
are created.

. . n nm,p,k
By using pairs of c; € Cl;, ands;

for the training of CNN, a trained model M, Nesap )
Finally, M, , , s utilized to identify resized stego images in
the testing phase.

2) PREPROCESSING ON TESTING PHASE

In the testing phase, an unknown image without a label is
judged whether it is a stego image or not. A set of unknown
images is represented as

U= {uj|1 <J < Munknown} (15)

where mypknown 1S the total number of unknown images.
Depending on the prepared My, ), Nsapk) additional
embeddings are applied to u; € U. After that, a label of
uj € U is predicted by My, ;-
V. EVALUATION

In order to demonstrate the effectiveness of the proposed pre-
processing, we evaluate Accuracy (ACC) in various situations
with real image datasets. ACC is calculated as

TP + TN
~ TP+ TN+ FP+FN’
where TP, TN, FP, and FN denote the number of True Positive
(stego images are regarded as stego ones), True Negative
(cover images are regarded as cover ones), False Positive
(cover images are regarded as stego ones), and False Negative
(stego images are regarded as cover ones), respectively.

ACC

(16)

A. SIMULATION PARAMETERS

Table 6 shows our simulation parameters. We use the image
dataset called BOSSbase dataset ver. 1.01 [16] for our
experiments and evaluations. We obtained this dataset from
Binghamton website [24] to conduct our work. It contains
10,000 uncompressed gray scale images including landscape,
buildings, and animals with the size of 512 x 512. The
images are taken with eight different cameras. This is why
our experimental results directly demonstrate that the pro-
posed preprocessing is applicable even to an image actually
collected by a camera. The BOSSbase is a famous dataset
in the domain of steganalysis and steganography because it
is often utilized for experiments and evaluations. In order
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TABLE 6. Simulation parameters.

\ Name of parameter [ Value
Source BOSSbase [16]
Image dataset N“‘?‘"“ 10,000
Size 512 x 512
File extension .pgm
WOW [10]
Steganography S-UNIWARD [11]
HUGO-BD [19]
. 10,000
Number of training data (5,000 cover images and their stego ones)
Number of testing data . 10,000 .
(5,000 cover images and their stego ones)
. Trainin, 20
Bacth size } Tostin gg 70
Iteration 100,000
Used CNN-based steganalysis SRNet [9] and Xu-Net [23]
Used feature-based steganalysis SRM [6]

Simulation tool Python (TensorFlow)

to show the improvement of the detection performance in
resized images, the images are resized to 256 x 256 images
by the NNI as shown in Fig. 1. We randomly select 5,000
RCI from the resized images and their RSI; are utilized for
training on CNN model. The other 5,000 RCI and their RSI;
are used for testing. We use the C++ implementations of
steganographic algorithms which are downloaded from the
website [24] in order to embed stego signals with WOW [10],
S-UNIWARD [11], and HUGO-BD [19] in our evaluation.
Stego signals are embedded at 0.2 and 0.4 bits-per-pixel (bpp)
because they are the standard embedding payload which is
used to evaluate performance in various literatures [6], [8],
[9], [25], [26]. We use the same embedding key for different
images and different embedding times by the proposed pre-
processing. We decided how to generate stego images after
preliminary experiments described in Section V-B. We use
an optimal simulator for generating stego images. The batch
size in training, that in testing and iteration are 20, 40, and
100,000, respectively. In CNN, the batch size is the number
of samples in one training process or one testing process. One
iteration means one batch is processed. Thus, the CNN trains
100,000 times with the batch size of 20 in our simulations.
We utilize SRNet [9] as the state-of-the-art conventional
model for the evaluation. Moreover, we also use Xu-Net [23]
and Spatial Rich Model (SRM) [6] as traditional schemes
in our evaluation. Xu-Net is a representative CNN-based
steganalysis, which is known as fundamental CNN model for
steganalysis. In terms of SRM, many handcrafted features
for modeling noise component of images are extracted from
images. In our evaluation, an ensemble classifier [27] is used
for training SRM features and predicting the labels of input
images. SRNet and Xu-Net are implemented by TensorFlow
in Python. Moreover, we use the MATLAB implementation
of SRM obtained from the Binghamton website [24]. We cre-
ate Prop. (SRNet), Prop. (Xu-Net), and Prop. (SRM), namely
the proposed models made by incorporating the proposed pre-
processing with each conventional steganalysis and compare
these models. Thus, the proposed model trains resized cover
images and resized stego ones after additionally embedding
by the proposed preprocessing.
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B. PRELIMINARY EXPERIMENTS OF EMBEDDING KEY
We use the same embedding key for different images when
creating stego images. Furthermore, the same key is used
for different embedding times. We decided to generate stego
images with these strategies after preliminary experiments
regarding the correlation between the detection performance
and patterns of used keys. Table 7 shows the max testing ACC
of SRNet and Prop. (SRNet) for resized images in several
cases of used keys. In this experiment, WOW is embedded
at 0.4 bpp. The term ‘“First embedding” in Table 7 means
the embedding for creating stego images from cover ones.
Although the embedding is generally conducted once, our
work carries out multiple embeddings. Thus, we dare to call
the usual embedding for cover images ““first embedding”. In
terms of Prop. (SRNet), there exist two schemes depending
on the keys used for additional embeddings of the proposed
preprocessing. As shown in Table 7, the best testing ACC
is achieved when the same key is used for both different
images and different embedding times. When additionally
embedding with different keys is carried out for the case
where the first embedding is conducted with the same key,
the testing ACC is 0.5, which means additionally embedding
is not effective. In this case, because stego signals are not
embedded in the same pixels, such embedding makes the
statistical features of the signals more confused.

TABLE 7. The max testing ACC of SRNet and Prop. (SRNet) for resized
images in several cases of used key. (WOW is embedded at 0.4 bpp).

First embedding
Same key  Different key
Prop. (SRNet) with same key 0.856 0.500
Prop. (SRNet) with different key 0.500 0.500
SRNet 0.786 0.500

On the other hand, when the keys for the first embedding
are different among images, the detection performance is
not improved regardless of cases of keys used by additional
embedding. From these results, we conclude that a key used
for the additional embedding must be the same as the key used
for the first embedding to improve the detection performance.
This situation means that attackers create stego images with
the same key, which is a simple situation. However, to the
best of our knowledge, there is no useful study and effective
solution to resized stego images even in this simple situation.
To devise the practical solutions, we must deal with the
simple situation in the first place. Therefore, in the following
experiments in this work, we use the datasets created with the
same key.

C. COMPARISON WITH STATE-OF-THE-ART MODEL

In order to show the effectiveness of the proposed prepro-
cessing for resized images, we compare the Prop. (SRNet)
with SRNet. In this evaluation, the proposed preprocessing
embeds the same steganography as that embedded in RSI; at
0.4 bpp once. Thus, we obtain RSI; and RSI; by addition-
ally applying steganography to RCI and RSI;, respectively.
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TABLE 8. The max testing ACC of the Prop. (SRNet) and SRNet for resized
datasets. Payload is 0.4 bpp.

Model WOW  S-UNIWARD HUGO-BD
Prop. (SRNet)  0.856 0.829 0.717
SRNet 0.786 0.516 0.613

In SRNet, CNN simply trains the RCI and RSI;. In the Prop.
(SRNet), CNN trains RSI; and RSI; instead of RCI and RSI;,
respectively. Table 8 shows the max testing ACC of the Prop.
(SRNet) and SRNet for resized dataset. As shown in Table 8,
the Prop. (SRNet) improves detection performance for three
steganographic algorithms compared with SRNet. This is
because the difference of the average of HFDjyage between
RSI; and RSI, gets larger than that between RCI and RSI; by
the proposed preprocessing, which help CNN learn embed-
ding patterns. In particular, with regard to S-UNIWARD,
the testing ACC in the SRNet, is up to 51.6%, whereas the
Prop. (SRNet) achieves the testing ACC of 82.9%, 31.3%
higher than that of SRNet.

Furthermore, Fig. 6 shows the progress regarding ACC of
SRNet and the Prop. (SRNet) in the case where the same
steganography is additionally embedded at 0.4 bpp once.
As shown in Fig. 6(a), the training of the Prop. (SRNet)
for WOW progresses well whereas SRNet cannot efficiently
learn until around 10,000 iteration. Similarly, in the case of
HUGO-BD, the Prop. (SRNet) facilitates training of CNN as
shown in Fig. 6(c). In terms of S-UNIWARD, as shown in
Fig. 6(b), although the training of the Prop. (SRNet) does not
progress well until around 10,000 iteration, it finally over-
comes SRNet. With regard to the progress of training in the
Prop. (SRNet), only for S-UNIWARD, the progress is differ-
ent from the cases of WOW and HUGO-BD. This is because
there exist a few signals isolated in smooth regions in the
case of S-UNIWARD. Fig. 7 shows the pixels modified in a
resized stego image after each steganography is embedded at
0.4 bpp once. As shown in the top of Fig. 7(c), S-UNIWARD
embeds a few stego signals into smooth regions in the original
image in Fig. 7(a), and they are isolated. On the other hand,
WOW and HUGO-BD does not embed stego signals into
such regions as shown in Fig. 7(b) and Fig. 7(d). Since the
isolated signals can be useful features for CNN to discrimi-
nate RCI from RSIj, the training progresses auspiciously by
focusing on them in normal images. However, the training is
difficult in resized images. Thus, the additional embedding
is conducted by the proposed preprocessing to emphasize
the isolated signals. However, in the RSI», such signals may
disappear so as to minimize the distortion after the second
embedding of S-UNIWARD. In other words, after the sec-
ond embedding, some of the pixel values modified by the
first embedding may be returned to original pixel values. In
this case, the existence of isolated signals in RSI; is obscure.
Thus, since the obscure existence confuses whether features
around the isolated signals in the smooth regions are useful
or not, it is difficult for the Prop. (SRNet) which trains RSI;
and RSI, to learn features. As a result, useful features are
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FIGURE 6. The progress regarding ACC of the SRNet and the Prop. (SRNet) in the case where the same steganography is additionally embedded at

0.4 bpp once.
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FIGURE 7. The pixels modified in a resized stego image after each
steganography is embedded at 0.4 bpp once. Red and blue dots
denote +1 and —1 embedding, respectively.

not extracted until CNN trains to some extent, which causes
the poor training until 10,000 iteration in the Prop. (SRNet).
Finally, the Prop. (SRNet) can improve the detection perfor-
mance after adequate training.

These results mean the proposed preprocessing can help
the CNN to easily learn stego signals in the resized images.
Thus, we conclude that the proposed preprocessing is use-
ful for improving detection performance for resized stego
images.

Among three steganography, we found that HUGO-BD in
resized images is most undetectable steganography even in
the Prop. (SRNet) although it is relatively easy to be detected
in normal images. This is because the embedding strategy
of HUGO-BD tries to embed stego signals into the edges
that are smooth along any direction in images. In the normal
images, because the edge is very clear. Therefore, because
CNN should train the embedding pattern by focusing on the
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clear edge, stego signals are easy to be detected. However,
in the resized images by the NNI, because the clear edges
decrease, it is difficult for CNN to learn the embedding
pattern compared with the normal images.

D. VALIDATION WITH ANOTHER STEGANOGRAPHY

We evaluate the effectiveness of the proposed preprocess-
ing when steganography which is different from the origi-
nal one is additionally embedded into the RSI; once. For
example, it is supposed that S-UNIWARD is additionally
embedded into the RCI and the RSI; to which WOW
is originally embedded. In this case, the CNN trains the
RSI; where only S-UNIWARD is embedded and the RSI»
where S-UNIWARD is additionally embedded after WOW
instead of RCI and RSIy, respectively. Thus, the model learns
whether WOW is embedded into the images. In this eval-
uation, we evaluate the detection performance for WOW,
S-UNIWARD, and HUGO-BD. Additional steganography is
embedded at the same payload, which is 0.4 bpp as the origi-
nal steganography once. In this evaluation, the Prop. (SRNet)
with WOW, S-UNIWARD, and HUGO-BD mean the pro-
posed models that WOW, S-UNIWARD, and HUGO-BD
are additionally embedded by the proposed preprocessing,
respectively.

Table 9 shows the max testing ACC of the Prop. (SRNet)
and SRNet for resized datasets with the combination of
steganography changed. As shown in Table 9, the Prop.
(SRNet) with WOW, Prop. (SRNet) with S-UNIWARD, and
the Prop. (SRNet) with HUGO-BD can improve detection
performance in the cases where other steganographic algo-
rithms are originally embedded in comparison to SRNet. In
particular, as we can see from the testing ACC of the Prop.
(SRNet) with WOW for S-UNIWARD, the testing ACC is
74.7.%, and itis 23.1% higher in comparison to that of SRNet,
which is 51.6%. This is because WOW and S-UNIWARD are
based on the same basic idea that stego signals are embedded
into the noisy regions to evade steganalysis whereas their
detailed embedding methods are different. Thus, the proposed
preprocessing is effective to detect resized stego images even
when different steganography is additionally embedded.
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TABLE 9. The max testing ACC of the Prop. (SRNet) and SRNet for resized
datasets with the combination of steganography changed. Payload is
0.4 bpp.

Steganographic Prop. (SRNet) with

algorithm WOW  S-UNIWARD HUGO-BD SRNet
wWOow 0.856 0.827 0.790 0.786
S-UNIWARD 0.747 0.829 0.731 0.516
HUGO-BD 0.635 0.654 0.717 0.613

Although the detection performance can be improved by
additionally embedding different steganography, the ACC is
lower than that in the case where the same steganography
is additionally embedded. From these results, we conclude
that embedding the same steganography as embedded one is
promising for yielding best performance, which means the
proposed preprocessing is very effective in detecting resized
stego images created by known steganography. Because most
existing CNN based steganalysis schemes including SRNet
are based on supervised learning [7]-[9], [26], [28], they
focus on detecting known steganography. However, our eval-
uation results show that SRNet cannot deal even with known
steganography when it is embedded into resized images.
Thus, additionally embedding the same steganography as
the preprocessing is reasonable and useful for detecting the
known steganography in resized images.

E. EFFECT ON EMBEDDING PAYLOAD

In order to inspect the effect on the embedding payload,
we evaluate the detection performance of the Prop. (SRNet)
and SRNet for resized images when stego signals are embed-
ded at 0.2 and 0.4 bpp. As shown in Table 2, the difference
of spatial frequencies of cover images and stego ones is not
sufficiently enlarged by additionally embedding steganogra-
phy once in the case where stego signals are embedded at
0.2 bpp. Hence, since we expected the detection performance
of the Prop. (SRNet) is not sufficiently improved in this
case, we evaluate the detection performance changing the
number of additional embeddings up to 4 times. We create the
Resized Stego Images after 3 embeddings (RSI3), those after
4 embeddings (RSIy), and those after 5 embeddings (RSIs).
Note that we additionally embed the same steganography as
the one which is originally embedded in images of training
datasets at the same payload in this evaluation.

Table 10 shows the max testing ACC in SRNet and the
Prop. (SRNet) when the number of additional embeddings at
0.2 bppis changed up to 4 times. As shown in Table 10, SRNet
cannot train stego signals at all, and the testing ACC in SRNet
is 0.500, which is random judgement. This result means that
resized images created by the NNI incur terrible deterioration
in detection performance of SRNet when signals are embed-
ded at 0.2 bpp. Meanwhile, the Prop. (SRNet) can deal with
such resized images by introducing the proposed preprocess-
ing. In particular, with regard to WOW, the Prop. (SRNet)
with 4 embeddings achieves testing ACC of 84.8%, which is
34.8% higher than that of SRNet. However, as we expected,
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the Prop. (SRNet) with 1 embedding cannot improve detec-
tion performance unlike the case of 0.4 bpp. With regard
to WOW and HUGO-BD, at least 4 additional embeddings
are required to adequately help the CNN train stego signals.
Besides, in terms of S-UNIWARD, at least twice additionally
embedding is required. Hence, additionally embedding more
than 4 times is effective for detecting every steganography
embedded at 0.2 bpp in our evaluation.

In order to reveal the reason of these results, we inspected
the difference of average HFDimage between cover images
and stego images in each case. Table 11 shows the difference
of average HFDjp,ge between 10,000 resized cover images
and 10,000 resized stego ones in each case when stego signals
are embedded at 0.2 and 0.4 bpp. As shown in Table 11, when
the signals are at 0.2 bpp, the difference by one additional
embedding is less than 0.3 in all steganography. Further-
more, the difference is enlarged as the number of embeddings
increases. On the other hand, in the case where the signals
are embedded at 0.4 bpp, the difference of average HFDjmage
in each steganography gets more than 0.6 by additionally
embedding once. The reason why there exist these different
phenomenons between two payloads is that the quantity of
stego signals embedded at 0.2 bpp is small compared with
that at 0.4 bpp. Thus, in the case of 0.2 bpp, the difference of
HFDjmage is hard to be enlarged, which causes the increase of
additional embeddings.

In order to further evaluate the effect of multiple embed-
dings in the case of 0.4 bpp, we consider that WOW is
additionally embedded to RCI and RSI; to which WOW is
originally embedded, up to 4times. Fig. 8 shows training and
testing ACC in the Prop. (SRNet) when WOW is embedded
at 0.4 bpp. As shown in Fig. 8(a), the progresses of training
process in all cases are very similar. Furthermore, as shown
in Fig. 8(b), the testing ACC scores of Prop. (SRNet) with
multiple additional embeddings are also comparable to the
testing ACC of Prop. (SRNet) with 1 additional embedding.
Moreover, as shown in Table 11, the difference of HFDimage
gets large as steganography is embedded. These results mean
the difference of HFDjpage between RSI; and RSI is suffi-
cient to detect the stego signals. Thus, the results shown in
Fig. 8 mean that the number of required embedding times for
improving the detection performance is at least once in the
case where embedding payload is 0.4 bpp in our experiments.
Although embedding more than once is also effective in the
case of 0.4 bpp, the improvement seems to reach the ceiling.
Therefore, we conclude that additionally embedding more
than once is not entirely required in the case of 0.4 bpp.
Thus, multiple steganography embeddings are required only
when stego signals are embedded at a small payload. Fur-
thermore, since the proposed preprocessing is very simple,
it does not greatly increase the training time of CNN. From
these results, we conclude that the proposed preprocessing
can improve the detection performance in the cases of both
0.2 and 0.4 bpp without increasing computational cost on
CNN.
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TABLE 10. The max testing ACC in SRNet and the Prop. (SRNet) when the number of additional embeddings at 0.2 bpp is changed up to 4 times.

Model (cover images and stego ones trained in CNN) WOW  S-UNIWARD HUGO-BD
SRNet (RCI and RSI) 0.500 0.500 0.500
Prop. (SRNet) with 1 embedding (RSI; and RSI2) 0.500 0.500 0.500
Prop. (SRNet) with 2 embeddings (RSI2 and RSI3) 0.500 0.823 0.500
Prop. (SRNet) with 3 embeddings (RSI3 and RSI4) 0.500 0.793 0.527
Prop. (SRNet) with 4 embeddings (RSI4 and RSI5) 0.848 0.838 0.635

TABLE 11. The difference of average HFD;p 55 between 10,000 resized cover images and 10,000 resized stego ones with the number of additional
embeddings changed when stego signals are embedded at 0.2 and 0.4 bpp. The bold numbers are the minimum difference of average HFD;p a5 €nough

to improve the detection performance of CNN in our evaluation.

The number of embedding (cover images and stego ones trained in CNN)

WOwW S-UNIWARD HUGO-BD
02bpp O04bpp 02bpp 04bpp 02bpp 0.4 bpp

No embedding (RCI and RSI;)
Once (RSI; and RSI2)
Twice (RSIg and RSI3)

3 times (RSI3 and RSI4)
4 times (RSI4 and RSI5)

0.090 0.285 0.084 0.252 0.128 0.345
0.214 0.603 0.215 0.622 0.285 0.742
0.313 0.861 0.296 0.857 0.382 0.961
0.399 1.072 0.362 1.027 0.465 1.158
0.465 1.340 0.411 1.160 0.519 1.273
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FIGURE 8. Training and testing ACC in the Prop. (SRNet) when WOW is additionally embedded multiple times at 0.4 bpp.

TABLE 12. The max testing ACC for images resized by the NNI in the case
where SRNet, Xu-Net, and SRM are used.

Model WOwW S-UNIWARD HUGO-BD
02bpp O04bpp 02bpp O04bpp 02bpp 0.4 bpp
SRNet 0.500 0.786 0.500 0.516 0.500 0.613
Prop. (SRNet) 0.848 0.856 0.838 0.829 0.635 0.717
Xu-Net 0.505 0.514 0.502 0.510 0.504 0.524
Prop. (Xu-Net) 0.549 0.621 0.534 0.576 0.545 0.552
SRM 0.565 0.623 0.544 0.609 0.538 0.595

Prop. (SRM) 0.652 0.712 0.649 0.711 0.589 0.666

F. COMPATIBILITY WITH OTHER CONVENTIONAL
STEGANALYSIS

In order to confirm effectiveness of the proposed prepro-
cessing for other steganalyzer, we also evaluate Xu-Net and
SRM as a CNN-based steganalyzer and a feature extrac-
tion based steganalyzer, respectively. Table 12 shows the
max testing ACC for images resized by NNI in the case
where SRNet, Xu-Net, and SRM are used. Prop. (Xu-Net)
and Prop. (SRM) mean that the methods in which the pro-
posed preprocessing is combined with Xu-Net and SRM,
respectively. Note that additionally embedding is conducted
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4 times for the case of 0.2 bpp although it is performed
once for the case of 0.4 bpp. This is because the detection
performance for WOW at 0.2 bpp is not improved until
stego signals are additionally embedded 4 times. As shown in
Table 12, the proposed preprocessing is effective in improv-
ing the detection performance of all of three conventional
schemes.

In terms of Xu-Net, according to the literature [23],
Xu-Net achieves about 80% ACC for normal images in which
S-UNIWARD is embedded at 0.4 bpp. However, the ACC
of Xu-Net for S-UNIWARD in resized images is 51%. This
result demonstrates that the effect of the NNI also degrades
the detection performance of a basic CNN-based steganaly-
sis. When the proposed preprocessing is incorporated with
Xu-Net, the testing ACC of Prop. (Xu-Net) for S-UNIWARD
at 0.4 bpp is 6.6% higher than that of Xu-Net. Furthermore,
in the case of S-UNIWARD at 0.2 bpp, the testing ACC of
Prop. (Xu-Net) is 3.2% higher than that of Xu-Net. Similarly,
Prop. (Xu-Net) can also improve the performance for WOW
and HUGO-BD. However, in comparison to Prop. (SRNet),
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Prop. (Xu-Net) is not very effective in detection of the images
resized by NNI in the cases of both 0.2 and 0.4 bpp. In
particular, the ACC tends to be lower than that of the other
schemes in the case of 0.2 bpp. This is because the stego
signals emphasized by the proposed preprocessing are not
learned effectively during the training of Xu-Net. Further-
more, it is possible that the useful stego signals are suppressed
because of average pooling layer used after each convolu-
tional layer in Xu-Net. Meanwhile, in SRNet, the average
pooling is not introduced in the front layers to avoid such
disadvantage. In addition to that, residual learning is not used
in Xu-Net unlike SRNet. In residual learning, the architecture
called ““residual shortcut” is involved. Introducing residual
shortcut helps learn the parameters in upper layers of deep
networks although the parameters in upper layers are typi-
cally hard to be learned. In particular, the training of stego
signals in resized images is difficult compared with normal
images. Thus, in resized images, our results show that even
features emphasized by the proposed preprocessing cannot
efficiently be learned without residual learning. From these
results, we conclude that the proposed preprocessing is not
very compatible with Xu-Net although the performance is
improved.

As for SRM, the proposed preprocessing is effective in all
cases. Particularly, for S-UNIWARD at 0.2 bpp, the testing
ACC of Prop. (SRM) is 10.5% higher than that of SRM.
Thus, the results demonstrate that the proposed preprocessing
is applicable to not only CNN-based steganalysis but also a
traditional feature extraction based steganalysis.

G. VALIDATION OF IMAGE DOWNSAMPLING METHOD
Although we utilize the NNI to show the shortcoming of
SRNet, recent image downsampling methods are sophisti-
cated and resize images so that the looks of resized images are
smooth. In other words, high frequency does not occur much
in the resized images by a sophisticated image downsampling
method. Thus, we evaluate the effect by the kind of image
downsampling algorithms, namely the NNI and the sophisti-
cated one. We use Bilinear [29] and Bicubic interpolation [30]
as the sophisticated image downsampling method. In Bilinear
interpolation, each pixel of a image is complemented on the
basis of 4 pixels around the complemented one. On the other
hand, in Bicubic interpolation, each pixel of a image is com-
plemented on the basis of 16 pixels around the complemented
one. These interpolation are known as the methods which can
minimize loss of information contained in a image. In fact,
some researchers adopt Bicubic interpolation to resize images
when they create reasonable image dataset [31], [32].

In this evaluation, we only use WOW at 0.4 bpp. Table 13
shows the max testing ACC of SRNet [9] for cropped images
and resized images created by each downsampling method.
As we can see from Table 13, the only NNI degrades the
detection performance of SRNet, which is state-of-the-art
CNN-based steganalysis. In comparison to cropping, the test-
ing ACC in most cases of Bilinear and Bicubic are improved
rather than be degraded except for the case of Bicubic for
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TABLE 13. The max testing ACC of SRNet for cropped images and resized
images created by each downsampling method. (Payload is 0.4 bpp in all
steganographic algorithms).

Downsampling

WOW  S-UNIWARD HUGO-BD
method
Cropping 0.853 0.847 0.874
Nearest 0.786 0.516 0.613
Bilinear 0.965 0.938 0.932
Bicubic 0.896 0.886 0.854

TABLE 14. The average of HFDjja0e Of the 10,000 resized images made
by each image downsampling metfwd.

Downsampling method RCI RSIy Difference

Nearest 99.501  99.786 0.285
Bilinear 22772 23.535 0.763
Bicubic 39.790  40.358 0.568

HUGO-BD. This is because the Bilinear and the Bicubic
interpolations resize images to make sure that the changes of
pixels among neighboring pixels are smooth, which means
the resized images with low frequencies are created. Table 14
shows the average of HFDjp,ge of the 10,000 resized images
made by each image downsampling method. As shown in
Table 14, the HFDjmage of RCI in Bilinear and Bicubic are
low compared with that of Nearest, which means that the
spatial frequencies of RCI created by sophisticated methods
are low. Furthermore, the differences of HFDjp,ge between
RCI and RSI; in the cases of Bilinear and Bicubic are large
compared with the case of Nearest. These results mean that
the differences of spatial frequencies between resized cover
images and resized stego ones are noticeable in the case
of sophisticated methods as with cropped images. Because
statistical modeling on such images is relatively easy, CNN
can find the presence of stego signals because of the obvious
difference. From these results, we conclude that the Bilinear
and the Bicubic interpolations are rarely used by attackers
because they want to make the detection of stego signals dif-
ficult. Since we can easily assume that attackers intentionally
use the NNI to evade the detection, countermeasures which
are intended for the NNI are required. However, there has still
been no studies which investigate useful countermeasures.
This fact motivates us to devise the proposed preprocessing
for the NNI. Thus, from the perspective of security, we regard
this work as a method which is intended for images resized
by the NNI.

H. EFFECTIVENESS FOR OTHER DOWNSAMPLING
METHODS

As described in Section V-G, the other downsampling meth-
ods except for the NNI would rarely be used by attackers.
However, since it is possible that images resized by other
downsampling methods are used as cover ones, the general-
ization of the proposed preprocessing is important for future
work of steganalysis. Therefore, we evaluate whether the
proposed preprocessing is applicable to other downsampling
methods. Table 15 shows that the max testing ACC of SRNet
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TABLE 15. The max testing ACC of SRNet and the Prop. (SRNet) for
images resized by each downsampling method. (Payload is 0.4 bpp in all
steganographic algorithms).

Method Model WOW  S-UNIWARD HUGO-BD
Nearest SRNet 0.786 0.516 0.613
Prop. (SRNet)  0.856 0.829 0.717
Bilinear SRNet 0.965 0.938 0.932
Prop. (SRNet)  0.966 0.979 0.959
Bicubic SRNet 0.896 0.886 0.854
Prop. (SRNet)  0.940 0.950 0.900

and the Prop. (SRNet) for images resized by each down-
sampling method. Payload is 0.4 bpp in all steganographic
algorithms. As shown in Table 15, the detection performance
is improved in all cases. Thus, the results demonstrate that the
proposed preprocessing is also applicable to images resized
by other downsampling methods besides the NNI.

VI. LIMITATION AND FUTURE WORK

In this work, the key used for additional embedding must be
the same as the key used for the first embedding to improve
the detection performance. In other words, this situation
means that attackers create stego images with the same key.
The ideal scenario is the case where the first embedding is
conducted with different keys because it should be regarded
as operations by attackers. However, to the best of our knowl-
edge, there is no useful study and effective solution to resized
stego images even in the simple situation. In order to devise
the solutions, we must conduct academic investigation in the
simple situation in the first place. Furthermore, since there
exist studies [33] and [34] which suppose the scenario where
stego signals are always embedded with the same key, such
scenario is not unlikely. Therefore, in this work, we conduct
experiments in the simple situation where the same key is
always used for different images and additionally embedding.
We reveal that there exist the cases where the detection per-
formance for resized stego images can be improved, which
is important for future work of steganalysis and information
forensics. At this stage, using the same key is required to
improve detection performance. Thus, we think that our work
is the first step of study for improving detection performance
for resized stego images. In order to realize more practical
methods, the keys used by attackers or locations of modified
pixels (payload locations) must be estimated. In literature
[34], an estimation of payload locations has been studied,
which is promising work to provide clues that lead to the
recovery of the embedding key. By applying that estimation
scheme to our work, more practical schemes which yield the
equivalent to the effect on our results may be devised in the
future. As future work, we plan to research such feasibility
and countermeasures in practical situations on the basis of
results of this work.

VIi. CONCLUSION
In this article, we have proposed a preprocessing by using
multiple steganography for intentional image downsampling
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on CNN-based steganalysis. Whenever resized images are
trained in CNN or inspected whether they are stego ones or
not, steganography is applied to them by the proposed pre-
processing. Since the proposed preprocessing is very simple,
it does not greatly increase the training time of CNN. Our
evaluation results demonstrate the proposed preprocessing is
useful to deal with resized stego images created by the NNI
although the state-of-the-art CNN based steganalysis cannot
deal with them at all. Furthermore, the proposed preprocess-
ing is also effective even when different steganography is
additionally embedded. Although the proposed preprocessing
is useful, we should devise a more practical way which yields
the comparable effectiveness to it. This work would be a first
step of countermeasures against resized stego images and
contributes to future studies in steganalysis and information
forensics.
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