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ABSTRACT In recent years, due to the frequent occurrence of network intrusions,more andmore researchers
have begun to focus on network intrusion detection. However, it is still a challenge to detect unknown attacks.
Currently, there are two main methods of unknown attack detection: clustering and honeypot. But they still
have unsolved problems such as difficulty in collecting unknown attack samples and failure to detect on time.
Zero-Shot learning is proposed to deal with the problem in this article, which can recognize unknown attacks
by learning the mapping relations between feature space and semantic space (such as attribute space). When
the semantic descriptions of all attacks (including known and unknown attacks) are provided, the classifier
built by Zero-Shot learning can extract common semantic information among all attacks and construct
connections between known and unknown attacks. The classifier then utilizes the connections to classify
unknown attacks although there are no samples for unknown attacks. In this article, we first propose to use
Zero-Shot learning to overcome the challenge of unknown attack detection and illustrate the feasibility of
this method. Secondly, we then propose a novel method of Zero-Shot learning based on sparse autoencoder
for unknown attack detection. This method maps the feature of known attacks to the semantic space, and
restores the semantic space to the feature space by constrains of reconstruction error, and establishes the
feature to semantic mapping, which is used to detect unknown attacks. Verification tests have been carried
out by using the public dataset NSL_KDD. From the experiments conducted in this work, the results show
that the average accuracy reaches 88.3%, which performs better than other methods.

INDEX TERMS Zero-shot learning, network intrusion, unknown attack detection, sparse semantic
autoencoder.

I. INTRODUCTION
In the real network environment, attackers continuously
change their behavior and search for unknown vulnerabili-
ties to bypass the traditional security mechanism. Therefore,
unknown attacks grow at a rate of more than 125% every
year, and it is expected that there will be a new unknown
attack every day until 2021 [1]. It is difficult to identify
unknown network attacks since it would take an average
of 312 days to obtain the full information of an attack [2].
Current security systems, such as Security Information and
Event Management (SIEM), are ineffective because 85%
of network intrusions detected attacks within weeks after
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they occurred [3]. The technology of intrusion detection has
gradually become the focus of security researchers [4]–[8].
Researchers proposed various intrusion detection systems
based on machine learning [9]–[13],among which supervised
or semi-supervised learning methods have become the main-
stream [14]–[19]. However, the traditional machine learning
methods cannot identify the emerging unknown attacks on
time, so unknown attack detection is still a difficult issue.

In recent years, researchers have made great achievements
in network intrusion detection and unknown attack detection.
For the network intrusion detection, Pervez and Farid [20]
proposed a method of intrusion classification based on
the combination of feature selection and the Support
Vector Machine (SVM) classifier, which maintained the
classification accuracy of the SVM classifier and improved
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the classification ability of the intrusion detection sys-
tem by reducing the input features of training data.
Ganapathy et al. [21], [22] studied a variety of intelligent
feature selection and classification techniques in detail and
proposed an Intelligent Agent-based Enhanced Multiclass
Support Vector Machine algorithm, which can detect the
intruders in a distributed database environment. Although this
model has a high detection rate, it focuses on intrusion detec-
tion rather than unknown attack detection. Kim et al. [23]
preprocessed the data by utilizing data transformation and
normalization, and they then inputted these data into the deep
neural network (DNN) model. As the DNN algorithm was
applied to the preprocessed data refinement, the model was
established, and the whole KDDCup 99 dataset [24] was used
for verification. The experimental results show that the DNN
model is good in intrusion detection. Kim et al. [25] con-
structed an IntrusionDetection System (IDS) detectionmodel
using the same method. The difference is that they intro-
duced the long and short term memory (LSTM) architecture
into the recursive neural network model, and achieved good
results. However, even if all the hyperparameters in the neural
network did not change, the performance of the IDS would
change due to different data sets. Ashfaq et al. [14] proposed
a novel fuzziness based semi-supervised learning approach
by utilizing unlabeled samples assisted with a supervised
learning algorithm. A single hidden layer feed-forward neural
network (SLFN) is trained to output a fuzzy membership
vector, and the sample categorization on unlabeled samples is
performed using the fuzzy quantity. After merging each class
into the training set, the classifier finally performed well on
the NSL_KDD dataset [26].

Most of the above methods are based on supervised or
semi-supervised, which can accomplish the task of anomaly
detection well. However, they are not suitable for unknown
attack detection due to the difficulties in collecting samples
and delays in the detection process. For the detection of
unknown attacks, Saied et al. [27] introduced the artificial
neural network (ANN), which uses the known DDOS attacks
as the training set to detect unknown DDOS attacks. Com-
paredwith the traditional method, the accuracy of this method
is up to 98%. However, this method can only be used to
identify a single attack type. Wang et al. [28] proposed a seed
extension (SE) cluster technology for early attack detection.
The unsupervised algorithm cluster has advantages over the
traditional k-means algorithm. Lobato et al. [29] proposed an
adaptive threat detection architecture to solve the problem
that the previous work could not detect unknown attacks
in real-time. This architecture transmitted the attack data
collected from the honeypot in the network to the training
model in real-time, that is, added the attack data to the training
set in real-time. However, this method relies too much on
extracting information from the honeypot. Rivero et al. [30]
proposed a method of network intrusion detection based on
Grassmann.In the learning phase, the decision tree is used
to extract rules to generate attributes. In the inference phase,
Grassmannmanifold is used to calculate the distance between

unknown attacks and known attacks. This method mentions
the Zero-Shot Learning method, but it does not establish the
relationship between known attacks and unknown attacks in
the learning stage, so it is not the real Zero-Shot Learning.
Although in machine learning, there are some techniques that
can be used to classify unknown data, in the field of attack
detection, people not only need to find out the unknown data
but also need to distinguish what attack it comes from.

The current studies of the unknown attack detection have
made several achievements, but these methods still have
many problems, such as the detected attack class is single,
the attacks samples are difficult to obtain, existing models
cannot detect attacks in real-time, and there is a lot of resource
consumption. At present, the detection of unknown attacks
is mainly based on the method of clustering or honeypot.
Among them, the method based on clustering needs a suf-
ficient number of attack examples, but the occurrence of
unknown attacks is uncertain, and it is often difficult to
collect a sufficient number of attack examples in a short
time, so it is difficult to detect the unknown attack effectively
on time. As for honeypot based methods, when collecting
attack samples, need to consume a lot of resources to build
a honeypot system that can deceive attackers. Meanwhile,
honeypot systems still have the risk of being used by cunning
intruders to attack other systems in turn. Compared to the
above methods, the Zero-Shot Learning(ZSL) method, which
detects the unknown attack only by its semantic description,
is faster than the clustering-based method and consumes
significantly fewer resources than honeypot-based method.

In this article, firstly, we propose to use ZSL to overcome
the issue of unknown attack detection and illustrate the fea-
sibility of this method. In this part, we describe two pre-
conditions for applying ZSL method in the unknown attack
detection, which is obtaining the semantic description of the
attack and establishing the relationship between known attack
and unknown attack. Then the feasibility of this method is
explained. Secondly, due to the poor performance of exist-
ing ZSL methods for unknown attack detection, inspired
by the semantic autoencoder model from Breiman [31],
we propose a novel method of ZSL based on autoencoder
for unknown attack detection. This method maps the fea-
ture of known attacks to the semantic space, and restores
the semantic space to the feature space by constrains of
reconstruction error, and establishes the feature to seman-
tic mapping, which is used to detect unknown attacks. The
method maps the features of known attacks to the semantic
space, associates them with corresponding semantics, and
establishes the feature-to-semantic mapping. On this basis,
to extract semantic information more effectively, we apply
the constraint of reconstruction error to restore the semantic
space to the feature space, which strengthens the feature to
semantic mapping. This mapping is used to detect unknown
attacks. Verification tests have been carried out by using the
public dataset NSL_KDD. The results show that our new
ZSL method is suitable for unknown attack detection and is
superior to other methods.
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The main contributions of this article are as follows:
(1) We first propose to use ZSL to overcome the challenge

of unknown attack detection and illustrate the feasibility of
this method theoretically.

(2) We propose a novel ZSL method for unknown attack
detection, whichmaps the semantic information to the seman-
tic space for semantic correlation and by the constraints of
error reconstruction restores the semantic space to the origi-
nal semantic information. Experimental results show that this
method can extract semantic information more effectively.

The remainder of this article is organized as follows. The
related works are in section II. In section III, we describe
the methodology of ZSL for unknown attacks detection.
In section IV, we propose our novel method of ZSL for
unknown attacks detection. Section V is the conclusion.
Section VI is about future work.

II. RELATED WORK
ZSL is an emerging method, which has been widely used in
computer vision, machine translation, and other fields. It is
mainly used to recognize new classes that appear after the
end of the training phase. The ZSL method can be divided
into two phases: the learning phase and the inference phase.
Before the learning, the semantic information of the classes
(both seen classes and unseen classes) needs to be obtained
first. Then, all the semantic information is summarized to
form the semantic description library. The learning phase
aims to establish mapping relations between original features
and semantic features by learning the projection from feature
space to semantic space (such as attribute space). In the infer-
ence phase, the new attack class generates its semantic vectors
through the mapping relations acquired in the learning phase.
Then the semantic vectors of this new class are comparedwith
semantic descriptions in the semantic description library to
find the closest one, then the new class is the closest one. For
example, if the seen class has ‘‘horse’’ and ‘‘black and white
stripes,’’ and the semantic description of the unseen class
‘‘zebra’’ is ‘‘a horse with black and white stripes is a zebra.’’
The model can identify zebra without the sample of zebra.
Therefore, the semantic description is the bridge between the
seen classes and the unseen classes.

Currently, the algorithm of ZSL is mainly divided into
two schemes. The first scheme is only to learn the projec-
tion function from the sample feature space to the sample
semantic space (attribute space) [32]. Lampert et al. [33] pro-
posed aDirect Attribute Prediction (DAP)model. DAPmodel
consists of three layers: an input layer, high-dimensional
feature space, and an output layer. Firstly, DAP trains a
p-dimensional classifier between the first and second lay-
ers to determine whether the input samples conform to
the corresponding high-dimensional eigenvalues of each
dimension in the p-dimensional space. Finally, the corpus
knowledge base between the second and third layers is
used to predict the test sample, that is, to find the clos-
est vector to the semantic vector of the test sample. Akata
et al. [32] presented a Label-Embedding for Attribute-Based

Classification (ALE) model. This model aims to establish
a mapping relationship from the original features to the
high-dimensional semantic vector. Two functions are defined
in ALE: prediction function f (x;w) and the matching degree
function F(x, y;w), where x is the sample feature, y is the
attribute vector, and w is the model parameter. The main
problem of ALE is the mapping domain drift.

The second scheme is the idea of establishing an encoder-
decoder [34]. In this scheme, the encoder was similar to the
first scheme, but an additional constraint that the projected
semantic spacemust be able to reconstruct the original feature
space was added to the decoder. With this constraint, pro-
jection functions learned from known classes can be better
generalized to new unknown classes. Kodirov et al. proposed
a semantic autoencoder (SAE) model [31], which added a
decoder based on ALE to restore the original features of
the sample using the generated semantic vector. In other
words, this model not only generated the mapping relation-
ship between the original features and the semantic vector of
the sample but also retained the information of the original
sample. SAE has only one encoder and one decoder. The
input sample X is transformed into semantic space S through
matrix w, and sample X is restored through matrix wT . The
objective function of SAE is shown in (1).

min
w

(||X −W T S||2F + λ||WX − S||
2
F ) (1)

λ is the weight of the encoder. We can obtain the matrixW
that minimizes the objective function through mathematical
calculation. Firstly, we need the transformation formula of
the matrix trace, and we can get the matrix W by setting the
derivative of W to zero, as shown in (2) (3).

min
w

(||XT − STW ||2F + λ||WX − S||
2
F ) (2)

−S(XT − STW )+ λ(WX − S)XT = 0,

SSTW + λWXXT = SXT + λSXT . (3)

SAE solved the problem of domain drift to a certain extent.
However, because the given constraint is too strong, the map-
ping matrix w can be calculated without training. In other
words, if the initial feature space and the semantic space are
given, we can calculate the matrix W directly through the
given formula.

III. THE PROPOSED METHODOLOGY
For unknown attack detection, semantic information is the
key to link known attacks and unknown attacks. The appli-
cation of the ZSL method needs to satisfy two preconditions.

The first precondition is that we need to obtain the semantic
descriptions of both known attacks and unknown attacks.
Among them, semantic descriptions of known attacks can
be easily obtained in a variety of ways, such as Wikipedia,
Google, and various secure websites. For unknown attacks,
it is difficult to timely access to its data and related infor-
mation in detail. However, its important features, symptoms,
and other related description information will soon appear
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in many network security forums, and we can get the fea-
ture descriptions of unknown attacks by focusing on these
sites. For example, we can capture attacks and their associ-
ated descriptions in real-time on well-known websites like
Exploits Database by Offensive Security [35]. In this arti-
cle, for the NSL_KDD dataset, we integrate the semantic
description from the attack by building a semantic description
library.

The second precondition is the need to construct the
relationship between known attacks and unknown attacks.
In other words, we need to extract commonalities between
known and unknown attacks. For example, the unknown
class ‘‘zebra’’ has the two feature descriptions of ‘‘black and
white stripes’’ and ‘‘horse’’. And these two feature descrip-
tions need to be learned in the known class, among which
the more descriptions learned, the higher the recognition
accuracy. For ease of understanding, in this part, unknown
attacks are roughly divided into two classes. One is evolved
attacks, which evolved from one or more original attacks.
The other class is new attacks, which means these attacks
have unique feature descriptions that cannot be found in any
known attacks. For the evolved attacks, most of the feature
descriptions of such attacks can be learned from known
attacks. For the new attacks, although it is impossible to
find related feature descriptions from any known attacks,
it can be quickly distinguished from other attacks due to its
unique features. In this article, the proposed method maps the
semantic information of known attacks and unknown attacks
to the semantic space for semantic correlation.

Taking the attacks of DOS as an example, Table 1 shows
six attacks of DOS and their feature descriptions. As for DOS
attacks, they eventually lead the computer to denial of service.
Among them, Pod, ICMP flood, and Smurf appear the related
feature descriptions of the ping packets, while Land and SYN
flood all have the related descriptions of the TCP SYN pack-
ets. The only difference between Fraggle and Smurf is that
they use different packets (Fraggle is UDP packets, Smurf
is ICMP packets). There are commonalities among attacks,
especially among attacks of the same kind. So the model can
learn feature descriptions from other attacks.

IV. PROPOSED METHOD
The method of unknown attacks detection based on ZSL has
two parts. The first part is the establishment of the attack
semantic description library, which aims to store the semantic
description of the known attack class and the unknown attack
class. The second part is model building, which maps the
semantic information of known attacks and unknown attacks
to the semantic space for semantic association and restores
the semantic space to the original semantic information for
error reconstruction.

A. SEMANTIC DESCRIPTIONS LIBRARY OF ATTACKS
Building a machine-readable semantic description library is
one of the keys to ZSL. The construction of semantic descrip-
tion library can be divided into two ways, (1) engineered

TABLE 1. Six attacks of DOS and their feature descriptions.

semantic spaces(each dimension of the semantic space is
designed by humans), and (2) learned semantic spaces(each
dimension does not have an explicit semantic meaning) [36].
In this article, we choose the attribute space of engineering
semantic space. Attribute spaces are kinds of semantic spaces
that are constructed by a set of attributes, which are one of the
most widely used semantic spaces in ZSL [33], [37]–[39].

There are two steps to build an attack semantic descrip-
tion library based on attribute space. (1) Collect the seman-
tic description information of all attacks (including known
attacks and unknown attacks). (2) Transformed the semantic
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description information of all attacks into numerical vectors
through natural language processing, which can be recog-
nized by computers. For the first step, the unknown attacks
mainly collect from security websites, and known attacks can
be obtained by Wikipedia. The second step is the one we
focus on. Although some methods such as one-hot encoding
can directly calculate the vectors of different words, they also
have two defects. One is the dimension disaster which means
too many words lead to growing dimensions. Second, they
do not consider the semantic relationship between words.
Word to vector(Word2VEC) [40] takes each text as a training
sample to fully considers the semantic information between
words, and then maps each word to a shorter vector, which
solves the above two defects well. So we choose Word2VEC
to convert semantic information into vectors.

In this article, we explain the steps of generating the
semantic description library by combining Word2VEC. The
first is to train the Word2VEC model, which mainly relies
on the WikiCorpus. The second is to convert semantic text
into vector form through Word2VEC model. The details are
shown below:

Step1:According to the WikiCorpus, initialize vocabulary
V = (v1, v2, v3, . . . , vn) as N-dimensional vectors (randomly
generated).

Step2: Count the number of occurrences of each word in
vocabulary vi as the weight of this word, and build a Huffman
tree based on these weights. In Huffman trees, the leaf node
represents the frequency of words.

Step3: Select the word vi ∈ V in the vocabulary as the
center word in turn, and set window size. Train all words in
the window centered on vi, and add up these vectors to get a
new vector Vnew.
Step4: Each leaf node of the Huffman tree represents a

word. Take vi as an example, Vnew can finally reach the Huff-
man leaf node corresponding to vi by selecting the left or right
subtree at the root node of the Huffman tree. Each non-leaf
node has a Softmax regression layer, and each time in the
process ofVnew selection, a probability will be calculatedwith
a non-leaf node through Softmax, and the formula is (4).

Softmax(vi) = v′i =
evi∑n
j=1 e

vj
(4)

where vi represents the calculation result of a dimen-
sion value of Vnew and non-leaf nodes. n represents the
dimension.

Step5: Calculate the Softmax between vi and the root node
to get the probability p1 of choosing the right subtree, and so
on, to get the probability values p2 and P3 in the remaining
selection process.We can get the probability P = p1×p2×p3
of Vi under the Word2VEC model, and the residual is 1− P.
Then gradient descent can be used to update the parameters
of each non-leaf node in the Huffman tree until the Huffman
encoding calculated by each Vi according to Softmax is close
to the real encoding. Finally, the loss function converges to
obtain the vector representation of eachword, that is, to obtain
the Word2VEC model.

Step6: Standardize the attack description information
collected.

Step7: Through the trained Word2VEC model, the words
in each attack description are transformed into vectors rep-
resentation, and then the word vectors of each word in each
attack description are superposition and averaged to form an
attack semantic description library.

B. SEMANTIC MAPPING MODEL
The ideas of the traditional ZSL usually only learn the pro-
jection function from the feature space to the semantic space.
However, this projection function can only predict the seman-
tic classification of the same class. The SAE model improved
on this. It established a constraint on the original projection
function, and the semantic space generated by the encoder
can be restored to the feature space of the sample by the
decoder. This improvement solves the problem of mapping
domain drift to some extent. The encoder and decoder of the
SAE model are based on linear transformation. It can be seen
from the formula. If the initial feature space and the semantic
space are given, we can calculate the matrix w directly from
the given formula.

In the SAE model, W T is used to restore the input sam-
ple X , which imposes a compulsory constraint on encod-
ing. We hope to reduce this constraint by combining sparse
autoencoder with linear coding. The hidden layer from the
middle of the encoder represents the compressed represen-
tation of the input sample. When the dimension of the mid-
dle layer is larger than the dimension of the input sample,
or there are toomany neurons in the hidden layer, it is difficult
for the ordinary autoencoder to get the compressed repre-
sentation of the input sample. However, the sparse autoen-
coder adds sparsity limitation to the neurons, so that the
autoencoder can still learn some rules in the sample fea-
tures when there are many neurons. The key of the sparse
autoencoder is how to deal with the sparsity of neurons.
Different activation functions have different sparsity meth-
ods. Taking the sigmoid activation function as an example,
if the output of sample features obtained by linear calcula-
tion of neurons and nonlinear transformation of the sigmoid
function is close to 0, the neuron is not activated, other-
wise, the neuron is activated. Fig. 1. shows the autoencoder
structure adopted in this article, in which the first encod-
ing layer and the last decoding layer adopt the nonlinear
sparse encoder, and the second encoding layer and semantic
decoding layer adopt the linear encoder (without activation
function).

We will introduce the semantic autoencoder through the
following steps:

Step1: Convert the input sample into word vectors.
Step2: Input the word vectors into the autoencoder.

The first layer of the autoencoder is sparse coding. The
input sample is x, and the encoding function is shown
in (5).

y = f (x) = Sf (Wx + b) (5)
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FIGURE 1. The model of sparse semantic autoencoder.

Sf is the activation function, whose function is to perform the
nonlinear transformation. Here,W is the weight, and b is the
bias term.

Step3: The sparse autoencoder will generate an average
activation degree in the encoding process. If the activation
function Sf in Step2 adopts the sigmoid activation function,
as shown in (6), the output of the neuron will be limited to
(0,1).

Sf (z) =
1

1+ e−z
(6)

When the output of the neuron approaches 1, the neuron
is considered to be activated. When the neuron approaches 0,
the neuron is considered to be suppressed. When the input
is x, assuming that ai(x) represents the activation degree of
neuron i, the average activation degree can be calculated by
the formula (7).

ρi =
1
m

∑
ai(xi) (7)

where m represents the sample dimension.
Step4:We set the sparsity hyperparameter ρ to constrain i,

that is, i approaches ρ. This is achieved by adding a penalty
factor into the loss function, which is calculated through KL
divergence, as shown in (8).

KL(ρ||ρi) = ρlog
ρ

ρi
+ (1− ρ)log

1− ρ
1− ρi

(8)

Step5: The second layer of linear encoder mainly encodes
the output y of the first layer again, but the linear encoder has
no activation function. As shown in (9).

h = g(x) = W2x + b2 (9)

Step6: The decoding process is similar to the inverse oper-
ation of the encoding process, which is mainly to constrain
the encoding process. After decoding, the encoder needs to
conduct backpropagation to optimize the parameters of each
layer. The loss function we set is shown in (10).

J (W , b) = λ|V (x)− s| + |V ′V (x)− x| (10)

In the above equation, k is the encoding weight we set, V (x)
is the encoding function, and V ′(x) is the decoding function.
Step7: To constrain the output of each neuron, a penalty

factor was added to the loss function J (W , b) of the sparse
self-encoder, namely the KL divergence obtained by Step4,
as shown in (11).

Jsparse(W , b) = J (W , b)+ β
s2∑
i=1

KL(ρ||ρi) (11)

where, s2 is the number of neurons in the hidden layer, and β
is the weight of the punishment factor.

Step8: The autoencoder updates the weights, bias terms,
and the average activation degree of neurons throughmultiple
forward propagation and backpropagation. So the activation
function in Step7 can reach a smaller value. Finally, a coding
model mapped by attack feature to semantic space vector is
obtained.

V. EXPERIMENTS EVALUATIONS AND DISCUSSION
In this section, we introduce the dataset first. And then,
the implementation details will be described. The last part
is the conclusion. In addition, in this article, the code is
written based on Python 3, and the semantic autoencoder is
implemented by the deep learning framework of Keras.

A. NSL-KDD DATASET
KDD CUP 99 (KDD99) dataset [24], [26] which collected
by Defense Advanced Research Projects Agency(DARPA)
in 1998 to evaluate intrusion detection performance is widely
used in intrusion detection researches. The reason why this
dataset is still favored by researchers 20 years later is that
this dataset is almost from the real network environment.
Over a period of about nine weeks, DARPA collected a large
number of packets captured by TcpDump (including network
connections and audit records) by simulating normal network
traffic and various attacks. On this basis, researchers used
technologies of data mining to perform a series of prepro-
cessing and feature extraction on the original packet, which
was used in the KDD CUP competition in 1999 and formed
the famous KDD99 dataset.The KDDCup 99 intrusion detec-
tion database contains approximately 5 million samples. The
dataset contains four different types of attacks: DOS, R2L,
U2R, and PROBE. Each instance is represented by a TCP/IP
connection consisting of 41 features.

The NSL_KDD dataset [20], [41] improves the KDD 99:
(1) The training set of NSL_KDD dataset does not contain
redundant records. (2) There is no duplicate record in the test
set of NSL_KDD dataset. (3) The number of selected records
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from each class is inversely proportional to the percentage
of records in the original KDD dataset. (4) The number of
records set in the training and testing is reasonable.Therefore,
after the improvement, the variation range of classification
rates of different machine learning methods increases, which
makes the evaluation results of different research work more
consistent and comparable.

The NSL_KDD dataset contains normal traffic and four
different attack types (DOS, R2L, U2R, PROBE), which
are further subdivided into 39 attacks. Some attacks have
fewer instances, such as spy and UDP storm, each of them
has only two instances. Some other classes have too many
instances, such as normal (77,053 instances) and Neptune
(45,871 instances).Each record in the NSL_KDDdataset con-
sists of forty one features and one label. Details of the dataset
are available in [41].

In previous work, most researchers choose one or two
attacks in each type as the testing set. However, there are
two problems in this way. First, it is easier to classify the
four classes because of the large gap between them, which
results in higher classification accuracy. Secondly, the test
samples of some classes are too small to reflect the accu-
racy of classification adequately. To effectively avoid these
problems, we deleted attacks with few samples and selected
12 attacks as the training set, 10 attacks as the testing set,
in which six attacks from DOS, one from PROBE, one from
R2L, and two attacks from U2R. In this article, we focus on
unknown attack detection, so the attacks of the testing set not
appear in the training set. The training set and the testing set
are shown in Table 2.

TABLE 2. The training set and the testing set.

B. PERFORMANCE METRICS
The effectiveness is evaluated based on four possible met-
rics namely true negative (TN), true positive(TP), false pos-
itive (FP), and false negative (FN). If the positive class in

the test dataset is classified to be a positive class, that is TP.
TN is obtained if a negative class is predicted to be a neg-
ative class. FN is obtained if a positive class is classified
to be a negative class, and if a negative class is predicted
to be a positive class, it is FP. The combination of preci-
sion and recall is selected as the evaluation criteria in this
article.

Precision =
TP

TP+ FP
(12)

Recall =
TP

TP+ FN
(13)

Accuracy =
TP+ TN

TP+ FN + FP+ TN
(14)

C. THE EXPERIMENTAL STEPS OF UNKNOWN ATTACK
DETECTION
Section IV introduces the establishment of the semantic
description library and the model of the sparse semantic
autoencoder. The recognition of unknown attacks is based
on the similarity of attacks and the content introduced in
section IV. For example, there are two similar attacks A
and B, and both belong to DOS. Among them, A is a known
attack and B is an unknown attack. In the training phase,
only A participated in the construction of the sparse semantic
autoencoder. In the inference phase, inputs B to the sparse
semantic autoencoder model. The model will generate the
semantic vector of B in the similar encoding mode to A.
Because they are both fromDOS, they have many similarities
in semantic descriptions. For example, the common feature of
the DOS attacks is making the target computer or network
cannot provide normal service or resource access. So the
semantic vectors of A and B generated by the model are also
close. After the semantic vector of B is generated by the
model, we can find the semantic vector closest to it in the
attack semantic description library to recognize the unknown
attack. The specific steps are as follows:

Step1: Word2vec is used to process the features of
unknown attack to get the corresponding word vector Vm =
(Vm1 ,Vm2 ,Vm3 , . . . ,Vmn ).

Step2: Input the vector Vm to the sparse semantic
autoencoder, and generate its semantic vector Pnew =

(p1, p2, p3, . . . , pn).
Step3: According to section IV, we established the attack

semantic description library S = (P1,P2,P3,P4, . . . ,Pn).
Step4: Cosine similarity is frequently used to calculate

the similarity between texts. The cosine value of two vectors
whose angle is equal to 0◦ is equal to 1, which is that these
two vectors tend to be similar. On the contrary, if the angle
between two opposite vectors is equal to 180◦, the cosine
value is equal to −1. And, if the angle between two perpen-
dicular vectors is equal to 90◦, and the cosine is equal to 0.
The calculation formula is shown in (15).

cosθ =
Pnew · Pi

||Pnew|| × ||Pi||
=

∑n
i=1(xi × yi)√∑n

i=1(xi)2 ×
√∑n

i=1(yi)2
(15)
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TABLE 3. Some of the semantic descriptions.

xi is the value of the ith dimension in pnew. yi is the value
of the ith dimension in the Pi.

Step5: Each vector in the semantic description library S
is taken out separately to calculate the cosine value together
with Pnew. And we can get the vector Pwhose cosine value is
closest to 1 from S. P is the vector most similar to Pnew, and
the attack type of Pnew is determined according to the label
of vector P.

D. EXPERIMENTAL DETAILS
The symbols and their representations in the verification
experiment are shown in Table 4.

TABLE 4. Symbols representation.

Through the Random Forest [31], [42] algorithm to filter
the importance of attributes, we select 1, 2, 3, 4, 5, 22, 23, 24,
25, 28, 29, 31, 32, 33, 34, 35, 36, 37, 38, 39 as important fea-
tures to establish the attribute table for the table head. Accord-
ing to the attack characteristics, 20 columns of attributes
of 22 attacks (12 training sets and 10 test sets) are added man-
ually, and the partially filled contents are shown in Table 3.
Due to the existence of abbreviated words (such as eco_i,
etc.) in the data set, a large amount of additional training
is required. Therefore, for simplicity, the whole NSL_KDD
dataset is used as a Corpus to train Word2VEC model. The
complete algorithm steps are shown in Algorithm 1.

By way of explanation, our experiment is divided into two
parts, for the first part: (1) According to Table 2, the dataset
is divided into training set Tr , TrS, test set Te, TeS. (2) Use

Algorithm 1 Unknown Attack Detection
Initialize: TrE=[],TrSE=[],TeE=[],TeSE=[],TePr_hit=[]
Input: Corpus,Tr,TrS,Te,TeS
1: Train the Word2VEC model according to the A of

section IV:ebd_model = Word2Vec(Corpus, size =
1,window = 40,min_count = 0)

2: for i in Tr do
3: TrE .append(ebd_model[i]);
4: end for
5: for i in TrS do
6: TrS.append(ebd_model[i]);
7: end for
8: for i in Te do
9: TeE .append(ebd_model[i]);

10: end for
11: for i in TeS do
12: TeSE .append(ebd_model[i]);
13: end for
14: According to the B of Section IV,constructe model:

ae_model = Model(inputs = input_img, outputs =
[decoded, encoder_output])

15: The compiling of ae_model is ae_model.fit(TrE,
[TrE,TrSE], class_weight = [10, 1], epochs = 100,
batch_size = 64)

16: TePr=ae_model.predict(TeE)
17: According to steps 4 and 5 in the previous section, TePr

was classified and TePr_hit was obtained.
Output: TePr_hit

Corpus to train Word2VEC model ebd_model. (3) The
trained Word2VEC model ebd_model is used to transform
Tr , TrS,Te,TeS into word vector TrE , TeE , TrSE ,TeSE .
For the second part: (1) According to section IV, estab-

lish the encoding and decoding model ae_model. (2) The
corresponding TrE and TrSE are input into the model. The
relations is established in the inner semantic space and con-
strained by reconstruction error. (3) Input TeE to get the pre-
dicted value TePr . (4) According to Formula (15), the cosine
similarity between TePr and TeSE is calculated, and the
predicted classification TePr_hit is obtained.
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TABLE 5. The experimental results of unknown attack detection (Method 1: SAE, Method 2: Encoder, Method 3: The method we proposed).

FIGURE 2. The curve of loss function of sparse semantic autoencoder.

It can be seen from Fig. 2. We selected different batch sizes
and the best batch size is 64. After 10 iterations, the overall
loss function of the model basically converges. We selected
8 kinds of attacks. Some of their semantic descriptions are
shown in Table 3. These attacks can be divided into two
parts. The first part contains pod, sumrf, nmap, ipsweep,
saint, and satan. The second part contains snmpgetattack
and snmpguess. In each part, the attacks have similar attack
segments. But between the two parts, the attack segments are
different. In the first part, the attacks are similar in terms
of protocol_type, service, and dst_bytes. But the attacks in
the second part differs from the first part in these respects.
At the same time, there is a certain similarity between them.
Convert them into semantic vectors and project into the
embedding space. The six attacks in the first part can be
connected into three lines. They point in roughly the same
direction. The two attacks in the second part can be connected
into one line, which direction is different from the first three
lines, as shown in Fig. 3. So attacks with similar segments
have the same drift directions, which indicates that the seman-
tic features we extracted are correct.

E. EVALUATIONS AND DISCUSSION
We conducted two groups of comparative experiments. The
first group adopted themethod of SAE, a classic ZSLmethod.

FIGURE 3. Attacks in the embeding space.

The second group is the method of the encoder for the
experiment. The experimental results are shown in Table 5
(Method 1:SAE, Method 2:encoder, Method 3: the method
we proposed). Among them, although the SAE model has
a very high recall rate for individual attacks, the recall rate
of six attacks is 0, so the traditional ZSL method is not
suitable for unknown attack detection on the whole. The
encoder model has greater improvement in results than the
SAE model. Due to the constraint of reconstruction errors,
the average accuracy of the method we proposed is 2.3%
higher than the encoder, which proves that our ZSL method
has been applicable to unknown attack detection.

Because there are only two types of training samples of
U2R and the number is small, the classification effect of the
three models is not good. In the first group of experiments,
the SAE model has a good performance in the identification
of three attacks: teardrop, smurf, and ipsweep. However, for
other unknown attacks, the recall rate and precision ratio
are all 0, and the precision ratio is generally low, so it is
not applicable to unknown attack detection. In the second
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group of experiments, the model of encoder has been greatly
improved compared with the SAE model, and has a higher
recall rate in recognition of pod, processtable and snmpguess,
but the precision ratio is generally lower than the model
we proposed. Among them, Pod is similar to smurF, so the
encoder without reconstruction error constraints prefer pod,
which leads to a large number of smurf samples being iden-
tified as pod. According to the statistical results, although
the recall rate of pod increased by 5%(12 samples), more
than 200 smurf samples were identified as pod, leading to a
decrease in the recall rate of smurf. The situation is the same
for snmpguess and snmpattack. In general, the novel ZSL
methodwe proposed is suitable for unknown attack detection.

VI. CONCLUSION
The novel ZSL method we proposed can solve the
issue of unknown attacks detection. Compared with the
clustering-based and the honeypot-based methods, it does
not need to collect detailed samples of unknown attacks
in advance, only needs to collect feature descriptions of
unknown attacks. The feature descriptions can be obtained
in various network security forums. The ZSL-based method
not only reduces the occupation of network resources but
also reduces the consumption of costs, and has a better
real-time performance. ZSL method can effectively improve
the accuracy of unknown attack detection and the ability to
recognize intrusion. Our sparse semantic autoencoder can
fully learn the mapping relations between the initial feature
and semantic feature when the semantic descriptions of the
training set are normative and sufficient. When identifying
a new attack, if the semantic description of the attack is
unique, it can be easily identified based on the particularity of
the attack. Moreover, the semantic description of the attack
can be learned from other attacks. In other words, the new
attack can learn its corresponding semantic vector through
the semantic autoencoder. Experimental results show that the
ZSL method not only performs well in the identification of
unknown attacks across classes but also has a strong identifi-
cation ability in the same class.

VII. FUTURE WORK
The unknown attack detection method based on ZSL is
more dependent on the establishment of semantic descrip-
tions. How to use different descriptions to distinguish similar
attacks is the key to improve the detection accuracy. We will
continue to study the similarities and differences between
attacks in the next work. The experiment in this article is
based on the NSL_KDD dataset. However, this data set is rel-
atively old, and some attack types have been outdated. In the
next work, we will start to obtain the semantic description
of attacks from various network security BBS, and try to
improve our model. In the future, we will pay more attention
to the detection of new unknown attacks in the real network
environment.
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