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ABSTRACT Health Smart Home (HSH) is an important part of smart city. This technology provides a new
kind of remote medical treatment, and can effectively alleviate the shortage of medical resources caused by
aging population and help elderly people live at home more safely and independently. Activity recognition is
the core of Health Smart Home. However, constructing activity recognition models usually requires a large
amount of labeled data, which imposes a heavy burden onmanual labeling. In this article, the authors propose
an activity labeling approach based on a graph-based semi-supervised learning algorithm. This approach can
divide the raw sensor event sequence without any label information into appropriate segments. Consecutive
sensor events that occurred in a same activity are grouped into a same segment. In addition, this approach
requires only a small number of manually labeled segments to complete the labeling of the remaining large
number of unlabeled segments, thereby greatly reducing the burden of manual labeling. After that, all the
labeled data can be further used for activity recognition in smart homes. Finally, a series of comprehensive
experiments are conducted on freely available data sets to validate the effectiveness of the proposed activity
labeling approach.

INDEX TERMS Smart city, health smart home, activity labeling, semi-supervised learning, label propaga-
tion algorithm.

I. INTRODUCTION
It is predicted that 70% of the world’s population will live in
cities by 2050, so cities need to become smart by using infor-
mation and communications technologies (ICTs) tomake city
servicesmore aware, interactive and efficient [1], thus tomeet
the various requirements of such a large urban population
for work, education and daily life. Additionally, the average
age of the world’s population has been increased by the
tremendous advancement in the field of medicine. The United
Nations predicts that 22%of theworld populationwill be over
65 years old by 2050 [2]. Therefore, it is an urgent task for
most nations to develop the Health Smart Home technology,
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which is an important part of smart city, to improve the
quality of life of elderly people. In modern society, the long
distance between family members makes elderly people have
to live alone and be autonomous. In addition, diseases like
Alzheimer’s become more prevalent with the increase of life
expectancy. In order to avoid distress situations as much
as possible, telemonitoring technologies should be used to
detect significant changes in activities or habits of elderly
people and ensure their safety in smart home environments.

Sensor technologies provide a promising solution for
telemonitoring in smart home environments [3]. In the
MIT (Cambridge, Massachusetts) project House_n, a vari-
ety of sensors are deployed in a flat for user activity mon-
itoring [4]. Moreover, the system provides users with a
series of Human-Machine Interfaces (HMI) to control their
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environment, which can promote the physical and mental
health of elderly people. The ‘‘Aware Home Research Ini-
tiative’’ project developed by the Georgia Institute of Tech-
nology [5] constructs a two-floor smart home environment to
satisfy the requirements of different generations of a family,
i.e., children with mental disabilities and the elderly people.
In this project, a series of video cameras, RFID tags and
motion and environmental sensors are installed to help the
handicapped children or the elderly people live independently
and safely at home. In France, the researchers of both the
AILISA [6] and PROSAFE [7] projects use presence infrared
sensors to monitor activities of users and raise alarms in case
of anomaly.

However, a large number of sensors deployed in a smart
home environment undoubtedly produce a large amount of
heterogeneous and multidimensional streaming sensor data.
Realizing activity recognition based on a large amount of
data is a big challenge. Besides, training activity recognition
models usually requires a large number of labeled samples,
which imposes a heavy burden on manual labeling. There-
fore, realizing automatic labeling of training data for activ-
ity recognition in smart home environments is a promising
research direction. In this article, we propose a novel activity
labeling approach based on a graph-based semi-supervised
learning algorithm. This approach can divide the raw sensor
event sequence without any label information into appropri-
ate segment. Additionally, it requires only a small number
of manually labeled segments to realize the labeling of the
remaining large number of unlabeled sensor events. This
approach can effectively reduce the burden of manual label-
ing, and further improve the efficiency of activity recogni-
tion. The key contributions of this work are summarized as
follows:
• We design a segmentation method for the raw sensor
event sequence without any label information. Consec-
utive sensor events that occur in a same activity are
grouped into a same segment as much as possible, which
facilitates the feature extraction of different activities.

• We propose an activity labeling technique based on
a graph-based semi-supervised label propagation algo-
rithm. It only needs a small number of manually labeled
segments to complete the labeling of the remaining
large number of unlabeled training cases, thereby greatly
reducing the burden of manual labeling.

• Comprehensive experiments are conducted on freely
available datasets to validate the effectiveness of the
proposed segmentation method for the sensor event
sequence and the activity labeling technique.

The rest of the paper is organized as follows. The
research literature about activity monitoring and activity
recognition is presented in Section II. Section III presents
the problem statement and an overview of the proposed
approach. In Section IV, we elaborate on the proposed
activity labeling approach, which mainly includes the seg-
mentation of the sensor event sequence and the activity
labeling based on the graph-based semi-supervised learning

algorithm. Experimental setup and results are presented in
Section V. Finally, we draw a conclusion in Section VI.

II. RELATED WORK
A. ACTIVITY MONITORING
Monitoring user actions and environmental changes is an
essential prerequisite for human activity recognition. Accord-
ing to different monitoring devices, the activity monitoring
technology mainly falls into two categories: video-based and
sensor-based.

1) VIDEO-BASED ACTIVITY MONITORING
Video-based activity monitoring [8] uses cameras deployed
in a smart home to track and record user actions continu-
ously. Then, a variety of image processing algorithms are
applied to the collected 2D or 3D images to realize activity
recognition [9], [10]. Although the video-based technology
is regarded as a very intuitive method, it still has some
disadvantages. First, the video quality is easily affected by
the viewing angle of a camera and the ambient light inten-
sity, so it is difficult to maintain satisfactory video quality
at different times of the day. Besides, transmitting unen-
crypted videos over networks can easily leak users’ sensitive
information [11]–[13]. In addition, processing and transmit-
ting videos usually requires a lot of computational hardware
resources, e.g., memory and bandwidth, thus further limiting
the wider application of this technology. Fortunately, these
problems can be alleviated to a certain extent by using the
sensor-based monitoring technology. Therefore, the sensor-
based monitoring technology is becoming more and more
prevalent in the field of activity recognition.

2) SENSOR-BASED ACTIVITY MONITORING
According to different types of sensors used for activity
monitoring, the sensor-based activity monitoring technology
can also be divided into two categories: portable sensor-based
and non-intrusive sensor-based. The portable sensor-based
technology mainly employs Radio Frequency IDentifica-
tion (RFID) technology and acceleration sensors to monitor
user activities. RFID tags can be attached to different objects,
so user activities that are highly related to these objects can be
easily tracked. Patterson et al. [14] build a RFID-based smart
kitchen, in which RFID tags are attached to dozens of objects,
e.g., coffee machines, refrigerators, ovens, tablewares, dish-
washers and cabinet doors. Accordingly, user activities can
be monitored and analysed at different times of the day.
Besides, acceleration sensors are also a type of portable sen-
sors that are commonly used for activity monitoring. They
are particularly sensitive to activities consisting of repeated
actions, e.g., climbing stairs, walking, standing, and running.
Zhang et al. [15] attach acceleration sensors to the hands
of users, and then analyse the collected sensor data with a
Back-Propagation (BP) neural network to realize daily activ-
ity recognition.
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However, the portable sensor-based activity monitor-
ing technology still has some shortcomings. First of all,
it is inconvenient for most users, especially the elderly,
to wear these sensors for most of the day. Besides that,
portable sensors still face some technical problems, such
as battery life, sensor size, water resistance and wear-
ing comfort, thereby greatly limiting the wide applica-
tion of this technology. To alleviate these problems, some
researchers use smartphones to assist in daily activity
monitoring [16].

Compared with portable sensors, non-intrusive sensors do
not impose any burden on target users or interfere with users’
daily life. This kind of sensors are not only low-cost, but
also can be deployed in different locations in a smart home
to monitor user actions at any time. van Kasteren et al. [17]
build a smart home with a set of non-intrusive sensors. Reed
switch sensors are used to monitor the door states of rooms,
refrigerators, wardrobes and ovens. Besides, the mercury
contact sensors attached to objects such as medicine boxes,
tablewares and books are used to monitor movements of
different objects. Moreover, a floating sensor embedded in
a toilet is able to detect whether the user is using the bathtub
or the toilet.

The Center for Advanced Studies in Adaptive Sys-
tems (CASAS) at Washington State University also builds
a smart home environment with a variety of non-intrusive
sensors to assist in the home medical technology [18], [19].
This project uses a group of passive infrared motion sensors
to monitor whether a user appears in a certain area, and uses
temperature sensors to perceive the ambient temperature in
real time. In addition, object sensors are used to monitor
whether the user is using an object, and water flow meters
are used to calculate the amount of water used by the target
user, and door sensors are used to monitor the opening and
closing status of doors.

As discussed above, the activity monitoring technology
mainly provides raw data for the follow-up activity recogni-
tion, so it is a necessary prerequisite for high-quality activity
recognition. In the following of this section, we present some
typical activity recognition technologies.

B. ACTIVITY RECOGNITION
User actions and environmental data collected by activity
monitoring devices are then processed and analyzed by spe-
cific algorithms for activity recognition. Generally speaking,
the collected sensor data can be regarded as a time series
of sensor events. By dividing the sequence of sensor events,
we can get a series of fixed-length time windows. Then,
we can extract a feature vector from eachwindow by applying
statistical methods. In activity recognitions, the commonly
used features include time and locations of sensor events, and
the order of appearance of sensors in a time window [20].
Wu [21] devised a mixed feature extraction technique based
on time segment coding. Time segments are Gray-encoded
and combined with existing features to enrich the feature set,
so as to improve the recognition accuracy. Moreover, some

environmental data (e.g., locations, time and traffic routes) of
target users are also combined with acceleration sensor data
collected by smartphones [22], thereby enriching identifiable
daily activities.

After feature extraction, a training set should be built
based on a portion of manually labeled feature vectors.
Then, a series of supervised model training algorithms can
be applied to the training set for model training. The com-
monly used supervised training technology includes template
matching, discriminant and generative methods. The tem-
plate matching methods first compute the similarity between
each pair of feature vectors and then determine the activ-
ity label of a new feature vector based on the labels of
its nearest neighbors [23], [24]. The discriminant meth-
ods mainly use machine learning algorithms, such as deci-
sion tree and Artificial Neural Network (ANN), to identify
different activity categories by looking for the boundaries
between different classes of feature vectors. The Decision
tree algorithm continuously selects features that can best
distinguish different activities based on information gain [25].
ANN realizes activity recognition by modeling non-linear
relationships between feature vectors and activity categories
[26]–[28]. However, the high complexity of an objective
function usually makes the parameter selection time-
consuming and sometimes makes itself converge to a local
minimum. Therefore, it is important to choose a reasonable
network topology before model training [29]. The generative
methods utilize probability models such as Naive Bayes Clas-
sifier [30] and Hidden MarkovModel [31] to characterize the
joint probability distribution of feature vectors and activity
categories. Then, the association probabilities of a new fea-
ture vector and different activity categories can be estimated.
The category with the maximum association probability is
selected as the activity recognition result.

Based on the above analysis, we can see that the cur-
rent activity recognition technologies generally require a
large number of manually labeled training cases. However,
due to the large amount of streaming sensor data gener-
ated in real-world smart home applications, it is undoubt-
edly an arduous task to label so much raw data for model
training. In this work, we propose an activity labeling
approach to support high-efficiency activity recognition. This
approach utilizes a segmentation technique to group con-
secutive sensor events that occur in a same activity into
a same segment, which facilitates the feature extraction
of different activities. Additionally, this approach requires
only a small number of manually labeled segments to
realize labeling of the remaining large number of unla-
beled segments, thereby greatly reducing the burden of
manual labeling and improving the efficiency of activity
recognition.

III. PROBLEM STATEMENT AND APPROACH OVERVIEW
In this section, we present the problem statement and an
overview of the proposed activity labeling approach.

VOLUME 8, 2020 193657



Y. Hu et al.: Graph-Based Semi-Supervised Learning for Activity Labeling in HSH

FIGURE 1. Approach overview.

A. PROBLEM STATEMENT
Suppose that there are M sensors deployed in a smart home
for activity monitoring and a sequence of sensor events
{e1, e2, . . . , eT } is collected over time. Each sensor event can
be denoted by a quintuple e = (d, t, s, l, a), where d , t , s,
l, a respectively denote the date, time, sensor, location, and
activity category of the sensor event. Please note that the cat-
egory information a is unknown in the raw sequence of sensor
events. Therefore, a labeling technique should be devised to
predict the unknown category information of different sensor
events e before they can be used for model training.

B. APPROACH OVERVIEW
In order to address the problem stated above, we propose
a novel activity labeling approach based on a graph-based
semi-supervised learning algorithm. The entire procedure
of this approach is illustrated in Figure 1, mainly includ-
ing the segmentation of the sensor event sequence and
the graph-based semi-supervised label propagation. The
segmentation of the sensor event sequence aims to group
consecutive events that occur in a same activity into a same
segment. In this procedure, feature extraction, similarity cal-
culation of feature vectors and determination of demarcation
points should be performed in sequence to obtain a series
of segments. The label propagation procedure requires only
a small number of manually labeled segments to complete
the labeling of the remaining large number of unlabeled
segments. This procedure first builds a weighted undirected
graph, which takes all labeled and unlabeled segments as
nodes and the relationships between segments as edges. Then,
a small number of manually annotated labels are propagated
iteratively on the graph until the algorithm converges. The
convergence results are used to predict the unknown category
information of the remaining unlabeled segments, so as to
realize the labeling of the entire training data set.

IV. ACTIVITY LABELING
In this section, we elaborate on the proposed activity labeling
approach, which mainly includes the segmentation of the
sensor event sequence and the graph-based semi-supervised
label propagation algorithm.

A. SEGMENTATION OF SENSOR EVENT SEQUENCE
Segmentation of the sensor event sequence can group con-
secutive sensor events that occur in a same activity into
a same segment, which facilitates the feature extraction of
different activities. Moreover, the efficiency of labeling can
be improved effectively, since all events in a same segment
share a same activity label. In other words, once the label
of the entire segment is determined, the label of each sensor
event in the segment can be determined. In this subsection,
a segmentation algorithm is designed to divide the unlabeled
sensor event sequence, trying to make consecutive events that
occur in a same activity category fall into a same segment.
Generally, sensor groups triggered in similar activities have
a higher similarity than sensor groups triggered in different
activities. In other words, the greater the difference between
two sensor groups, the more likely they are to belong to dif-
ferent activity categories. Based on this underlying principle,
the segmentation algorithm is devised as follows.

Suppose a subsequence of sensor events Ssub =

{ei−δ+1, . . . , ei+δ+1} consists of at least two different activ-
ities, which means that there exists at least one demarcation
point in Ssub. If a sensor event ei divides Ssub into two seg-
ments Si1 = {ei−δ+1, . . . , ei} and Si2 = {ei+1, . . . , ei+δ+1},
and the similarity between Si1 and Si2 is lower than a pre-
defined threshold, ei is considered as a demarcation point,
and Si1 and Si2 are regarded as two discriminative segments
that belong to different activity categories. Here, the length
of each discriminative segment is pre-set to a fixed value δ,
and the similarity between two segments can be measured by
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the similarity between their feature vectors. We extract such a
feature vector x = (c1, c2, . . . , cn) from each segment, where
n is the total number of sensors deployed in a smart home
environment, and ck (k = 1, . . . , n) denotes the number of
times the kth sensor appears in the current segment. There-
fore, The similarity between Si1 and Si2 can be obtained by
calculating the cosine similarity between their corresponding
feature vectors xi1 and xi2 [32]. It is worth noting that if a
sensor event is located near an actual demarcation point, it can
yield two adjacent segments whose similarity may also be
lower than the predefined threshold. Therefore, in a series
of consecutive candidate demarcation points, only the sensor
event that generates two adjacent segments with the lowest
similarity value is selected as the final demarcation point.
The Automatic Sequence Segmentation Algorithm (ASSA for
short) is summarized by Algorithm 1. Lines 1 performs some
initializations. Lines 2 to 9 traverse the entire sequence to find
all candidate demarcation points that can generate two adja-
cent segments with a similarity value lower than a predefined
threshold θ and put them into a set P. Then, all the longest
subsequences of consecutive points in P are found and put
into another set CP (Line 10). In each longest subsequence,
the sensor event that yields two adjacent segments with the
lowest similarity value is selected as a final demarcation point
and put into the result setB (Lines 11 to 20). Finally, the result
set B is returned (Line 21).

B. GRAPH-BASED SEMI-SUPERVISED LABEL
PROPAGATION FOR ACTIVITY LABELING
After obtaining a set of demarcation points, we can split the
entire sequence of sensor events into a series of segments.
Afterwards, we can construct a weighted undirected graph by
taking segments as nodes and relationships between segments
as edges. If two segments have a high similarity, the edge
connecting them will be assigned a high weight. In order to
predict the category information of unlabeled sensor events
through the graph-based label propagation algorithm, a small
number of segments should first be manually labeled. Then,
the label propagation algorithm spreads the label information
associated with each node to its neighbors iteratively until
achieving global convergence. Since a weighted undirected
graph can be denoted by a matrix, we can analyze the label
propagation process in terms of matrix operations.

Suppose that a total of m segments are obtained through
the ASSA algorithm. The set of manually labeled segments
is represented by L = {(x1, y1), (x2, y2), . . . , (xl, yl)}, where
xi and yi (i = 1, . . . , l) are respectively the feature vec-
tor and the category label of the ith segment, and l is
the number of manually labeled segments. Analogously,
the set of unlabeled segments is represented by U =

{(xl+1, yl+1), (xl+2, yl+2), . . . , (xl+u, yl+u)}, where xl+j and
yl+j (j = 1, . . . , u) are respectively the feature vector and
the unknown label of the (l + j)th segment, and u is the
number of unlabeled segments. Please note that the number of
manually labeled segments is much smaller than the number
of unlabeled segments, i.e., l � u and l+u = m. Afterwards,

Algorithm 1 ASSA Algorithm
Input: the raw sensor event sequence S, the length δ of

each discriminative segment, the segment
similarity threshold θ

Output: the result set B of demarcation points
1 B,P,CP← ∅;
2 for (i = δ; i ≤ S.length− δ − 1; i++) do
3 Si1← {ei−δ+1, . . . , ei}, Si2← {ei+1, . . . , ei+δ+1};
4 xi1← the feature factor of Si1, xi2← the feature

factor of Si2;
5 simi← CosineSimilarity(xi1, xi2);
6 if simi < θ then
7 P← {P, ei};
8 end
9 end

10 put all the longest subsequences of consecutive events in
P into CP;

11 for each L ∈ CP do
12 simd ←+∞, indexd ← 0;
13 for each ei ∈ L do
14 if simi < simd then
15 simd ← simi;
16 indexd ← i;
17 end
18 end
19 B← {B, eindexd };
20 end
21 return B;

we can build a weighted undirected graph G = (V ,E) based
on the m segments, where V and E are the set of nodes and
the set of edges, respectively. The node set V is denoted by
V = {x1, x2, . . . , xl, xl+1, xl+2, . . . , xl+u}, and the weight of
the edge connecting the ith and jth (i, j = 1, . . . ,m) nodes is
defined by the following equation:

Wij =

exp
(
−‖xi − xj‖22

2σ 2

)
, if i 6= j,

0, otherwise.
(1)

where the operator ‖ · ‖2 calculates the 2-norm of a vector,
and σ > 0 is a predefined standard deviation of a Gaussian
function. The weights of all edges can form am-by-m affinity
matrixW , based onwhichwe can construct a probability tran-
sition matrix P = D−1W , where D = diag(d1, d2, . . . , dm)
is a diagonal matrix with its (i, i)-element equal to the sum of
the terms of the ith row ofW , i.e., di =

∑m
j=1Wij.

Next, in order to assign category labels to unlabeled nodes,
a real-valued function f : V → R should be computed based
on the graph G, where R is the set of real numbers. Based
on f , we can get such a classification rule yi = sign(f (xi)) for
the follow-up labeling. Intuitively, nodes that are close to each
other are expected to have similar labels, which motivates the
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choice of the quadratic energy function:

E(f ) =
1
2

m∑
i=1

m∑
j=1

Wij
(
f (xi)− f (xj)

)2
= f T(D−W )f , (2)

where f is a vector denoted by:

f = (f Tl , f
T
u )

T. (3)

In the above equation, f l and f u are respectively the vectors
of function values on the labeled and unlabeled data sets:

f l =
(
f (x1), f (x2), . . . , f (xl)

)T
, (4)

and

f u =
(
f (xl+1), f (xl+2), . . . , f (xl+u)

)T
. (5)

The minimum energy function satisfies (D − W )f = 0 on
the unlabeled data set and satisfies f (xi) = yi on the labeled
data set. To compute the solution of (D −W )f = 0 subject
to f |L = f l in terms of matrix operations, we split the weight
matrix W (and similarly D and P) into 4 blocks after the
lth row and column:

W =
(
W ll W lu
Wul Wuu

)
, (6)

Based on the split matrices, the solution is given by:

f u = (Duu −Wuu)−1Wulf l = (I − Puu)−1Pulf l . (7)

Since f l = (y1, y2, . . . , yl)T is already known, we can pre-
dict the unknown categories of unlabeled segments in U by
substituting f l into Equation (7).

The above method is mainly designed for binary clas-
sification, but can be extended for multi-class classifica-
tion. Analogously, a graph G = (V ,E) is first constructed
and then a m-by-C matrix F = (FT

1 ,F
T
2 , . . . ,F

T
m)

T with
non-negative entries is built, where C is the total num-
ber of activity categories. The ith row of F is denoted
by Fi = (Fi1,Fi2, . . . ,FiC ), which assigns a label yi =
argmax1≤j≤C Fij to the ith node xi. The matrix F can be
initialized as:

F(0) = Y ij =

{
1, if 1 ≤ i ≤ l ∧ yi = j,
0, otherwise.

(8)

Clearly, Y is consistent with the initial labels on L. After-
wards, a label propagation matrix S is built based on the
weight matrixW :

S = D−
1
2WD−

1
2 , (9)

where

D−
1
2 = diag

( 1
√
d1
,

1
√
d2
, . . . ,

1
√
dl+u

)
. (10)

Here, the weight matrix W is normalized symmetrically,
which is necessary for the convergence of the following iter-
ation. The iterative equation for label propagation is derived
as follows:

F(t + 1) = αSF(t)+ (1− α)Y , (11)

where α ∈ (0, 1) is a parameter that specifies the rela-
tive amount of the information from its neighbors and its
initial label information in each iteration step. Note that
self-reinforcement is avoided since the diagonal entries ofW
are set to 0. The iteration process continues untilF converges:

F∗ = lim
t→∞

F(t) = (1− α)(I − αS)−1Y . (12)

Based on the converged matrix F∗ and the following classifi-
cation rule:

yi = argmax
1≤j≤C

F∗ij, (13)

the unlabeled segments (xl+1, xl+2, . . . , xl+u) in U can be
automatically labeled.

V. EXPERIMENTS
In this section, we conduct experiments on a real-world
dataset to validate the effectiveness of the proposed activity
labeling approach.

A. DATASET
In this experiment, a freely available data set ‘‘Human Activ-
ity Recognition from Continuous Ambient Sensor Data’’1

provided by the Center of Advanced Studies in Adaptive Sys-
tems (CASAS) at Washington State University [18] is used.
The entire data set consists of 15 sub-data sets: CSH101 to
CSH115, each of which records the daily activities of a vol-
unteer in a smart home within a month. And about 100,000 to
120,000 sensor events are collected for each volunteer. In the
CASAS project, motion sensors, door sensors, temperature
sensors, light sensors and other kinds of sensors are deployed
in different locations throughout a smart home for activity
and environment monitoring. For simplicity, we only use
the data generated by motion sensors and door sensors for
experiments.

B. DATA PROCESSING
In order to obtain standardized data for experiments,
common activities in these 15 sub-data sets are ana-
lyzed and similar activities are merged. For instance,
the three activities ‘‘Eating Breakfast’’, ‘‘Eating lunch’’ and
‘‘Eating dinner’’ in the original data sets can be com-
bined into the ‘‘Eat’’ activity. Finally, we obtain a total
of 11 activity categories, i.e., ‘‘Cook’’, ‘‘Eat’’, ‘‘Bathe’’,
‘‘Sleep’’, ‘‘Toilet’’, ‘‘Bed_Toilet_Transition’’, ‘‘Leaving’’,
‘‘Wash_Dishes’’, ‘‘Work_At_Table’’, ‘‘Personal_Hygiene’’
and ‘‘Other_Activity’’. Specially, Figure 2 depicts the distri-
bution of different activities in the first sub-data set CSH101.

C. EVALUATION METRIC
In order to evaluate the performance of the sequence seg-
mentation technique, the label information provided by the
experimental data sets is utilized. Please note that the label

1https://archive.ics.uci.edu/ml/datasets.php
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FIGURE 2. Distribution of activities in the CSH101 dataset.

information is generally not available in real-world appli-
cations. Then, a majority-vote method is used to determine
the category label of a segment. In other words, the most
frequently occurring label in the current segment is used
as the label of the segment. Afterwards, we calculate the
proportion of sensor events with the same label as the segment
to which they belong to measure the average Segmentation
Accuracy (SA) of the sequence segmentation algorithm:

SA =
1
m

m∑
i=1

|{eSi}|
|Si|

× 100%, (14)

where the operator | · | calculates the cardinality of a set, m is
the total number of segments obtained by the segmentation
algorithm, Si is the ith segment, which can be seen as an
ordered set of sensor events, {eSi} denotes all sensor events
that belong to Si and have the same label as Si.

In addition, the accuracy of labeling is evaluated in this
experiment. The Labeling Accuracy (LA) is defined as the
proportion of correctly labeled events among all sensor
events:

LA =
|{ec}|
|S|
× 100%, (15)

where S is the entire sequence of unlabeled sensor events, and
{ec} represents the set of correctly labeled sensor events in S.

D. PERFORMANCE COMPARISON
The parameters that need to be predetermined in the ASSA
algorithm are the length δ of each discriminative segment
and the segment similarity threshold θ . Different values of
the two parameters affect the segmentation accuracy, so we
use different parameter values for experiments and choose the
most suitable values that can achieve the best segmentation
accuracy.

Take the CSH101 dataset as an example. Figures 3 and 4
respectively show the impacts of different values of the simi-
larity threshold and the length of each discriminative segment
on the segmentation accuracy. In Figure 3, the x-axis and

FIGURE 3. Impact of similarity threshold on segmentation accuracy.

FIGURE 4. Impact of length of each discriminative segment on
segmentation accuracy.

the y-axis represent the similarity threshold and the average
segmentation accuracy, respectively. The legend shows the
different lengths of each discriminative segment correspond-
ing to different polylines. We can see that when the length of
a discriminative segment is fixed, the segmentation accuracy
increases first and then decreases as the similarity threshold
increases from 0.1 to 0.9, and reaches a maximum value when
the similarity threshold is about 0.6.

In Figure 4, the x-axis and the y-axis represent the length
of each discriminative segment and the segmentation accu-
racy, respectively. The similarity thresholds corresponding to
different polylines is shown in the legend. Obviously, when
the similarity threshold is fixed, the segmentation accuracy
reaches a maximum value when the length of each discrimi-
native segment is about 9. Therefore, we choose 0.6 and 9 as
the optimal values of the similarity threshold and the length
of each discriminative segment. The experimental results also
show that the proposed sequence segmentation technique can
achieve a high segmentation accuracy. δ and θ are two impor-
tant parameters in the ASSA algorithm. They have different
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FIGURE 5. Accuracy of activity labeling by different models.

optimal values in different smart home environments. In our
experiments, we evaluate the impacts of the two parameters
on the accuracy of the proposed ASSA algorithm and set them
as the values that can yield the highest segmentation accuracy.
Now, we have to use the try-and-error method for parameter
selection in different smart home environments. In the future
work, we will explore new methods to automatically select
optimal values of these parameters.

After applying the sequence segmentation algorithm to
the raw sequence of sensor events, a series of segments are
obtained. Then, a small set of segments should be manually
labeled before the label propagation algorithm is performed.
Generally, the accuracy of the activity labeling method
increases with the increase of the number of manually labeled
samples. In the experiments, we manually label the seg-
ments of the first day, based on which to label the remaining
unlabeled segments. Empirically, a one-day dataset usually
contains almost all daily activities of a family, and manually
labeling a one-day dataset does not impose much burden
on humans but can achieve a good performance of activ-
ity labeling, which is shown in the following experiments.
Additionally, since the ASSA algorithm has tried to group
consecutive sensor events that occur in a same activity into
a same segment, the burden of manual labeling can be further
reduced. Therefore, it is feasible to manually label a small
subset of the total raw training data in real-world applications.

Next, we compare the labeling accuracy of the following
three different algorithms: the proposed graph-based semi-
supervised labeling propagation algorithm, a supervised algo-
rithm based on Support Vector Machine (SVM) [33] and
an unsupervised algorithm based on transfer learning [34].
Among different supervised machine learning algorithms,
SVM is a commonly used one, so we use it as the baseline
algorithm to investigate the effectiveness of our method.
In the future work, we will try to compare the performance of
our method with other machine learning algorithms such as
HMM and Conditional Random Field. Additionally, in order
to verify the superiority of our method, which relies on a

small number of manually labeled samples, we compare it
with the transfer learning method, which does not require
any labeled data. The supervised algorithm uses 1 day of
manually labeled data to train a SVM model, which can
further predict the unknown category information of the
remaining training data. The unsupervised algorithm utilizes
the transfer learning technique to borrow label information
from other data sets. To be specific, the first 10 sub-data sets
CSH101 to CSH110 are used as source domains, and the
remaining 5 sub-data sets CSH111 to CSH115 are regarded as
target domains. The unsupervised labeling algorithm mainly
relies on the label information extracted from source domains
and the mapping relationships between the source and target
domains, so it does not require any label information from the
target domain. In addition, label information from multiple
source domains should be fused for labeling in the target
domain.

The labeling accuracy of the three algorithms on the
CSH111 to CSH115 data sets is depicted in Figure 5. The
x-axis and the y-axis represent different data sets and the
labeling accuracy, respectively. The experimental results tell
us that the labeling accuracy of the unsupervised algorithm
and the supervised algorithm is comparable. The slight dif-
ference is due to different user habits and sensor distribu-
tions in different smart environments. Compared with the
two algorithms, the semi-supervised labeling propagation
algorithm can achieve the highest labeling accuracy on all
the 5 data sets. Additionally, its labeling accuracy is always
above 72%, indicating that the semi-supervised algorithm
based on a small number of manually labeled data has an
excellent ability of labeling.

VI. DISCUSSION AND CONCLUSION
In this article, we proposed an activity labeling approach in
Health Smart Home based on the semi-supervised learning
technique. This approach can automatically group consecu-
tive sensor events that occur in a same activity into a same
segment. Moreover, it only needs a small number of manually
labeled segments to achieve high-accuracy labeling of the
remaining unlabeled training data. Accordingly, the proposed
approach can effectively reduce the huge burden of manual
labeling in real-world applications.

However, the presented work still has some limitations.
First, the fixed parameter values (e.g., the similarity threshold
and the length of each discriminative segment) adopted in the
segmentation algorithm will undoubtedly affect the sequence
segmentation inaccuracy to a certain extent. Second, this
approach still requires some manually labeled data, which
reduces the efficiency of activity labeling. In the future work,
we will try to solve these problems by exploring newmethods
to automatically select optimal values of algorithm param-
eters and incorporating transfer learning into our method,
thereby further improving the accuracy and efficiency of
activity labeling. Third, in this work, we only compare our
method with one machine learning algorithm, i.e., SVM.
In the future work, we will try to compare our method with
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more other machine learning algorithms, e.g., HMM and
Conditional Random Field.
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