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ABSTRACT In this article, we construct some MDS quantum error-correcting codes (QECCs) from classes
of constacyclic codes over Rs = Fp + u1Fp + · · · + usFp, u2i = ui, uiuj = ujui = 0, for odd prime p
and i, j = 1, 2, . . . , s, i 6= j. Many QECCs with improved parameters than the existing ones in some of
the earlier papers are provided. We present a set of idempotent generators of the ring Rs, and using that we
define linear codes, determine all units, and study constacyclic codes over this ring. Among others, we study
dual containing constacyclic codes over Rs and construct (non-binary) QECCs. An algorithm to construct
QECCs from dual containing constacyclic codes over Rs is obtained that can provide many quantum codes.

INDEX TERMS Cyclic codes, negacyclic codes, constacyclic codes, quantum codes.

I. INTRODUCTION
The classical error-correcting codes are built in our classical
computers and digital network to relay information and cor-
rect errors that exist in the information during transmission.
While the question of factorizing a number to its primes is
quickly accomplished for small numbers, it requires months
of computing power with large numbers, even with the best
computers around. Quantum computers that operate with
quantum mechanics concepts have the potential to simulate
things much better than the classical models. When working
on it, a quantum machine is believed to be able to solve a
problem faster than our traditional computers. In the future,
quantum computers would dominate the main field for this
reason instead of classical computers. Quantum computers
can mark the application of error-correcting codes as one of
the key reasons for this efficacy. Quantum error-correcting
codes (QECCs) play an important role in quantum computing
and quantum commutation.

The associate editor coordinating the review of this manuscript and

approving it for publication was Faissal El Bouanani .

The theory of the classical error-correcting codes has dif-
ferences from the theory of QECCs. For example, the the-
ory of classical error-correcting codes began in 1948 with
Shannon’s paper, [34]. However the theory of QECCs began
in 1995 with Shor’s paper [35]. Shor constructed the maiden
QECC in 1995. Then in the next year 1996, Steane [37]
studied properties of simple QECC. Following the work of
Calderbank et al. [11], researches in QECCs took a major
move forward. According to this work, it is enough to find
classical codes, which contain their duals in order to obtain
the QECCs. Later, Ashikmin and Knill generalized these
results to a non binary case [4]. After that, many good QECCs
have been constructed by using the cyclic and constacyclic
codes over finite fields.Working over finite rings, researchers
have constructed QECCs with better parameters [1]–[3], [5],
[6], [8], [21]–[23], [25], [26], [28], [32], [33], [36]. Very
recently, Bag et al. [7] studied the dual containing property
of constacyclic and skew constacyclic codes over finite rings
and constructed new non binary QECCs from their studies.

Motivated by these works, in this article, we study 0-
constacyclic codes over the ring Rs = Fp+u1Fp+· · ·+usFp,
for odd prime p with u2i = ui, uiuj = ujui = 0, and
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i, j = 1, 2, . . . , s, i 6= j. As an application of this study,
we construct QECCs from 0-constacyclic codes over the ring
Rs. This article is organized as follows. In Section 2, we give
some definitions and linear codes construction over this ring
Rs, which are represented by means of s + 1 p-ary codes.
In Section 3, we discuss some properties of 0-constacyclic
codes over Rs. In Section 4, we study a dual-containing prop-
erty for 0-constacyclic codes over Rs and construct QECCs
from them. It is observed that, our constructed QECCs have
better parameters than the existing ones appeared in the liter-
ature over Fp, for odd prime p. We also construct some MDS
QECCs from this study.

II. PRELIMINARIES
Consider the ring Rs = Fp + u1Fp + · · · + usFp, where p
is an odd prime and u2i = ui, uiuj = ujui = 0, for i, j =
1, 2, . . . , s; i 6= j. It is a commutative Frobenius ring with
ps+1 elements.

Recall that, a linear code C over Rs of length n is a
Rs-submodule of Rns . Elements of C are called codeword.
Let c = (c0, c1, . . . , cn−1) ∈ C . A linear code C is said
to be a λ-constacyclic code of length n over Rs if c =
(c0, c1, . . . , cn−1) ∈ C then9(c) := (λcn−1, c0, . . . , cn−2) ∈
C , where 9 is the λ-constacyclic shift operator. When λ =
1, a constacyclic code is called a cyclic code, and a nega-
cyclic code if λ = −1. By identifying each codeword c =
(c0, c1, . . . , cn−1) ∈ C with a polynomial c(x) = c0 +
c1x + · · · + cn−1xn−1 in Rs[x]/〈xn − λ〉 we can say, a linear
code C is a λ-constacyclic code of length n over Rs if and
only if it is an ideal of the ring Rs[x]/〈xn − λ〉. Consta-
cyclic codes over finite fields and finite commutative Frobe-
nious rings have been studied extensively by many authors
(see, e.g., [12]–[20], [31].)

Let e0 = 1 − u1 − u2 − · · · − us and ej = uj, for j =
1, 2, . . . , s. Then it is easy to check that e0+ e1+ · · · + es =
1, eiej = 0 and e2i = ei, where i, j = 0, 1, 2, . . . , s and i 6=
j. Then {e0, e1, . . . , es} forms a nonzero pairwise orthogonal
idempotent set of Rs. Thus, Rs = e0Rs ⊕ e1Rs ⊕ · · · ⊕ esRs.

Any element r ∈ Rs = Fp + u1Fp + · · · + usFp is of the
form a0+ u1a1+ u2a2+ · · · + usas, and can be expressed as

r = a0 + u1a1 + u2a2 + · · · + usas
= (1− u1 − u2 − · · · − us)a0 + u1(a0 + a1)

+ u2(a0 + a2)+ · · · + us(a0 + as)

= e0b0 + e1b1 + · · · + esbs,

where aj ∈ Fp; j = 0, 1, . . . , s such that b0 = a0 and bj =
a0 + aj, for j = 1, 2, . . . , s. Therefore, any r ∈ Rs can be
expressed uniquely as r = e0b0 + e1b1 + · · · + esbs, for
b0, b1, . . . , bs ∈ Fp.
Let M ∈ GLs+1(Fp) such that MM t

= λIs+1, where
M t denotes the transpose of the matrix M , Is+1 denotes the
identity matrix of order s+ 1 and λ be a non-zero element of
Fp. We define a Gray map

8 : Rs −→ Fs+1p , given as 8(r) = (b0, b1, . . . , bs)M .

We can extend this Gray map component-wise from Rns to
Fn(s+1)p such that

(r0, r1, . . . , rn−1) 7→ (b0,b1, . . . ,bn−1)M ,

where ri = e0b0,i + e1b1,i + · · · + esbs,i ∈ Rs,
and bi = (b0,i, b1,i, . . . , bs,i) ∈ Fs+1p , for i = 0, 1,
. . . , n − 1. We define the Lee weight of r as wL(r) =
wH (8(r)), and the Lee weight of r = (r0, r1, . . . , rn−1) ∈
Rns is defined as wL(r) =

∑n−1
i=0 wL(ri). The Lee distance

between r and r′ ∈ Rns is defined by dL(r, r
′) = wL(r− r′) =

wH (8(r− r′)). The minimum Lee distance of C is defined as
dL = dL(C) = min{dL(r, r′) | r 6= r′}. It is easy to see that,
this Gray map8 is a Fp-linear distance preserving map from
Rns to F

(s+1)n
p . By the bijectivity of the Gray map, it is readily

follows that, 8(C) is a [(s+ 1)n, k, dH ] linear code over Fp,
where dL = dH and k is the dimension of 8(C).
The Euclidean inner product of r and r′ in Rns is defined as

r · r′ = r0r ′0 + r1r
′

1 + · · · + rn−1r
′

n−1. The dual code C
⊥ is

defined as C⊥ = {r ∈ Rns | r · r
′
= 0, ∀ r′ ∈ C}. A code C is

called a dual-containing code if C⊥ ⊆ C .
We denote

D0 ⊕ D1 ⊕ · · · ⊕ Ds = {d0 + d1 + · · · + ds |

dj ∈ Dj, j = 0, 1, . . . , s}.

D0 ⊗ D1 ⊗ · · · ⊗ Ds = {(d0, d1, · · · , ds) |

dj ∈ Dj, j = 0, 1, . . . , s}.

Let C be a linear code of length n over Rs. We define

C0 = {b0 ∈ Fnp | e0b0 + e1b1 + · · · + esbs ∈ C;
bj ∈ Fnp, j = 1, 2, . . . , s},

C1 = {b1 ∈ Fnp | e0b0 + e1b1 + · · · + esbs ∈ C;
bj ∈ Fnp, j = 0, 2, . . . , s},

. . . . . . . . .

Cs = {bs ∈ Fnp | e0b0 + e1b1 + · · · + esbs ∈ C;
bj ∈ Fnp, j = 0, 1, 2, . . . , s− 1},

Here Cj are linear codes of length n over Fp, for j =
0, 1, 2, . . . , s. So a linear code C over Rs can be expressed
as C = e0C0 ⊕ e1C1 ⊕ · · · ⊕ esCs.
Lemma 2.1 ( [25]): Let λ be a non-zero element of Fp.

If there is a non-trivial dual-containing λ-constacyclic code
over Fp, then λ = ±1.

We define H⊗n = H ⊗ H ⊗ · · · ⊗ H (n-times) to be the
n-fold tensor product of the Hilbert space H of dimension q
over the complex number C. Then H⊗n is a Hilbert space of
dimension qn. A quantum code of length n and dimension k
over Fq is defined to be a Hilbert subspace of H⊗n having
dimension qk . A quantum code with length n, dimension k
and minimum distance d over Fq is denoted by [[n, k, d]]q.
The parameters of quantum codes always satisfy the quan-

tum Singleton bound: 2d ≤ n − k + 2. A quantum code
that attains the equality in the Singleton bound is called a
maximum distance separable (MDS) quantum code.
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TheCSS construction and the dual containing property will
take the main role in our construction of QECCs.
Theorem 2.2 (CSS Construction [11]): Let C1 and C2 be

[n, k1, d1] and [n, k2, d2] linear codes over Fq, respectively,
with C⊥2 ⊆ C1, and let d = min{d1, d2}. Then there exists a
QECC with parameters [[n, k1 + k2 − n, d]]q. In particular,
if C⊥1 ⊆ C1, then there exists a QECC with parameters
[[n, 2k1 − n, d1]]q.

III. 0-CONSTACYCLIC CODES OVER Rs
Note that

0 = λ0 + u1λ1 + u2λ2 + · · · + usλs

= e0λ0 +
s∑
j=1

ej(λ0 + λj).

Proposition 3.1: 0 is a unit of Rs if and only if λ0 and (λ0+
λj), j = 1, 2, . . . , s, are units in Fp. In particular, when 0 is
a unit of Rs, its inverse is

0−1 = λ−10 + u1(λ0 + λ1)
−1
+ u2(λ0 + λ2)−1

+ · · · + us(λ0 + λs)−1.

Proof: Suppose 0 is a unit in Rs, then there exists an
element 3 = e0δ0 + e1δ1 + e2δ2 + · · · + esδs ∈ Rs such that
0 ·3 = 1, where

0 ·3 = (e0λ0 +
s∑
j=1

ej(λ0 + λj)) · (
s∑
i=0

eiδi)

= e0λ0δ0 + e1δ1(λ0 + λ1)+ · · · + esδs(λ0 + λs).

On the other hand,

1 = (1− u1 − u2 − · · · − us)+ u1 + u2 + · · · + us
= e0 + e1 + e2 + · · · + es.

Comparing the coefficients of ej, j = 0, 1, . . . , s, from 0 ·

3 = 1, we get we get λ0δ0 = 1 and δj(λ0 + λj) = 1, for
j = 1, 2, . . . , s. Thus, λ0 and (λ0 + λj) are units in Fp, where
j = 1, 2, . . . , s, and δ0 = λ

−1
0 , δj = (λ0 + λj)−1.

Conversely, suppose that λ0 and (λ0+ λj), j = 1, 2, . . . , s,
are units in Fp. Then there are δ′j in Fp such that λ0δ

′

0 = 1 and
(λ0+λj)δ′j = 1, implying e0λ0δ′0 = e0 and ej(λ0+λj)δ′j = ej,
for j = 1, 2, . . . , s.
Take 0′ = e0δ′0 + e1δ

′

1 + e2δ
′

2 + · · · + esδ
′
s ∈ Rs. Then

0 · 0′ = e0λ0δ′0 + e1(λ0 + λ1)δ
′

1 + · · · + es(λ0 + λs)δ
′
s

= e0 + e1 + · · · + es = 1,

Therefore, 0 is a unit in Rs. �
Theorem 3.2: Let C = ⊕sj=0ejCj be a linear code of length

n over Rs and 0 be a unit in Rs. Then C is a 0-constacyclic
code of length n over Rs if and only if C0 is a λ0-constacyclic
code and Cj are (λ0+λj)-constacyclic codes of length n over
Fp, for j = 1, 2, 3, . . . , s.

Proof: Suppose C is a 0-constacyclic code of length
n over Rs. Let c = (c0, c1, . . . , cn−1) ∈ C , where

ci = e0c0,i + e1c1,i + · · · + escs,i, such that cj,i ∈ Fp
for i = 0, 1, . . . , n − 1 and j = 0, 1, 2, . . . , s. Then for
j = 0, 1, 2, . . . , s, we have (cj,0, cj,1, . . . , cj,n−1) ∈ Cj. Since
C is a 0-constacyclic code of length n over Rs,

9(c) = (0cn−1, c0, . . . , cn−2) ∈ C .

Note that

0cn−1 = (e0λ0 + e1(λ0 + λ1)+ · · · + es(λ0 + λs))

×(e0c0,n−1 + e1c1,n−1 + · · · + escs,n−1)

= e0λ0c0,n−1 +
s∑
j=1

ej(λ0 + λj)cj,n−1.

We get

9(c) = e0(λ0c0,n−1, c0,0, . . . , c0,n−2)

+

s∑
j=1

ej((λ0 + λj)cj,n−1, cj,0, . . . , cj,n−2).

Hence, (λ0 c0,n−1, c0,0, . . . , c0,n−2) ∈ C0 and ((λ0 +
λj)cj,n−1, cj,0, . . . , cj,n−2) ∈ Cj, for j = 1, 2, . . . , s. There-
fore, C0 is a λ0-constacyclic code and Cj are (λ0 + λj)-
constacyclic codes of length n over Fp, for j = 1, 2, . . . , s,
respectively.
Conversely, suppose C0 is a λ0-constacyclic code and

Cj are (λ0 + λj)-constacyclic codes of length n over Fp,
for j = 1, 2, 3, . . . , s. Then following the above nota-
tions, we get (λ0 c0,n−1, c0,0, . . . , c0,n−2) ∈ C0 and ((λ0 +
λj)cj,n−1, cj,0, . . . , cj,n−2) ∈ Cj, for j = 1, 2, . . . , s. Note
that,

e0(λ0c0,n−1, c0,0, . . . , c0,n−2)

+

s∑
j=1

ej((λ0 + λj)cj,n−1, cj,0, . . . , cj,n−2) = 9(c).

Then by the direct sum decomposition ofC , we get9(c) ∈ C ,
for any c ∈ C . Hence, C is a 0-constacyclic code of length n
over Rs. �
Properties of cyclic codes over finite fields have been dis-

cussed in [29, Theorem 12.9]. Extending those discussion for
constacyclic codes over finite fields, we have the following
theorem.
Theorem 3.3: Let Cj be a λ-constacyclic code of length

n over Fp. Then there exists a unique monic polynomial
(generator polynomial) fj(x) ∈ Fp[x]/〈xn − λ〉 such that
Cj = 〈fj(x)〉 and fj(x) | (xn − λ). Moreover, the dimension
of Cj is kj = n−deg(fj(x)), with {fj(x), xfj(x), · · · , xkj−1fj(x)}
as a basis set.
Theorem 3.4: Let C = ⊕sj=0ejCj be a 0-constacyclic code

of length n over Rs. Then C = 〈e0f0(x) + e1f1(x) + · · · +
esfs(x)〉, where fj(x) are the generator polynomials of Cj, for
j = 0, 1, . . . , s.

IV. DUAL CONTAINING 0-CONSTACYCLIC CODES OVER
Rs AND QECCs CONSTRUCTION
Recall that for codes of length n over a finite field F, the code
C = Fn is always a dual-containing code, as C⊥ = {0}. This
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code C = Fn is called a trivial dual containing code over F.
For 0-constacyclic codes over Rs, we say that C = ⊕sj=0ejCj
is a non-trivial dual containing code if at least one Cj is
non-trivial overFp, for j = 0, 1, . . . , s. It is easy to see that the
Hamming distance of any trivial code is 1. In this section we
will show the existence of such non-trivial dual-containing0-
constacyclic codes over Rs. Note that, when M is an identity
matrix, we get 8(C) = ⊗sj=0Cj, j = 0, 1, . . . , s and dL(C) =
dH (8(C)) = dH (⊗sj=0Cj) = min{dH (Cj) | j = 0, 1, . . . , s}.
Thus, if at least one Cj is trivial, then dL(C) = 1. To avoid
these cases, we will consider the cases where all the Cj are
non-trivial, where j = 0, 1, . . . , s.
Proposition 4.1: Let C be a 0-constacyclic code over Rs,

where 0 = (λ0 + u1λ1 + u2λ2 + · · · + usλs). If there is
a non-trivial dual containing 0-constacyclic code of length
n over Rs, then 0 ∈ {±1,±(1 − 2uj1 ),±(1 − 2uj1 −
2uj2 ), · · · ,±(1− 2uj1 − 2uj2 −· · ·− 2ujs )}, where 1 ≤ ji ≤ s
and ji < ji+1 for i = 1, 2, . . . , s.

Proof: We prove this result for s = 2 and the rest can
be done in a similar fashion. Let C be a non-trivial dual
containing 0-constacyclic code over R2, where 0 = (λ0 +
u1λ1 + u2λ2).
As C⊥ ⊆ C , we get e0C⊥0 ⊕ e1C⊥1 ⊕ e2C⊥2 ⊆ e0C0 ⊕

e1C1 ⊕ e2C2. Considering modulo ej, we get C⊥j ⊆ Cj, j =
0, 1, 2. By Theorem 3.2,C0 is λ0-constacyclic code andCj are
(λ0+λj)-constacyclic codes of length n over Fp, for j = 1, 2.
By Lemma 2.1, we get λ0, λ0 + λ1, λ0 + λ2 = ±1.
Take λ0 = 1. Then

1) If λ0 + λ1 = 1 and λ0 + λ2 = 1, then λ1 = λ2 = 0,
implying 0 = 1.

2) If λ0 + λ1 = 1 and λ0 + λ2 = −1, then λ1 = 0, λ2 =
−2, implying 0 = 1− 2u2.

3) If λ0+λ1 = −1 and λ0+λ2 = 1, then λ1 = −2, λ2 =
0, implying 0 = 1− 2u1.

4) If λ0+λ1 = −1 and λ0+λ2 = −1, then λ1 = λ2 = −2,
implying 0 = 1− 2u1 − 2u2.

Similarly, if we take λ0 = −1, we will get 0 = −(1− 2u1 −
2u2),−(1 − 2u1),−(1 − 2u2),−1, respectively. Thus, 0 ∈
{±1,±(1− 2u1),±(1− 2u2),±(1− 2u1 − 2u2)}. �
Remark 4.2: Using the values of 0 from Proposition 4.1,

we have the following observations:

• If 0 = 1, then by Theorem 3.2, Cj are cyclic codes over
Fp for j = 0, 1, . . . , s.

• If0 = −1, then by Theorem 3.2,Cj are negacyclic codes
over Fp for j = 0, 1, . . . , s.

• If 0 = 1−2uj1 , then by Theorem 3.2,Cj1 is a negacyclic
code andCjl are cyclic codes overFp for 1 ≤ j1 ≤ s, l 6=
1.

• If 0 = −1 + 2uj1 , then by Theorem 3.2, Cj1 is a cyclic
code and Cjl are negacyclic codes over Fp for 1 ≤ j1 ≤
s, l 6= 1.

· · · · · · · · · · · · · · · · · · · · ·

• If 0 = 1−2uj1−2uj2−· · ·−2ujs , then by Theorem 3.2,
C0 is a cyclic code and Cji are negacyclic codes over Fp,
where 1 ≤ ji ≤ s and ji < ji+1 for i = 1, 2, . . . , s.

• If0 = −1+2uj1+2uj2+· · ·+2ujs , then by Theorem 3.2,
C0 is a negacyclic code and Cji are cyclic codes over Fp,
where 1 ≤ ji ≤ s and ji < ji+1 for i = 1, 2, . . . , s.

Remark 4.3: In Proposition 4.1, we discussed only
non-trivial dual-containing 0-constacyclic codes over Rs,
considering all Cj are non-trivial, where j = 0, 1, . . . , s. Here
we discuss how 0 will look like, if not all Cj are non-trivial.
• Suppose only one Cj is non-trivial and others are trivial.

– Consider C0 is non-trivial and Cj, j = 1, 2, . . . , s
are trivial.

– Consider Cj, j 6= 0 is non-trivial and Ci are trivial,
where i 6= j, i = 0, 1, . . . , s.

• Suppose only two Cj are non-trivial and other are trivial.
– ConsiderC0 andCj are non-trivial andCi are trivial,

where i 6= j, i = 1, . . . , s.
– Consider Ci(i 6= 0) and Cj(j 6= 0) are non-trivial

and Ck are trivial, where k 6= i, k 6= j and k =
0, 1, . . . , s.

• · · · · · · · · · · · · · · · · · · · · ·

• Suppose all but one Cj are non-trivial and one copy of
Ci, i 6= j is trivial.

Remark 4.4:We can derive the explicit forms of 0 for the
cases in Remark 4.3. Here we show two derivations, and the
rest can be done similarly.
• One Cj is non-trivial and all others are trivial.
Case I: Consider C0 is non-trivial and Cj, j =
1, 2, . . . , s, are trivial. Then λ0 = ±1 and as Cj = Fnp,
we take λ0+λj = ηj, where ηj are non-zero elements of
Fp for j = 1, 2, . . . , s. Thus, when λ0 = 1, we get

0 = 1+ (η1 − 1)u1 + (η2 − 1)u2 + · · ·

+(ηs − 1)us,

or, when λ0 = −1, we get

0 = −1+ (η1 + 1)u1 + (η2 + 1)u2 + · · ·

+(ηs + 1)us.

Case II: Consider Cj, j 6= 0 is non-trivial and Ci are
trivial, where i 6= j, i = 0, 1, . . . , s. Then λ0 + λj = ±1
and as Ci are trivial, for i 6= j, i = 0, 1, . . . , s, then λ0 =
η0 and λ0 + λi = ηi, where ηi are non-zero elements of
Fp for i 6= j, i = 0, 1, . . . , s. This implies λj = ±1− η0
and λi = ηi − η0. Thus,

0 = η0 + (η1 − η0)u1 + (η2 − η0)u2 + · · ·
+(ηj−1 − η0)uj−1 + (1− η0)uj
+(ηj+1 − η0)uj+1 + · · · + (ηs − η0)us,

or

0 = η0 + (η1 − η0)u1 + (η2 − η0)u2 + · · ·
+(ηj−1 − η0)uj−1 − (1+ η0)uj
+(ηj+1 − η0)uj+1 + · · · + (ηs − η0)us,
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• One Cj is trivial and all others are non-trivial.
Case I: Consider C0 is trivial and Cj, j = 1, 2, . . . , s
are non-trivial. Then λ0 = η0 and λ0 + λj = ±1,
for a non-zero element η0 of Fp and j = 1, 2, . . . , s.
Therefore, λj = 1− η0 or −1− η0. Hence,

0 = η0 + (1− η0)u1 + (1− η0)u2 + · · · + (1− η0)us,

or

0 = η0 + (−1− η0)u1 + (−1− η0)u2
+ · · · + (−1− η0)us.

Case II: Consider Cj, j 6= 0 is trivial and Ci are non-
trivial, for i 6= j and i = 0, 1, . . . , s. Then λj = ηj,
λ0 = ±1 and λ0 + λi = ±1, for i 6= j, i = 0, 1, . . . , s.
If λ0 = 1, we get λi = 0 or 2, and if λ0 = −1, we get
λi = 0 or −2. Thus, for
1) λ0 = 1, λj = ηj and λi = 0, for i 6= j, i =

0, 1, . . . , s. Therefore,

0 = 1+ ηjuj.

2) λ0 = 1, λj = ηj and λi = 2, for i 6= j, i =
0, 1, . . . , s. Therefore,

0 = 1+ 2u1 + 2u2 + · · · + ηjuj + · · · + 2us.

3) λ0 = −1, λj = ηj and λi = 0, for i 6= j, i =
0, 1, . . . , s. Therefore,

0 = −1+ ηjuj.

4) λ0 = −1, λj = ηj and λi = −2, for i 6= j, i =
0, 1, . . . , s. Therefore,

0 = −1− 2u1 − 2u2 + · · · + ηjuj +

· · · − 2us.

Lemma 4.5: [11] Let Cj be a λ-constacyclic code of length n
with generator polynomial fj(x) over Fp. Then Cj contains its
dual code if and only if xn− λ ≡ 0 (mod fj(x) f ∗j (x)), where
λ = ±1 and f ∗j (x) is the reciprocal polynomial of fj(x), for
j = 0, 1, . . . , s.
Using Lemma 4.5, we can easily show that, the code C of

length n over Rs contains its dual if and only if xn − λ0 ≡ 0
(mod f0(x) f ∗0 (x)) and x

n
− (λ0 + λj) ≡ 0 (mod fj(x) f ∗j (x)),

where λ0 = ±1 = λ0 + λj for j = 1, 2, . . . , s.
Proposition 4.6: Let C = ⊕sj=0ejCj be a linear code of

length n over Rs and 8 be the Gray map. Then 8(C⊥) =
8(C)⊥.

Proof: Let a = e0a0 + e1a1 + · · · + esas ∈ C and b =
e0b0 + e1b1 + · · · + esbs ∈ C⊥. Hence,

a · b = e0a0b0 + e1a1b1 + · · · + esasbs = 0.

It is easy to see that, Rs is a (s+ 1)-dimensional vector space
over Fp.
Note that, each element of Rs can be written as a linear

combination of the idempotents, thus the idempotent set
{e0, e1, . . . , es} spans Rs.

To see the linear independence of this set, consider

c0e0 + c1e1 + · · · + cses = 0.

Now, multiplying both sides by ej, we get cje2j = 0 implying
cj = 0, for j = 0, 1, . . . , s. Hence, {e0, e1, . . . , es} forms a
basis set.

Thus, a · b = e0a0b0+ e1a1b1+ · · · + esasbs = 0 implies
a0b0 = a1b1 = · · · = asbs = 0.
Now consider

8(a) ·8(b) = λ2(a0b0 + a1b1 + · · · + asbs).

We have MM t
= λ2Is+1, thus 8(a) · 8(b) = 0 implying

8(b) ∈ 8(C)⊥, as 8(a) ∈ 8(C). Therefore, 8(C⊥) ⊆
8(C)⊥. Also8 is a bijection, so |8(C⊥)| = |8(C)⊥|. Hence,
8(C⊥) = 8(C)⊥. �
Theorem 4.7: Let C = ⊕sj=0ejCj be a 0-constacyclic code

of length n over Rs. If C⊥ ⊆ C, then there exists a QECC
with parameters [[(s+ 1)n, 2k − (s+ 1)n, dH ]]p, where dH
denotes the minimum Hamming distance and k denotes the
dimension of the code 8(C).

Proof: Let a ∈ 8(C⊥) = 8(C)⊥, so a ∈ φ(C)⊥. As a ∈
8(C⊥), there exists a′ ∈ C⊥ such that a = 8(a′). Since
C⊥ ⊆ C , so a′ ∈ C . Thus a = 8(a′) ∈ 8(C), which implies
8(C)⊥ ⊆ 8(C). As 8(C) is a linear code with parameters
[(s + 1)n, k, dH ] over Fp, by Theorem 2.2, there exists a
QECC with parameters [[(s + 1)n, 2k − (s + 1)n, dH ]]p.
�

We present an algorithm to construct QECCs from 0-
constacyclic codes over Rs. This algorithm runs through all
product of factor fi(x) to work on those satisfying the condi-
tions of Lemma 4.5, for i = 0, 1 . . . , s.
In this article, we aim to construct better QECCs than the

existing ones appeared in the literature over Fp, for odd prime
p. The examples and the tables are computed using MAGMA
Software [9], [10]. In the following examples and tables,
we write coefficients in the decreasing order, for example we
use (1(12)04)5 to denote a polynomial (x3 + 12x2 + 4)5.
In Tables 1, we present some QECCs with better param-

eters from our study of cyclic (0 = 1) codes over R1.
Although such codes in Table 1 are better than codes in
recent papers [3], [8], [25]–[28], they have low Hamming
distance. We proceed to improve the parameters in Table 1 to
have better parameters, specifically better Hamming distance.
We end up with Table 2 of much better codes. In Table 3,
we present some MDS QECCs constructed from our study of
0-constacyclic codes over R1.

In Tables 2 and 3, the first column shows the distances, sec-
ond column denotes the unit 0, the third and fourth columns
represent the coefficients of the generator polynomials in
decreasing order. In fifth and sixth columns we present the
parameters of the Gray images and the constructed QECCs.
The seventh column of Table 3, shows the corresponding
existing QECCs. For Tables 1, 2 and 3, we consider

M =

 1 −1

1 1

 , such that MM t
= 2I2.
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In Tables 1, 2 and 3, we consider the ring R1 and the
idempotent set {e0, e1} of this ring. For a fixed n, we take
fj(x) | (xn − λ) such that C = 〈e0f0(x) + e1f1(x)〉, where
Cj = 〈fj(x)〉 for j = 0, 1. Suppose Gj are the generator
matrices of Cj, then the generator matrix of C and 8(C) are

G =
(
e0G0
e1G1

)
and 8(G) =

(
8(e0G1)
8(e1G1)

)
.

Thus,8(C) is a linear code overFq with length 2nwith gener-
ator matrix8(G). Now usingMAGMASoftware we compute
the corresponding Hamming distance and the dimension of
8(C).
Example 4.8: Suppose s = 2, p = 5 and n = 44. Consider

0 = 1, then λ0 = 1 and λ1 = λ2 = 0. Let C be a 0-
constacyclic code overR2. Then by Theorem 3.2,Cj are cyclic
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TABLE 1. QECCs constructed from cyclic codes over R1.

TABLE 2. QECCs constructed from 0-constacyclic codes over R1.

codes over F5, where j = 0, 1, 2.

x44 − 1 = (11)(12)(13)(14)(111212)(114431)

×(121232)(124114)(131333)(134411)

×(141313)(144134) ∈ F5[x].

Let f0(x) = 12, f1(x) = 12 and f2(x) = 114431. Then
Cj = 〈fj(x)〉, j = 0, 1, 2 are cyclic codes of length 44 over F5.
Note that, fj(x)f ∗j (x) divides x

44
−1, for j = 0, 1, 2. Therefore,

by Lemma 4.5, we get C⊥j ⊆ Cj, for j = 0, 1, 2. Thus, C

is a 0-constacyclic code over R2 with generator polynomial
(e0f0(x) + e1f1(x) + e2f2(x)), and its Gray image 8(C) is a
linear code with parameters [132, 125, 3] over F5.

Consider

M =


1 2 2

2 1 −2

−2 2 −1

 .
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TABLE 3. MDS QECCs constructed from 0-constacyclic codes over R1.

Note that, MM t
= 9I3. Hence, by Theorem 4.7, we obtain

a QECC with parameters [[132, 118, 3]]5, which has better
parameters than [[132, 92, 3]]5 appeared in [2]. �
Example 4.9: Suppose s = 3, p = 5 and n = 3. Consider

0 = 1− 2u1 − 2u2 − 2u3, then λ0 = 1, λ1 = −2, λ2 = −2
and λ3 = −2. Let C be a 0-constacyclic code over R3. Then
by Theorem 3.2, C0 is a cyclic code and Cj, j = 1, 2, 3 are
negacyclic codes over F23.

x23 − 1 = (1(22))23 ∈ F23[x].

Let f0(x) = 1(22). Then C0 = 〈f0(x)〉 is a cyclic code of
length 23 over F23.

x23 + 1 = (11)23 ∈ F23[x].

Let f1(x) = f2(x) = 11 and f3(x) = 1331. Then Ci = 〈fi(x)〉
are negacyclic codes of length 23 over F23, for i = 1, 2, 3.
Thus, C is a 0-constacyclic code over R3 with generator

polynomial (e0f0(x) + e1f1(x) + e2f2(x) + e3f3(x)), and its
Gray image8(C) is a linear code with parameters [92, 86, 4]
over F23.
Note that, f0(x)f ∗0 (x) divides x

23
− 1 and fi(x)f ∗i (x) divides

x23 + 1 for i = 1, 2, 3. Therefore, by Lemma 4.5, we get
C⊥j ⊆ Cj, for j = 0, 1, 2, 3.
Consider

M =


1 1 1 1
1 −1 1 −1
1 1 −1 −1
1 −1 −1 1

 .
Note that, MM t

= 4I4. Hence, by Theorem 4.7, we obtain
a QECC with parameters [[92, 80, 4]]23, which has better
parameters than [[90, 78, 3]]23 appeared in [24]. �
Remark 4.10: Note that in Table 3, the Gray images

are actually the MDS linear codes constructed from the
0-constacyclic codes over R1. �
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Remark 4.11:Construction of QECCs from0-constacyclic
codes is a better choice than construction of QECCs from
cyclic codes. In case of QECCs from cyclic codes, our only
option is to consider 0 as 1, but for QECCs construction from
0-constacyclic codes, we will have more choices of 0. As an
example, if we consider the ring R1, we can choose 0 from
the set {−1, 1, 1− 2u1,−1+ 2u1} instead of only 1. �

V. CONCLUSION
In this article, we construct QECCs by studying
0-constacyclic codes over the finite ring Rs = Fp + u1Fp +
· · · + usFp, for odd prime p and u2i = ui, uiuj = ujui = 0,
where i, j = 1, 2, . . . , s; i 6= j. We decompose the ring Rs
by a set of orthogonal idempotents. Units of this ring are
determined, and using those,0-constacyclic codes overRs are
studied. We also discuss the dual-containing 0-constacyclic
codes over this ring. A necessary and sufficient condition
for 0-constacyclic codes over Rs to contain their duals is
provided. For better understanding of this study, we provide
examples of constructed QECCs, whose parameters are better
than recent ones in the literature. We also present an algo-
rithm to construct QECCs from 0-constacyclic codes over
the finite ring Rs. For future study, it would be interesting
to consider more on the complexity of our algorithm, and
develop detailed encoding and decoding schemes. With the
algebraic structure obtained in our paper, we believe other
constructions, such as the Hermitian construction, can be
employed to construct good quantum codes over small fields.
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