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ABSTRACT Student performance prediction is a fundamental task in online learning systems, which aims
to provide students with access to active learning. Generally, student performance prediction is achieved by
tracing the evolution of each student’s knowledge states via a series of learning activities. Every learning
activity record has two types of feature data: student behavior and exercise features. However, most methods
use features that are related to exercises, such as correctness and concepts, while other student behavior
features are usually ignored. The few studies that have focused on student behavior features through
subjectivemanual selection argue that different student behavior features can be used in an equivalent manner
to predict student performance. In this paper, we assume that the integration of student behavior features and
exercise features is crucial to improve the precision of prediction, and each feature has a different impact on
student performance. Therefore, this paper proposes a novel framework for student performance prediction
by making full use of both student behavior features and exercise features and combining the attention
mechanism with the knowledge tracing model. Specifically, we first exploit machine learning to capture
feature representation automatically. Then, a fusion attention mechanism based on recurrent neural network
architecture is used for student performance prediction. Extensive experiments on a real-world dataset show
the effectiveness and practicability of our approach. The accuracy of our method is up to 98%, which is
superior to previous methods.

INDEX TERMS Student performance prediction, knowledge tracing, recurrent neural network, attention
mechanism.

I. INTRODUCTION
With the growth of massive Internet-based educational
resources, many online learning platforms have emerged,
such as ASSISTments, Khan Academy and Massive Open
Online Courses (MOOCs). These platforms provide students
with open learning resources and help students learn in an
active manner, which can optimize their knowledge structure.
Student performance prediction is considered to be an impor-
tant task in the development of online learning platforms
and forecast whether students will answer future questions

The associate editor coordinating the review of this manuscript and
approving it for publication was Utku Kose.

correctly [1]. Student performance prediction aims to iden-
tify students’ knowledge proficiency or learning ability of
students. Specifically, an exact method can reduce students’
learning burdens by offering personalized learning programs
and saveing time and energy for teachers by providing imme-
diate feedback [2].

Online learning platforms generate large-scale educational
data based on students’ learning trajectories, which consist
mainly of student behavior data and exercise data. Student
behavior features describe the background information of
students and summarize their clickstream records (e.g., num-
bers of time the student practices and whether students use
hints), which is generated whenever a student answers a
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question in the online learning system. Exercise features
describe the related knowledge concepts and the results of
students’ response. The availability of massive data resources
can improve the accuracy of predicting student performance
to a large extent [3]. However, using various features data for
performance prediction is challenging.

In recent years, there have been a series of research
achievements in the field of predicting student performance,
mainly including cognitive diagnosis [4], knowledge trac-
ing [5] and deep learning [6]. Deep knowledge tracing
(DKT) [6] is gaining more attention in this area, and it
is the first time that deep learning can be combined with
knowledge tracing. DKT has had great success in processing
the sequential education data, mainly utilizing the recurrent
neural network (RNN) [7] to trace students’ knowledge states.
Although DKT achieves more impressive performance for
knowledge tracing tasks than other models, there is some
space for improvement in the accuracy of the DKT model.

The DKT model focuses on the usage of exercise results
and ignores the impact of students’ behavior features, which
may have a certain influence on students’ performance. The
current work considers the impact of the exercise features
or only a few behavior features on student performance,
ignoring the impact of other student behavior features such
as opportunity (the number of times the student practices
a skill). It is worth mentioning that Zhang et al. proposed
the extension of the DKT model, which first explored the
inclusion of a few features (such as students’ response time,
attempt numbers and first actions) to improve its accuracy [8].
Despite their achievements, there are limitations in this work
regarding the manual selection of features from subjective
perceptions. Current methods select features manually and
assign the same weights to each feature. Furthermore, student
performance is correlated with a long-term historical learning
state [9]. For RNN, the last hidden state of the coding layer
alone cannot contain all features, and there is a risk that more
important information will be lost.

In response to the above issues, this paper proposes a novel
multiple features fusion attention mechanism enhanced deep
knowledge tracing (MFA-DKT) framework that makes full
use of both student behavior features and exercise features.
Specifically, first, all features generated by the online edu-
cation platform are incorporated into the knowledge tracing
model. Second, to comprehensively analyze the impact of
each feature and the relationship between features on stu-
dent performance, a machine learning model is employed to
automatically handle multiple features and learn their rep-
resentation. This can solve the problems existing in mul-
tiple feature variables, such as noise, within the range of
information loss. Third, a recurrent neural network (RNN) is
used to trace the knowledge states of students by combining
their sequential exercise results with feature representations.
Finally, in the student performance prediction stage, combin-
ing the attentionmechanism to assign different weights to fea-
tures and retain more important information over time. In this
way, the MFA-DKT framework can naturally predict student

performance based on their learning activity records.
The experimental results show that the features of the
well-designed fusion AttentionMechanism in our framework
have better performance.

The rest of the paper is organized as follows. The second
part describes the related work. The third part introduces
the problem definition and details of our framework. Our
experimental dataset and results are presented in the fourth
part. Finally, the fifth part summarizes our work and discusses
further work to be addressed in the future.

II. RELATED WORK
At present, student performance prediction approaches can
be classified into three main categories: cognitive diagnosis,
knowledge tracing and deep learning. Cognitive diagnosis is
a combination of cognitive psychology and educational mea-
surement. Knowledge tracing traces the students’ knowledge
mastery levels over time. The last category is deep learning,
which uses neural networks to predict student performance,
such as recurrent neural networks and memory augmented
neural networks (MANN) [10].

A. COGNITIVE DIAGNOSIS
Cognitive diagnosis is used in educational psychology to
discover students’ knowledge states through their exercise
records [4]. Item response theory (IRT) is a typical cognitive
diagnosis model that offers several parameters (such as stu-
dents’ latent traits, discrimination and difficulty of exercises)
and uses the logistic-like IRT formula to predict student
performance [11]. There is another typical cognitive diagno-
sis model called deterministic inputs, noisy-and gate model
(DINA), which is combined with the Q-matrix (the relation of
exercises and knowledge) prior to judging students’ degrees
of mastery in each knowledge concept [12].

B. KNOWLEDGE TRACING
Bayesian knowledge tracing (BKT) [5] is the most clas-
sical method used to trace students’ knowledge states.
BKT is mainly based on students’ exercise records to
compute four key parameters for estimating the probabil-
ity that students will answer exercises correctly. However,
the implementation of BKT has only skill-specific parame-
ters. In order to consider the variability of students, Yudelson
proposed individualized bayesian knowledge tracing model
that incorporates student-specific parameters (such as the
initial knowledge mastery level and the learning speed of
students) [13].

C. DEEP LEARNING
It has become increasingly common to use deep learning
methods to solve problems in many domains. Many edu-
cational researchers combine deep learning with cognitive
diagnosis and knowledge tracing in the area of student per-
formance prediction.
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1) COMBINE COGNITIVE DIAGNOSIS WITH DEEP LEARNING
Traditional IRT requires specific parameters for the problem
of diagnosis, and it ignores rich information in question texts.
Thus, enhancing item response theory for cognitive diagno-
sis (DIRT) enhances the process of diagnosing parameters
by exploring the exercises’ text using deep learning tech-
niques [14]. In order to capture the complex relation of stu-
dents and exercises, neural cognitive diagnosis for intelligent
education systems (neural CD) proposes the incorporation of
neural networks [15].

2) COMBINE KNOWLEDGE TRACING WITH DEEP LEARNING
Chris Piech proposes the deep knowledge tracing (DKT)
model, which is the first to apply deep learning to pre-
dict student performance, which greatly improves the accu-
racy predictions. It takes the time sequence into account
by leveraging a variant of recurrent neural network long
short-term memory (LSTM). Zhang et al. proposes a model
called incorporating rich features into deep knowledge trac-
ing that use a few features based on DKT. Subsequently,
to determine the relationship between exercises and knowl-
edge concepts, dynamic key-value memory networks for
knowledge tracing (DKVMN) model is proposed. DKVMN
designs two memory matrixes, including a static key matrix
(which stores the knowledge concepts) and a dynamic
value matrix (which updates students’ knowledge mastery
level) based on memory-augmented neural networks [16].
Prerequisite-driven deep knowledge tracing (PDKT-C) incor-
porates the knowledge structure information and uses another
type of recurrent neural network called gated recurrent unit
(GRU) [17]. At the same time, it also solves the issue of
sparse data [1]. Then, exercise-enhanced sequential mod-
eling for student performance prediction (EERNN) makes
use of students’ exercise records and the text of exercises
to model students’ states. It designs a bidirectional LSTM
to capture the representation of exercises from the descrip-
tion of text and leverages RNN for student performance
prediction [18].

D. MOTIVATION
Some of the differences between our work and previous
methods are presented. First, this paper takes advantage
of all the student features generated on the platform. Sec-
ond, a machine learning method is applied to learn feature
representation in this paper. Finally, our framework uses
the attention mechanism to trace longer sequences of exer-
cises, which is useful for capturing students’ true learning
states.

III. METHOD
In this section, this paper defines the notations and problems
related to student performance prediction. Then, the details
of the RNN and attention mechanism are described. Finally,
an overview of our framework is provided in this part.

A. PROBLEM DEFINITION
The goal of predicting student performance is typically to
determine whether students can correctly answer the next
exercise [2]. In our work, student performance prediction
makes full use of students’ learning activity records, includ-
ing student behavior features and exercise features.

We denote U for a set of students and E for a set of
exercises. We further denote students’ exercise results as
M ∈ {0, 1} matrix, in which 1 indicates that the student
answer the exercise correctly and 0 indicates that the stu-
dent answer the exercise incorrectly. At time t , the feature
vector of student i is denoted as s(i,t) = {f1, f2, · · · , fn}
(fp represents the p-th feature of student and n is the length of
characteristic sequence). And the feature matrix denotes Si =
[s(i,1), s(i,2), · · · , s(i,t)]T (the historical learning sequence of
student i from time 1 to t). We mark the results of the student
i ∈ U does exercise j ∈ E as rij ∈ {0, 1}, where rij = 1 if the
student i answers correctly and rij = 0 otherwise.
Definition 1 (Student Performance Prediction): Accord-

ing to the historical learning activity records Si =

[s(i,1), s(i,2), · · · , s(i,t)]T of each student from exercising time
1 to t , our goal is to predict the response score rij on the next
exercise at time t + 1.

For easier checking, a list of notations mentioned in this
paper is summarized in Table 1.

TABLE 1. A list of notations shown in this paper.

B. RECURRENT NEURAL NETWORK
A recurrent neural networks (RNN) is a class of artificial
neural networks that is powerful for modeling sequence
data. In contrast to traditional neural networks, RNN can
achieve sustained memory understanding and allow informa-
tion retention. The goal of RNN is to map an input sequence
{x1, x2, · · · , xt }to an output sequence {y1, y2, · · · , yt } [19].
As show in Figure 1, disregarding the attention layer is the
structure of the RNN. In the process from input to output,
the input vector experiences several conversions through a
hidden layer, which gains available information and produces
a sequence of hidden states. However, RNN suffer from
gradient explosion and insensitivity to long-term information.
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FIGURE 1. The architecture of Attention based on RNN. Input is the
primary features and output is the results of prediction.

To solve this problem, a variant of RNN called long
short-termmemory network (LSTM) [18] has been proposed.
LSTM shows unique performance in many fields, especially
for processing longer sequences of data. A common LSTM
unit is consist of a cell, an input gate, an output gate and a
forget gate. The cell remembers values over arbitrary time
intervals and the three gates regulate the flow of informa-
tion into and out of the cell. LSTM can capture long-term
information and remove or add dispensable/indispensable
information to the cell state over time.

The goal of knowledge tracing is based on students’
past learning status. Students learn through gradual process,
so when tracing students’ knowledge states, wemust consider
the effect of time series on the results. In addition, students’
learning levels are constantly updated because they learn the
corresponding knowledge concepts within a certain period of
time or forget them [20]. Considering that a student’s status is
not only related to time series, but also to changes according
to the students’ learning levels, we chose LSTM to model
student sequence.

C. ATTENTION MECHANISM
The attention model [21] has become an important concept in
neural networks and has been extensively studied in different
application areas such as speech recognition [22] and image
annotation [23]. It is based on a common-sensical intuition
that we focus on a certain segment when processing a large
amount of information. Intuitively, the attention mechanism
is a measure of the vector of importance weights, or a rep-
resentation of the correlation between elements. When a
sequence is too long, it is difficult for the hidden layer state
of LSTM include long input information, and some impor-
tant information may be lost. The cells of LSTM share the
same weight. In fact, the student learning process is a longer
learning sequence and different features have different effects
on student performance. Therefore, attention mechanisms is
based on LSTM to better predict student performance.

The attention mechanism is implemented by retaining
the intermediate output of the LSTM encoder on the input
sequence. A model is then trained to learn selectively from
input and to correlate the output sequence with it at model
output. Figure 1 shows the architecture of attention based on
RNN. A detailed description of each layer of the structure is
as follows:

Input layer: The feature sequence of the students.
Embedding layer: The students’ feature embedding

sequence Xi = {x1, x2, · · · , xt } as input into the RNN model
to update the hidden state.

RNN layer: Encoding the knowledge state of students
according to the current input and previous hidden state.

Attention layer: A new state h
′

t is a weighted sum aggrega-
tion of all historical student states during the process.

Output layer: After encoding the final knowledge state of
students by using the softmax function to capture the result
of prediction.

D. FRAMEWORK
To enhance deep knowledge tracing for student performance
prediction, this paper proposes a novel MFA-DKT frame-
work. As shown in Figure 2, MFA-DKT contains four
modules: input, deep learning, attention and prediction mod-
ules. The input module processes the learning activity records
of each student into a feature vector using a machine learning
model. Deep learning module mainly employs deep learning
method to model students’ knowledge states with their learn-
ing behavior features. The attention module assigns different
weights to input features to extract critical and important
information. Next, in the prediction stage, MFA-DKT can
forecast each student’s performance in next exercise. The
specific implementation of the proposed framework is shown
in Figure 2.

1) FEATURE EMBEDDING
It is necessary to incorporate some influential and effective
features related to students to predict their performance.
Multiple features can reflect rich information; however, they
also increase complexity and present problems. Thus, in the
case of minimal information loss, it is necessary to reduce
the feature space on the basis of fully considering feature
independence and the relationship between features. Princi-
pal component analysis (PCA) [24] is an appropriate way to
reduce the analysis targets and minimize the loss of infor-
mation. Therefore, the PCA method is used to handle the
multiple features of students in this paper. PCA can be inter-
preted as dimensionality reduction from the initial space to
the encoded space, which is also called latent space. The
details of feature embedding are described below.

The details of representing multiple features as input vec-
tors using the PCA method to model students’ learning
sequences are following. First, to remove the unit restric-
tion of multiple features and convert it into a dimension-
less, pure numerical value, each sequential feature s(i,j) =
{f1, f2, · · · , fn} is normalized.
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FIGURE 2. An overview of our framework.

We convert each feature sequence {f1, f2, · · · , fn} as:

f ′i =
fi − f
m

, f =
1
n

n∑
i=1

fi,m =

√√√√1
n

n∑
i=1

(fi − f )2 (1)

where f is mean, m represents standard deviation and f ′i
represents new feature after normalization. We get a new
sequence s′(i,t) = {f

′

1, · · · , f
′
n} and feature matrix:

S ′i = [s′(i,1), · · · , s
′

(i,t)]
T
∈ Rt×n (2)

Second, we calculate the covariance matrix D:

D =
1
t
S ′iS

′T
i ∈ R

n×n (3)

The eigenvectors and their corresponding eigenvalues are
then calculated through D. We sort the eigenvalues from
largest to smallest. By doing so, the corresponding eigenvec-
tors are sorted. This method selects the first k largest eigen-
values and corresponding eigenvectors to form a new matrix
P ∈ Rn×k . Finally, the final matrix Xi = S ′iP, Si ∈ Rt×k is
calculated. We exploit the PCA method to reduce the dimen-
sion of features and capture a matrix Xi = {x1, x2, · · · , xt }
denoting the exercising records of students i from time 1 to t ,
where xi = Dpi, i = {1, 2, · · · , t}, l = {1, 2, · · · , k}, and pl
denotes the l-th principal eigenvector of D.
It is worth mentioning that we use PCA to process multiple

features automatically instead of manual selection.

2) MODELING STUDENT SEQUENCE
After obtaining each feature representation from feature
embedding, {x1, x2, · · · , xt } is input into the long short-term
memory network (LSTM) for training, providing predictions
of the students’ response yij at t+1, and the specific formulae
are as follows:

it = σ (wixt + uiht−1 + bi)

ct = tan (wcxt + ucht−1 + bc)

ft = σ (wf xt + uf ht−1 + bf )

ct = it c̃t + ftct−1
ot = σ (woxt + uoht−1 + voct + bo)

ht = ot tanh (ct ) (4)

where it , ft , ot represent input, forget, output gate respec-
tively. c̃t represents the cell state when input feature vector
passes through input gate at time t, and ct represents the cell
state combine information from both input and forget gate.
wi,wc,wf ,wo, ui, uc, uf , uo, vo denote weight coefficients and
bi, bc, bf , bo denote bias. They are all parameters of model.
σ (x) and tan (x) are non-linear activation function. After all
the parameters initialization, the model computes the hidden
state of each students.

At step t + 1, the student state is a weighted sum aggre-
gation of all historical student states during the process. For-
mally, in the next step t + 1, the attentive student state vector
hatt is defined as:

hatt =
t∑
j=1

αjhj, αj = softmax(hj) (5)

where hj is hidden state at j and softmax is activation func-
tion. αj is attention score for measuring the importance of
features. After obtaining attentive student state hatt at step
t + 1, combining the current input xt+1 to output the response
of students rt+1. The specific formulae are as follows:

yt+1 = σ (whxt+1 + wlhatt + bl)

rt+1 = softmax(yt+1) (6)

where yt+1 denotes overall presentation for prediction at t+1
exercise step. {Wh,Wl, bl} are the parameters.

3) OBJECTIVE FUNCTION
In order to make a comparison of the real label, it is necessary
to transform the real label into a two-dimensional vector by
using one-hot encoding. The list [0, 1] denotes the answer
is correct and [1, 0] denotes the answer is incorrect in the
corresponding exercise. The element on the left side of the
list represents the probability that the student answer incor-
rectly, and the right element represents the probability that
the student answered correctly. We compared the output data
with the real label to compute the loss function. The loss
function is defined by using binary cross entropy and the
specific formula is as follows:

L = −
T∑
t=1

[r ′t · log rt + (1− r ′t ) · log (1− rt )] (7)
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TABLE 2. A description of partial features shown in this paper.

At the t-th time, r
′

t is the actual score and rt is the predicted
score on exercise throughMFA-DKT framework. In addition,
MFA-DKT framework minimizes the loss function utilize
Adam optimization algorithm [25].

IV. EXPERIMENTS
First, this part introduces the experimental dataset and the
parameter setup of our framework. Then, we compare our
framework with several methods and verify the validity of
our framework through experiments.

A. EXPERIMENTAL DATASET
ASSISTments1 is a free learning platform used to assign
math homework and classwork to students and provide feed-
back information to teachers. ASSISTment 2009-2010 is a
dataset collected by the ASSISTments intelligent tutoring
systems (ITS) [26]. The online dataset is publicly avail-
able, and has been used extensively by researchers studying
knowledge tracing. In this work, we use Skill-Builder data
2009-20102 to conduct our experiments. We obtain
338,001 logs consisting of 4,216 students and 24,896 exer-
cises for this dataset.

When processing the data, we remove features with a
large number of null values, duplicates and texts, leaving us
with 24 features. Table2 presents descriptions of the features.
Amore detailed description of the features is available on this
website.3

B. EVALUATION METRIC
We evaluate MFA-DKT as the task of both classifica-
tion and regression on student performance prediction. This
paper selects the standard evaluation metric, including area
under an ROC curve (AUC), prediction accuracy (ACC)
and mean absolute error (MAE) and root mean square error
(RMSE). The task of forecast performance is considerd as
a classification problem, where students answer correctly as

1https:// www.assistments.org/
2https://sites.google.com/site/assistmentsdata/home/assistment-2009-

2010-data/skill-builder-data-2009-2010
3https://sites.google.com/site/assistmentsdata/home/assistment-2009-

2010-data

positive samples and in which negative marks are a negative
sample. AUC and ACC are used as the standard of the eval-
uation model, and the values of AUC and ACC range from
0 to 1, with 0.5 indicating that the result of the prediction
is random. A greater value indicates better performance. The
prediction task also is regarded as a regression problem.MAE
and RMSE are used to measure the spacing between real
samples and predicted results and smaller values denote better
results.

C. BASELINES
To demonstrate the effectiveness of our framework (MFA-
DKT) in student performance prediction, our method
compare with four methods, including Bayesian Knowl-
edge Tracing (BKT), Deep Knowledge Tracing (DKT),
Addressing Two Problems in Deep Knowledge Trac-
ing via Prediction-Consistent Regularization (DKT+) and
Dynamic Key-Value Memory Networks for Knowledge
Tracing (DKVMN).

BKT : BKT is a classical method of knowledge tracing
which considers students’ mastery status as a binary variable.
Based on the exercise sequence of corresponding concepts,
BKT uses hidden Markov model to update the probability of
students’ mastery level.

DKT : DKT utilizes the recurrent neural network model to
estimate students’ performance. It takes time sequence into
account to predict student performance.

DKT+ :DKT+ combines the reconstruction and waviness
of regularization term with the objective function based on
DKT to address the reconstruction of sequence problem and
the wavy transition in prediction result which arise in DKT
model.

DKVMN : Based on memory-augmented neural networks,
DKVMN designs a static key matrix and a dynamic value
matrix.

D. EXPERIMENTAL RESULTS
In experimental stage, we randomly select 60%,70%,80%,
90% of the sequences from dataset as training data and
the remains of dataset as testing data. All experiments are
repeated 10 times and selected the average experimental
results as metrics. Figure 3 shows the result of our framework.

In our framework, the number of hidden units is set to
16 for LSTM network. During the model training by using
Adam algorithm, the initial learning rate is set as 0.05 and
learning decay rate is set as 0.0005. Moreover, the number
of iterations is set as 500. Our framework use Pytorch to
implement, and running environment is ubuntu server.

The experiments comparing the ACC, AUC, MAE and
RMSE results of our MFA-DKT framework with four other
methods: BKT, DKT, DKT+, IRF-DKT and DKVMN.
Figure 3 shows the results of all of the methods. Figure 3
indicates that traditionalmodel such as BKT is not as effective
as deep learning models for student performance prediction.
BKT achieved an AUC of 0.68 and an ACC of 0.58 at its
best. DKT achieved an AUC of 0.85 and an ACC of 0.79,
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FIGURE 3. The results of student performance prediction under four metrics.

respectively. DKT+ solves the reconstruction and waviness
of the regularization term with the objective function based
on DKT. DKT+ produces an AUC value of 0.86 and ACC
value of 0.82, which is better than that of the DKT model.
The DKVMN integrates the knowledge concepts that have
better performance than the DKT model. The AUC of the
DKVMN is 0.83, and its ACC value is 0.81. All of the
above experimental results are the best results for each model
at 90% of the training set. Obviously, our framework is
superior to these methods for four evaluation criteria. The
experimental results of our method, in the best case, can
reach values of 0.98 for AUC, 0.97 for ACC, 0.26 for RMSE
and 0.20 for MAE. In summary, the experimental results
demonstrate the accuracy and effectiveness of our framework
in exploiting rich information of the features fusion attention
mechanism.

For MFA-DKT, this paper considers the impact of two
important parameters on the final performance, including
the number of hidden units and iterations for the LSTM
network. Figure 4a shows the performance of MFA-DKT
with an increase in the number of hidden units. When the
number of hidden layers is set to 16, the performance of our

framework is better. Thus, we set the number of hidden units
to 16. Figure 4b, as the iteration proceeds, the effect of our
framework tends to increase and stabilize.

E. THE IMPORTANCE OF MULTIPLE FEATURES AND THE
ATTENTION MECHANISM
This section verifies the importance of the features and atten-
tion mechanism in the model. DKT does not consider fea-
tures of students; IRF-DKT considers only a few features.
MF-DKT considers all features of students and MFA-DKT
combines the attention mechanism based on MF-DKT. Here,
our method compares DKT and IRF-DKT by selecting 70%
of the data as training data, and the specific experimental
results are shown in table 3.

Table 3 shows that our method with incorporated fea-
tures outperform the original DKT and IRF-DKT model.
In the ASSISTments 2009 dataset, the ACC value of the
MF-DKT method is 0.92 and the AUC value is 0.94 after
adding multiple features of students. Moreover, the fusion
attention mechanism approach works better than only con-
sidering feature one. The ACC value of the MFA-DKT
framework is 0.97 and the AUC value is 0.96 after adding
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FIGURE 4. The impact of hidden units and iterations.

FIGURE 5. Left side shows the average mastery level of students on all concepts. Right side shows an example of the knowledge mastery
level tracing of two students on 6 concepts.

TABLE 3. The experimental results compared with DKT and IRF-DKT.

the multiple features fusion attention mechanism. Integrat-
ing multiple features into the knowledge tracking model
can improve the accuracy of predicting student performance.
Meanwhile, the attention mechanism gives the model the
distinguishing capacity to improve its effectiveness. In sum-
mary, the above evidence demonstrates that our frame-
work has a better ability to predict student performance by
making full use of the multiple features fusion attention
mechanism.

F. EDUCATIONAL APPLICATIONS
Our framework has several applications, such as providing
feedback to teachers and creating individual learning schemes
for students. For example, when students take an online
course at home, teachers are not able to visualize the level
of knowledge students acquire. By predicting student states
to analyze students’ overall knowledge weaknesses, teach-
ers can better understand students’ proficiency. As shown
in Figure 5, the left side presents the overall mastery level
of students on 110 concepts. The lighter the color, the worse
the students’ mastery level. According to the heatmap, teach-
ers can spend more time on the knowledge points students
struggle with. The right side of Figure 5 shows the knowledge
mastery level of two students on 6 concepts. Students can
recognize their poor knowledge points and make individual
learning schemes by tracing the knowledge state.

The quality of the knowledge tracing model is measured
by the accuracy of the prediction results and the availabil-
ity to describe students’ knowledge states [27]. Predicting
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student performance and describing students’ knowledge
states solve practical issue in the domain of education. From
the above experiments, our prediction accuracy validates the
effectiveness of our framework. Identifying students’ knowl-
edge states can help realize their learning situation in time.
Figure 5 shows the knowledge mastery level of two students
in corresponding knowledge concepts. In summary, the above
evidence demonstrates thatMFA-DKT has a better ability and
power for student performance prediction.

V. CONCLUSION
This paper proposes a novel framework Multiple Features
Fusion Attention Mechanism Enhanced Deep Knowledge
Tracing (MFA-DKT), which incorporates multiple charac-
teristics from students to predict their future performance.
A method, PCA, is used to handle the students’ behavior and
exercise features. Then, we utilizes recurrent neural network
to encode the student state and combine the attention mech-
anism for student performance prediction. Fully considering
and analyzing the impact of student features on their knowl-
edge state fusion attention mechanism improves the accuracy
of prediction to a large extent.

First, compared with other methods, MFA-DKT greatly
improves the accuracy of student performance prediction
and can recommend more appropriate learning programs
for students. Second, our method obtains students’ learning
state from their behavior features and exercise features by
considering more effect of students’ individuality on student
performance prediction. Third, instead of selecting features
by manual from subjective perceptions, this paper uses PCA
to deal with the student features for comprehensively analyz-
ing knowledge states of students. Moreover, our framework
combines the attention mechanism in neural networks to con-
sider each student feature has different importance on student
performance. In conclusion, our method takes into account
more factors and improves prediction accuracy compared
with previous methods.

However, this work ignores the impact of the relation
between knowledge concepts on student performance predic-
tion. In the future work, we would like to consider the relation
between knowledge concepts for capturing knowledge struc-
ture in prediction.
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