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ABSTRACT This article proposes an analytical method for determining the traffic characteristics of
multi-service switching networks in elastic optical networks. The method takes into consideration the
limitations of W-S-W (wavelength-space-wavelength) switching networks in the execution of multi-slot
connections in line with the concept of elastic optical networks. The results obtained on the basis of the
developed analytical model are compared with the results obtained from the simulation experiments for a
selected structure of a switching network. The study confirms the high accuracy of the proposed model. The
model can be used to optimize and evaluate the effectiveness of blocking optical switching networks.

INDEX TERMS Elastic optical networks, energy-aware systems, multi-service traffic, optical switches,
switching network, traffic engineering.

I. INTRODUCTION
In recent years, optical networks, both access and back-
bone networks, have become the basic solutions offering
high-speed (communication) bitrates, appropriate resource
allocation mechanisms, and a variety of other services.
At present, along with the development of the DWDM
(dense wavelength division multiplexing) technology, opti-
cal telecommunications networks of the next generation can
provide transmission speed of 100 Gbps, 400 Gbps, or even
1 Tbps for a single optical path. A possibility of effectively
using such high bitrates of optical paths to service users with
different demands, far lower than the network capacity, is pro-
vided by the concept of elastic optical networks (EONs) [1].

To use the resources of EONs effectively, it is necessary
to make use of optical switching networks that are capable
of converting and transmitting optical signals in different
wavelengths of light. Research and studies on optical switch-
ing networks focus mainly on the development of new non-
blocking [1]–[5] and rearrangeable [6], [7] optical structures
for switching networks. The construction of such systems,
however, involves a huge number of switching points or
complex control algorithms for setting up connections. This
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leaves us with a need to develop an effective solution based
on a construction of blocking switching networks in which,
depending on the intensity of offered traffic, blocking states
can occur. To evaluate the effectiveness and efficiency of
these structures, it is necessary to develop first their analytical
or simulation models. However, the problem of the analyti-
cal modeling of blocking switching networks that take into
consideration the properties of EONs has as yet not been
sufficiently and properly addressed in the literature. This arti-
cle aims to propose a new analytical model of multi-service
multi-stage blocking switching networks, used in the nodes of
EONs, that would make it possible to determine the influence
of the traffic characteristics of these networks on the traffic
effectiveness of network nodes.

The remaining part of the article is structured as fol-
lows. In Section II the current state of research on mod-
eling optical switching networks is presented. Section III
introduces EONs. It also presents the structures of offered
traffic, a description of switching networks and their struc-
tures, and algorithms for the choice of connecting paths in
these networks. Section IV presents the proposed analytical
model of the considered switching network that services
Erlang, Engset, and Pascal traffic streams. The methods for
determining the point-to-group and point-to-point blocking
probabilities are presented in Section V. The results of the
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analytical calculations are compared with simulation data in
Section VI. Section VII sums up the article.

II. RELATED WORK
Research on optical switching networks (fabrics), includ-
ing networks that take into consideration the properties of
elastic networks, deal mainly with the determination of
non-blocking or rearrangeable conditions in these networks.
These conditions are determined depending on the capacity of
inter-stage links expressed in frequency slot units (FSUs) [1]–
[3], [5]–[7]. In addition, the influence of the number of
switches in individual stages on non-blocking [1]–[3], [5] or
rearrangeable [6], [7] conditions in these networks is investi-
gated. Several studies have proposed new non-blocking struc-
tures of switching networks, in which non-blocking condi-
tions are chosen in such a way as to decrease the production
costs of a given network as much as possible. These studies
have shown that the number of active elements should be kept
as low as possible, while non-blocking conditions should be
maintained [4], [8].

Numerous studies are devoted to the application of EONs
in data centers [9]–[13]. A data center interconnections with
EONs is a promising scenario to meet the high burstiness
and high-bandwidth requirements of data center services [9]–
[11]. In [10], the challenges of the time-aware data cen-
ter services regarding the scheduling of elastic service time
and service bandwidth according to time sensitivity are pre-
sented. A novel multi-stratum resources integration (MSRI)
architecture based on network function virtualization in
software-defined elastic data center optical interconnections
is described in [11]. References [9]–[11] provide analyses of
the effectiveness of all the connection networks between the
nodes of data centers.

In EONs, the modulation technique is adapted to the dis-
tance of an optical path. A robust modulation techniquewith a
large number of spectrum slots is used for long-distance opti-
cal paths, and a less robust modulation technique with a small
number of spectrum slots is used for short-distance optical
paths. In [14], the authors present a model that reduces the
number of utilized spectrum slots compared with the conven-
tional schemes. In [15], the authors have developed a flexible
converter between modulation formats, which enables intel-
ligent grooming techniques for an EON aimed at dynamical
spectral efficiency allocation in optical fiber transmission.

The flexible nature of EONs effectively uses spectral
resources for optical communication by allocating the min-
imum required bandwidth to network connections. Since the
energy consumption of such networks scales with the mag-
nitude of the bandwidth demand, addressing the issue of
energy wastage is important. This fact has a profound impact
on the design of efficient schemes for energy-aware optical
networks, and adaptivity becomes one of the most important
properties of these networks [16]–[20].

Another research area that has not yet been addressed
in the literature is the determination of traffic character-
istics of blocking optical switching networks to which a

mixture of traffic streams with different characteristics (the
size of demanded resources, the intensity of demand arrival)
is offered. The first simulation studies on switching net-
works with a Clos structure1 used in optical switching net-
works [21], [22] are discussed in [23]. A purpose-made sim-
ulator has the advantage of determining loss probabilities for
individual call classes, depending on the structure of the net-
work (the number of switches, the number of inputs/outputs,
the capacity of the links) as well as the traffic structure offered
to a switching network.

The standard application of three-stage Clos switching
networks in optical networks prompted us to pursue stud-
ies aimed at the development of analytical models of such
networks. In addition, the fact that the resources demanded
by individual (particular) traffic streams can be expressed
as the number of FSUs provides a good starting point for
developing analyticalmodels of switching networks in EONs,
and the knowledge related to modeling electronic switching
networks [24] can be used. In particular, assuming that an
FSU in optical switching networks corresponds to an allo-
cation unit (basis bandwidth unit) in electronic switching
networks [24], [25], the modeling process can be based on
the concept of so-called effective availability.

The first models of switching networks, based on the
concept of effective availability, are proposed for single-
service, two-stage switching networks in [26], [27]. In a num-
ber of studies, including [28]–[33], these models have been
expanded to include switching networks with any number of
stages. An appropriately modified concept of the effective
availability is also used in modeling multi-service switching
networks (MSNs) that service multi-service traffic streams.
In [34], models of MSNs with point-to-group selection are
presented. Then, [35] discusses a model of MSNs with point-
to-group selection and a number of attempts to set up a
connection, while [36] discusses a model of MSNs with
point-to-point selection. The literature also offers examples
of more complex models of MSNs that take into account,
for example, Erlang, Engset, and Pascal traffic streams [37],
as well as call admission control mechanisms [38], [39] or
overflow links [40]–[42].

The literature offers more complex MSN models that are
also based on the concept of effective availability. Thesemod-
els consider the possibility of supporting multi-stream traffic
composed of Erlang, Engset, and Pascal traffic streams [37].
In [43] and [44], a recurrent approach to modeling MSNs by
the effective availability method is proposed. Reference [38]
develops models of MSNs with dynamic resource reservation
for all, or selected, traffic classes. In [45], amethod formodel-
ing switching networks that have the advantage of servicing

1A Clos structure (three-stage, five-stage, or seven-stage) provides the
possibility of constructing a switching fabric with several dozen/hundred
inputs/outputs using single switches with several inputs/outputs. A Clos
structure also provides a multi-path architecture between a given input and
output of a switching fabric, resulting in a situation in which switching off a
certain number of elements in this structure does not lead to the total inability
to set up a call but only increases the loads in the remaining modules.
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multi-cast traffic is derived. Reference [39] proposes MSN
models with threshold mechanisms for traffic generated by
the so-called multi-service sources. Finally, [40]–[42] con-
sider MSN models with so-called overflow links introduced
to their structure.

All analytical models of multi-stage switching networks
known from the literature and based on the concept of effec-
tive availability were developed at the time for electronic
switching. These models did not take into consideration the
limitations imposed by optical switching and, in particular,
the limitations related to the conversion of wavelengths in
individual switches of multi-stage switching networks and
the execution of optical multi-slot connections (i.e., those that
demand more than one FSU to set up a connection).

The present article discusses a new analytical model of a
W-S-W (wavelength–space–wavelength) switching network
that services multi-service traffic streams generated accord-
ing to Erlang, Engset, and Pascal distributions. This model
takes into account the availability of different types of switch-
ing in particular stages of the switching network supporting
EONs. In the case of the switches of the external stage,
the switching takes place both in the space domain (switch-
ing between input and output links of a switch) and in the
frequency domain (change of wavelength). In the case of
the switches of the middle stage, the assumption is that they
execute space switching only.

III. SWITCHING NETWORKS IN ELASTIC OPTICAL
NETWORKS
A. ELASTIC OPTICAL NETWORKS
In general, the DWDM technology is based mainly on
C- and L-optical transmission bands because of the low opti-
cal signal attenuation in glass fibers, in which the C-band of
the optical spectrum is from 1530 to 1565 nm. The require-
ments related to the DWDM frequency GRID are provided
in the ITU-T G.694.1 standard [46]. Regarding the flexible
grid, the smallest possible channel spacing is 12.5 GHz, and
the maximum allowed number of separated optical channels
in the C-band is 320. The flexible grid architecture combines
different channel spacings in a single optical fiber. The main
advantage is the implementation of transmission systemswith
different bitrates or modulation formats [47].

In line with the operation of the elastic frequency grid,
standardized by the ITU-T [46], channel bandwidths are
allocated according to the nominal central frequency fnom
and the channel width ω. The channel width ω is given as
a multiplication factor of 12.5 GHz:

ω = 12.5× m, (1)

where m is a positive integer number and 12.5 GHz is the
FSU [2]. The central frequency of individual channels (slots)
is defined on the basis of the following formula:

fnom = 193.1+ n× 0.00625, (2)

where n is an integer number and 0.00625 is the fixed fre-
quency shift expressed in THz. Each combination of channels

(regarding their widths) is possible, provided they do not
interfere with or overlap one another. The advantage of the
use of the elastic frequency grid is that it provides the possi-
bility of applying different transmission rates.

B. ARCHITECTURE OF THE SWITCHING NETWORK
Fig. 1 shows a 3-stage W-S-W switching network. The net-
work is composed of υ × υ square switches. Each link
of the switching network has a capacity equal to f FSUs.
Additionally, one link of each of the switches of the last stage
belongs to one of the υ directions.

FIGURE 1. A 3-stage optical switching network.

The switches of the first and the third stage allow both
the frequency slot (wavelength) and the output of a switch
(optical fiber) to be changed. Fig. 2 shows an example of an
operation mode of a switch of the first or the third stage. For
a given connection that is being executed in a given channel,
such a switch provides a change in its frequency (Fig. 2(a)),
as well as a change in the output link of the switch (Fig. 2(b)).
The switches of the middle stage, in turn, allow a change
in the output link only (Fig. 3(a)). In the case of the switch
of the middle stage, a change in the frequency of the channel
is not possible (Fig. 3(b)).

The presented operation of switches requires new com-
ponents, such as a bandwidth-variable waveband selec-
tive switch (BV-WSS) [2], [48], a bandwidth-variable
transceiver, and a bandwidth-variable tunable waveband con-
verter (TWBC) [2], [49]–[51]. The internal structures of
the first/third-stage switches as well as the second-stage
switches, used in the optical switching fabric under inves-
tigation (Fig. 1), are presented in Fig. 4(a) and Fig. 4(b),
respectively.

C. STRUCTURE OF OFFERED TRAFFIC
The assumption is that the switching network in Fig. 1, pre-
sented in a simplified form in Fig. 5, is offered MI Erlang
traffic streams, MJ Engset traffic streams, and MK Pascal
traffic streams. The total number of traffic streams offered to
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FIGURE 2. An example of the operation of a switch of the first and the
third stage.

FIGURE 3. An example of the operation of a switch of the second stage.

the switching network is defined by the following formula:

M = MI +MJ +MK . (3)

A given traffic stream (call class) c2 is defined by the number
of tc FSUs demanded to set up a new connection and the

2In the article, the i index defines a given Erlang traffic class, the j index
a given Engset traffic class, and the k index a given Pascal traffic class. The
c index denotes, in turn, any traffic class regardless of its type.

FIGURE 4. Switches: (a) a first/third-stage switch and (b) a second-stage
switch. PC - passive combiner.

FIGURE 5. Types of traffic streams offered to a 3-stage optical switching
network.

parameter µc of an exponential distribution of the service
time for calls of class c.

1) ERLANG TRAFFIC STREAMS
The switching network is offered MI Erlang traffic streams.
The intensities of individual call streams are the following:
λ1, λ2, . . . , λi, . . . , λMI . The number of demanded FSUs by
calls of particular traffic classes is: t1, t2, . . . , ti, . . . , tMI .
Service times for calls of particular traffic classes are in line
with an exponential distribution with the following parame-
ters: µ1, µ2, . . . , µi, . . . , µMI . The average intensity of traf-
fic offered by a traffic stream of class i can then be determined
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as follows:

Ai = λi/µi. (4)

The switching network to which Erlang traffic streams are
offered provides a good example of a system in which the
intensity of the arrival of new calls does not depend on
the occupancy state of the system, i.e., a system with a
state-independent call-arriving process [52].

2) ENGSET TRAFFIC STREAMS
The switching network is offered MJ Engset call streams.
Let Sj be the number of sources that generate calls of class
j that demand tj FSUs for service. An input traffic stream of
class j is the result of a superposition of Sj traffic sources
that can be in either of the following two states: the active
state ON (the source occupies tj FSUs in the system) or the
inactive state OFF (the source does not occupy any resources
of the system). When the source is in state ON, its intensity
of generating new calls is equal to zero. This means that
the call-arriving process is a state-dependent process. The
intensity of offered traffic αj by a free source (in state OFF)
of class j is equal to:

αj = γj/µj, (5)

where γj is the average intensity of generating new calls by
a free source of class j, whereas µj is the parameter of the
exponential distribution of service time of calls of class j.
Therefore, the average intensity of traffic of class j that is
offered to the system in the occupancy state of n FSUs can
be determined as follows [53]:

Aj(n) = (Sj − nj(n))αj, (6)

where nj(n) is the number of serviced sources of class j in
state n.

3) PASCAL TRAFFIC STREAMS
The switching network is offered MK Pascal traffic streams.
Let Sk denote the number of sources that generate calls of
class k that demand tk FSUs to set up a connection. Each
free source (in state OFF) generates calls with an intensity γk .
Service time has an exponential distribution with parameter
µk . The intensity of offered traffic βk by one unoccupied
source of class k is equal to

βk = γk/µk . (7)

Unlike the Engset stream, the Pascal traffic stream has
a new call arrival intensity for calls of a given class that
increases with an increase in the number of serviced sources
(i.e., sources in state ON) of this class. The assumption in
the Pascal model is that the call arrival intensity for new
calls of class k in the occupancy state of n FSUs is equal to
(Sk + nk (n))γk , where nk (n) defines the number of serviced
sources of class k (i.e., the number of sources of class k in
state ON) in the occupancy state n. Therefore, the average

traffic intensity of traffic offered to the system in the state of n
occupied FSUs can be determined in the following way [53]:

Ak (n) = (Sk + nk (n))βk . (8)

D. ALGORITHMS FOR THE CHOICE OF CONNECTION
PATHS IN THE NETWORK
Output links of a switching network can be grouped into
so-called directions, i.e., groups of links that lead to the
same node of the next hop (next hop in the route). One of
the methods for creating output directions, that provides the
highest availability of routes leading to a required node of the
next hop, is based on the introduction/addition of one output
link from each switch of the last stage to a required direction.
Depending on the intensity of traffic offered to the direction
that leads to a required node of the next hop, the number of
links that create this direction can vary between one link to
υ links. The introduction of directions means that there are
two ways to select connection paths inside the network: (1)
between a given switch of the first stage and one of the many
switches of the last stage whose links lead in the direction of
the demanded node of the next hop (point-to-group selection),
or (2) between a given switch of the first stage and a switch
of the last stage that has free resources on the link that leads
in the direction of the node of the next hop (point-to-point
selection). Let us first consider the algorithm for setting up
point-to-group connections:

Step 1: Determination of the switch of the first stage at
whose input link a call of class c has arrived.

Step 2: Finding a switch of the last stage that has a free
output link with tc free neighboring FSUs in the
demanded direction. If none of the switches of
the last stage has tc free neighboring FSUs in the
demanded direction, the call is lost due to external
blocking (Fig. 6).

Step 3: Setting up a counter for recording the number of
attempts to set up a connection: l = 1.

Step 4: Attempting to set up a connection between a selected
switch of the first and the last stage, i.e., finding the
same tc neighboring FSUs (frequency channels) in
the link between the switch of the first stage and the
middle stage and a switch of the middle stage and
the last stage (Fig. 7).3

- - If successful, the connection is set up. The run of
the algorithm is terminated.

- - If the attempt failed and the counter l < υ,
go back to Step 3 and increase the number of
attempts: l = l + 1.

- - If the attempt failed and the counter l ≥ υ,
then the call is lost (discarded) due to internal

3The spatial switch used in the middle stage of the switching network
requires as many corresponding free neighboring FSUs as required for a call
of class c (tc FSUs) to be serviced and to be found in the links between the
switches of the first and the second stage and between the second and the
third stage (Fig. 8).
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FIGURE 6. Choosing the switch of the last stage.

FIGURE 7. Choosing the switch of the middle stage.

blocking. The run of the algorithm is terminated
as unsuccessful.

Note that the point-to-point selection is a particular case of
the point-to-group selection: In the case of the point-to-point
algorithm, the number of attempts in Step 4 is equal to 1.

IV. MODELING OF SWITCHING NETWORKS
The determination of traffic characteristics in multi-stage
switching networks with multi-service traffic is a complex
problem, both in traditional networks, in which information
is transmitted by electrical signals, and in optical networks.
Models of switching networks, including Clos multi-stage

networks, are based primarily on the concept of so-called
effective availability. These methods are run for the following
aspects to be determined: (1) a model of inter-stage links,
(2) a model of output links, (3) a method to determine the
effective availability parameter, and (4) method to determine
the distribution of available output links. Later in this section,
we will present appropriate models and methods that have
the advantage of developing a new method for modeling
switching networks in EONs that are based on the concept
of effective availability.

A. MODELING OF INTER-STAGE LINKS IN OPTICAL
SWITCHING NETWORKS
According to the presented algorithm for setting up connec-
tions in the modeled switching network in EONs, setting up
a connection inside the switching network for a call of class
c requires at least one middle-stage switch with inter-stage
links (between a selected switch of the first and third stages),
in which as many successive FSUs are available as required
for a call of class c (tc FSUs) to be serviced (Fig. 8). In the
case of electronic switching, all that is necessary for setting
up a connection is to find tc unoccupied allocation units in the
input and output links of a given switch in the middle-stage,
without the requirement that there must be the same succes-
sive ‘‘time slots.’’ Thus, this difference in the requirements
related to setting up connections by middle-stage switches
implies that the modeling techniques developed for electronic
switching networks cannot be directly used to model optical
networks [54].

FIGURE 8. Setting up of a connection that demands tc neighboring FSUs
inside the network.

The assumption in the article is that the requirement of
finding the same free FSU slots in the input and output
links of a required middle-stage switch will be solved by the
concept of a virtual link (Fig. 9). The concept of a virtual
link is based on a replacement of two links: The input link
and the output link of a middle-stage switch are replaced by
one that connects directly to a switch of the first and the third
stage. In a virtual link, created for any combination of input
and output links of a given middle-stage switch, those FSUs
that are unoccupied in both the input link and the output link
will be treated as free FSUs. The virtual link is a link with
a capacity equal to the real capacity of the inter-stage links.
A given number of FSUs is considered to be occupied (busy)
in a virtual link if it is occupied in at least one of the real
links. An example of the creation of a virtual link is shown
in Fig. 9. The upper section of Fig. 9 shows – for a selected
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switch of the middle stage – both the input link (free: slots 2,
3, and 5; occupied: slots 1, 4, 6, and 7), and the output link
(free: slots 2, 4, and 6; occupied: slots 1, 3, 5, and 7). The
lower section of Fig. 9 shows the virtual link corresponding
to these links. We can observe that the created virtual link has
only one free FSU, i.e., FSU 2.

FIGURE 9. Conversion of inter-stage links into virtual links.

To determine the occupancy distribution in a virtual link,
let us assume that occupancy distributions in the real links
(input and output links) depend only on the total number of
busy FSUs. In this way, we assume that the links are not
mutually dependent and, additionally, that they do not depend
on the occupancy distribution of FSUs between calls of
individual classes. The occupancy distribution in individual
inter-stage links that are offered Erlang, Engset, and Pascal
traffic streams can be determined on the basis of the following
formula [53]:

n [Pn]f =
MI∑
i=0

Alink,iti
[
Pn−ti

]
f

+

MJ∑
j=0

Alink,j(n− tj)tj
[
Pn−tj

]
f

+

MK∑
k=0

Alink,k (n− tk )tk
[
Pn−tk

]
f , (9)

in which the value of Alink,i of the traffic intensity, offered to
a single interstage link, for Erlang traffic of class i is

Alink,i =
Ai
υ2
, (10)

where Ai is the intensity of class i traffic offered to the
whole switching fabric, while υ2 is the number of inter-state
links between successive sections of the switching fabric.
In (10), it was assumed that in the considered switching
fabric, the traffic flows symmetrically, i.e., the average value
of the traffic offered to individual interstage links is the same.

The intensities of Engset traffic of class j, Alink,j(n), and
Pascal traffic of class k , Alink,k (n), are determined by the
following formulas:

Alink,j(n) =
Aj(n)
υ2
=

(Sj − nj(n))αj
υ2

, (11)

Alink,k (n) =
Ak (n)
υ2
=

(Sk + nk (n))βk
υ2

. (12)

The parameters nj(n) and nk (n) in (11) and (12) determine,
according to (6) and (8), the number of traffic sources of,
respectively, class j and k that are serviced in the occupancy
state of n FSUs. It is proved in [55] that these values are equal
to, respectively, the average number ylink,j(n) of serviced
Engset calls of class j and the average number ylink,k (n) of
serviced Pascal calls of class k in a given occupancy state n:

nj(n) = ylink,j(n), nk (n) = ylink,k (n). (13)

The average number of serviced calls ylink,j(n) and ylink,k (n)
in state n of occupied FSUs can be determined as follows [56]:

ylink,j (n) =


Alink,j(n− tj)

[
Pn−tj

]
f / [Pn]f
for tj ≤ n ≤ f ,

0 for n > f ∧ n < tj,

(14)

ylink,k (n) =


Alink,k (n− tk )

[
Pn−tk

]
f / [Pn]f

for tk ≤ n ≤ f ,
0 for n > f ∧ n < tk .

(15)

Note that the values of the parameters ylink,j(n) and
ylink,k (n) are determined on the basis of the occupancy dis-
tribution [Pn]f ((9)), while determining the occupancy dis-
tribution requires the values of traffic intensity ((11) and
(12)). This means that ylink,j(n), ylink,k (n), Alink,j(n), Alink,k (n)
and [Pn]f are mutually entangled and that determining them
requires applying an iterative process [55].

Once the occupancy distribution in the inter-stage link is
calculated, determined on the basis of (9), it is possible to
determine the blocking probability in the inter-stage link:

Elink,c =
f∑

n=f−tc+1

[Pn]f . (16)

Knowing the values of the blocking probabilities Elink,i,
Elink,j, and Elink,k for calls of Erlang, Engset, and Pascal
classes, respectively, we are in the position to determine the
average value of traffic that is serviced by a single FSU in a
real inter-stage link:

y =

∑MI
i=0 Alink,iti(1− Elink,i)

f

+

∑MJ
j=0

∑f
n=0 Alink,j(n)tj

f (1− Elink,j)

f

+

∑MK
k=0

∑f
n=0 Alink,k (n)tk

f (1− Elink,k )

f
, (17)

where the values of offered traffic, Alink,i, Alink,j(n), and
Alink,k (n), can be determined by (10), (11), and (12).

Note that the average value of traffic serviced by a single
FSU in a real inter-stage link is also the occupancy probability
of this FSU. This means that the occupancy probability of
an FSU in a virtual link, is the result of the occupancy of
an FSU in at least one of the real component links, can be
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interpreted as the average traffic yvir serviced by an FSU of a
virtual link [57]:

yvir = 1− (1− y)2. (18)

Thus, the determined value of traffic serviced by a single
FSU in a virtual link (on the basis of traffic serviced in real
inter-stage links) can be used to determine the occupancy dis-
tribution [Pn]vir,f in the virtual link. Knowing the occupancy
distribution [Pn]vir,f will allow us to determine the value of
the blocking probability in the inter-stage links for calls of
individual traffic classes, and consequently to estimate the
values of the internal blocking probabilities.

To determine the distribution [Pn]vir,f , we assume that the
value of carried traffic yvir,η, determined on the basis of this
distribution, must be equal to the traffic value yvir:

yvir,η = yvir, (19)

where:

n [Pn]vir,f = η
MI∑
i=0

Alink,iti
[
Pn−ti

]
vir,f

+η

MJ∑
j=0

Alink,j(n)tj
[
Pn−tj

]
vir,f

+η

MK∑
k=0

Alink,k (n)tk
[
Pn−tk

]
vir,f . (20)

The value of parameter η in (20), determining the occupancy
distribution in the virtual link, must be matched in such a
way as to fulfill the criterion expressed by (19). The value
of this parameter is determined in an iterative way, with the
following expresions taken into consideration:

yvir,η =
η
∑MI

i=0 Alink,iti(1− Evir,i)

f

+

η
∑MJ

j=0

∑f
n=0 Alink,j(n)tj

f (1− Evir,j)

f

+

η
∑MK

k=0

∑f
n=0 Alink,k (n)tk

f (1− Evir,k )

f
(21)

and

Evir,c =
f∑

n=f−tc+1

[Pn]vir,f . (22)

The values of the blocking probabilities Evir,i, Evir,j, and
Evir,k in the virtual link of the optical switching network are
considered to be final when (19) is satisfied at a required
level ε of the relative error. The detailed process of mod-
eling inter-stage links in an optical switching network in
EONs, thereby taking into account spatial switching in the
middle-stage switches, is presented as the FAG-OPTmethod.

Method 1 FAG-OPT Method
Step 1: Setting the iteration step: l = 0.
Step 2: Setting the initial values of the parameters

y(0)link,j(n), y
(0)
link,k (n):

∀0≤j≤MJ∀0≤n≤f y
(0)
link,j(n) = 0,

∀0≤k≤MK ∀0≤n≤f y
(0)
link,k (n) = 0.

Step 3: Increasing the iteration step: l = l + 1.
Step 4: Determination of the values of traffic, A(l)link,i,

A(l)link,j(n), andA
(l)
link,k (n), on the basis of (10), (11),

and (12), respectively.
Step 5: Determination of the occupancy distribution

[Pn]
(l)
f in inter-stage links on the basis of (9).

Step 6: Determination of the values y(l)link,j (n) and

y(l)link,k (n) on the basis of (14) and (15).
Step 7: Repetition of Steps 3-6 until the required accu-

racy ε of the iterative process is obtained:

∀0≤n≤f

∣∣∣∣∣∣y
(l−1)
link,j − y

(l)
link,j

y(l)link,j

∣∣∣∣∣∣ ≤ ε, (23)

∀0≤n≤f

∣∣∣∣∣y
(l−1)
link,k − y

(l)
link,k

y(l)link,k

∣∣∣∣∣ ≤ ε. (24)

Step 8: Determination of the value of parameter yvir on
the basis of (18).

Step 9: Setting the initial values: η = 1 and l = 0.
Step 10: Increasing the iteration step: l = l + 1.
Step 11: Determination of the occupancy distribution

[Pn]
(l)
vir,f on the basis of (20).

Step 12: Determination of the values of blocking probabil-
ities E (l)

vir,i, E
(l)
vir,j, and E

(l)
vir,k on the basis of (22).

Step 13: Determination of the value of parameter y(l)vir,η on
the basis of (21).

Step 14: Increasing the value of parameter η: η = η +

0.001.
Step 15: Repetition of Steps 10-14 until the required accu-

racy εvir of the iteration process is obtained:∣∣∣∣∣yvir − y
(l)
vir,η

yvir

∣∣∣∣∣ ≤ εvir (25)

Step 16: Determination of the final value of the blocking
probability:

Evir,c = E (l)
vir,c. (26)

B. MODELING OF OUTPUT DIRECTIONS IN OPTICAL
SWITCHING NETWORKS
In modeling output directions in the optical switching net-
work, it is necessary to take into consideration two dependen-
cies that influence the possibility of admitting a call of class c,
which demands tc FSUs, for service. One dependency results
from the structure of an outgoing direction that is composed
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of υ separated links with a capacity of f FSUs each. The other
dependency results from an additional requirement in optical
networks: If a given outgoing link is to be capable of servicing
a call of class c (i.e., be free for calls of class c), it must have
tc free neighboring FSUs.
To determine the occupancy distribution and the block-

ing probability for individual traffic classes in a system
under consideration (outgoing direction), we can apply a
generalization of the Kaufman-Roberts formula that pro-
vides the possibility of modeling so-called product-form
state-dependent systems [53]:

n [Pn]υf

=

MI∑
i=0

Adir,itiσstr,c(n− ti)σopt,c(n− ti)
[
Pn−ti

]
υf

+

MJ∑
j=0

Adir,j(n− tj)tjσstr,c(n− tj)σopt,c(n− tj)
[
Pn−tj

]
υf

+

MK∑
k=0

Adir,k (n− tk )tkσstr,c(n−tk )σopt,c(n−tk )
[
Pn−tk

]
υf ,

(27)

where the values of traffic, Adir,i, Adir,j(n), and Adir,k (n), can
be determined on the basis of the following formulas:

Adir,i =
Ai
υ
, (28)

Adir,j(n) =
Aj(n)
υ
=

(Sj − nj(n))αj
υ

, (29)

Adir,k (n) =
Ak (n)
υ
=

(Sk + nk (n))βk
υ

. (30)

The parameters Adir,i, Adir,j(n), and Adir,k (n) determine the
value of traffic offered to a single direction of the switching
fabric (assuming a symmetrical distribution of the traffic).

In (27), the above-mentioned factors that influence the
possibility of admitting calls of class c are taken into consider-
ation by the following two parameters: σstr,c(n) and σopt,c(n).
These parameters (known as conditional state-passage prob-
abilities) define the influence of a separation of links that
form the output direction and the influence of the require-
ments concerning the neighborhood of free FSUs, respec-
tively. Therefore, they determine the percentage reduction in
the total traffic flow between neighboring states of the service
process, as a result of the impact of the above-mentioned
factors.

The values nj(n) and nk (n) in (29) and (30) express, in line
with (6) and (8), the number of traffic sources of, respectively,
class j and k that are serviced (occupied in state ON) in the
occupancy state of n FSUs. It is proved in [55] that these
values are equal to the average number ydir,j(n) of serviced
Engset calls of class j and the average number ydir,k (n) of
serviced Pascal calls of class k , respectively, in a given occu-
pancy state n:

nj(n) = ydir,j(n); nk (n) = ydir,k (n). (31)

The average number ydir,j(n) of serviced Engset calls and the
average number of serviced Pascal calls ydir,k (n) in a state of
n busy FSUs can be determined as follows [53]:

ydir,j (n) =


Adir,j(n− tj)σstr,c(n− tj)σopt,c(n− tj)

[
Pn−tj

]
υf

[Pn]υf

for tj ≤ n ≤ υf ,
0 for n > υf ∧ n < tj,

(32)

ydir,k (n) =


Adir,k (n− tk )σstr,c(n−tk )σopt,c(n−tk )

[
Pn−tk

]
υf

[Pn]υf

for tk ≤ n ≤ υf ,
0 for n > υf ∧ n < tk .

(33)

Note that the values of the parameters ydir,j(n) and ydir,k (n)
are determined on the basis of the occupancy distribution
[Pn]υf (see (27)). This distribution can be determined if we
know the traffic intensities Adir,j(n) and Adir,k (n) (see (29)
and (30)). This means that the parameters ydir,j(n), ydir,k (n),
Adir,j(n), Adir,k (n), and [Pn]υf are mutually entangled and that
determining them requires applying an iterative process [55].

The value of the conditional transition coefficient σstr,c(n),
which takes into consideration the influence of the structure
of an output direction (υ links with a capacity of f FSUs each)
on the possibility of call admittance for calls of individual
traffic classes is taken into account in (27) by the conditional
transition coefficient [34]:

σstr,c(n) = 1−
F(υf − n, υ, tc − 1, 0)
F(υf − n, υ, f , 0)

, (34)

where F(x, υ, f , t) determines the number of possible distri-
butions (allocations) of x unoccupied FSUs in υ links, each
having a capacity of f FSUs, with the additional assumption
that there are at least t free FSUs in each of the links:

F (x, υ, f , t)

=

⌊
x−υt
f−t+1

⌋∑
r=0

(−1)r
(
υ

r

)(
x − υ(t − 1)− 1− r(f−t + 1)

υ − 1

)
.

(35)

The parameter σstr,c(n) can be interpreted as the probability
that a call of class c can be completely handled by any output
link of a given direction. It is therefore the probability that at
least one link of a given direction has tc free FSUs.

Let us now determine the other transition coefficient that
conditions the possibility of admittance of a call of class c for
service in the occupancy state of n FSUs, i.e., the parameter
σopt,c(n). This parameter allows us to take into consideration
the requirement – particularly relevant to EONs – that the
admittance of a call of class c must be preceded by finding
tc free and successive (neighboring) FSUs. To determine
the value of parameter σopt,c(n), we propose an approximate
method that is based on an appropriate transformation of the
structure of an output direction. This transformation is based
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on a replacement of the real output direction with a capacity
of υ × f FSUs by a fictitious direction composed of υopt
component links, each with capacity fopt = tmax:

υopt =

⌊
f
tmax

⌋
υ, (36)

where tmax determines the maximum number of demanded
FSUs by calls of all classes offered to the system. The general
idea of the replacement of the structure of the real direction
for the purpose of determining the value of the parameter
σopt,c(n) is presented in Fig. 10.

FIGURE 10. The idea behind the model for the transformation of the
structure of the output direction to include the requirements of optical
switching.

When we know the parameters fopt and υopt, we can deter-
mine the value of parameter σopt,c(n) on the basis of the
following formula:

σopt,c(n) = 1−
F(υoptfopt − n, υopt, tc − 1, 0)
F(υoptfopt − n, υopt, fopt, 0)

, (37)

where F(x, υopt, fopt, tc) is determined by (35).
Thus, the conditional transition probabilities σstr,c(n) and

σopt,c(n) allow us to determine the occupancy distribution
[Pn]υf in an outgoing direction of an optical switching net-
work and, consequently, the blocking probability for calls of
class c:

Edir,c =
υf∑
n=0

[Pn]υf
[
1− σstr,c(n)σopt,c(n)

]
. (38)

Successive steps in the determination of the occu-
pancy distribution and the blocking probability in the
limited-availability group that models output directions of an
optical switching network can be written in the form of the
LAG-OPT method.

C. EFFECTIVE AVAILABILITY IN THE SWITCHING
NETWORK
The effective availability parameter determines the average
number of switches of the last stage with which a connection
in a given direction can be set up.

The basis for the determination of the effective availability
for a traffic stream of class c is provided by the concept of the
so-called equivalent network [34]. The equivalent network
is a single-service network with the same structure as the
multi-service network. Each link of an equivalent network is
assigned a fictitious load el(c) that is equal to the blocking

Method 2 LAG-OPT Method
Step 1: Setting the iteration step: l = 0.
Step 2: Setting the initial values of parameters y(0)dir,j(n),

y(0)dir,k (n):

∀0≤j≤MJ∀0≤n≤f y
(0)
dir,j(n) = 0,

∀0≤k≤MK ∀0≤n≤f y
(0)
dir,k (n) = 0.

Step 3: Determination of the values of parameters
σstr,c(n) and σopt,c(n) on the basis of (34) and
(37).

Step 4: Increasing the iteration step: l = l + 1.
Step 5: Determination of the values of traffic, A(l)dir,i,

A(l)dir,j(n), and A
(l)
dir,k (n), on the basis of (28), (29),

and (30), respectively.
Step 6: Determination of the occupancy distribution

[Pn]
(l)
υf on the basis of (27).

Step 7: Determination of the values y(l)dir,j (n) and

y(l)dir,k (n) on the basis of (32) and (33).
Step 8: Repetition of Steps 4-7 until the required accu-

racy ε of the iterative process is achieved:

∀0≤n≤f

∣∣∣∣∣∣y
(l−1)
dir,j − y

(l)
dir,j

y(l)dir,j

∣∣∣∣∣∣ ≤ ε, (39)

∀0≤n≤f

∣∣∣∣∣y
(l−1)
dir,k − y

(l)
dir,k

y(l)dir,k

∣∣∣∣∣ ≤ ε. (40)

Step 9: Determination of the blocking probability in the
output direction of the optical switching network
on the basis of (38).

probability for traffic of class c in an inter-stage link of a real
network, between stages l and l + 1. This probability can be
determined on the basis of the occupancy distribution in the
virtual group that models the inter-stage links of a switching
network (see (22)). To determine the effective availability
dz(c) for a traffic stream of class c in a z-stage equivalent
network, the following formula [34] can be used:

dz,c = [1− πz(c)]υ + πz(c)ηυe1(c)

+πz(c)[υ − ηυe1(c)]ez(c)σz(c), (41)

where

• dz,c – the effective availability for a traffic stream of class
c in an equivalent z-stage switching network.

• πz(c) – the so-called probability of direct non-availability
of a given switch of the last stage for a call of class
c. Parameter πz(c) determines the probability that a
connection of class c cannot be set up between a given
switch of the first stage and a given switch of the last
stage. The determination of this parameter is based on an
analysis of the graph channel of the equivalent switching
network [58].

• υ – the number of output links in a given direction.
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• η – the value that determines what part of the fictitious
traffic in the first-stage switch is serviced by the direc-
tion under consideration. If traffic is evenly distributed
between all υ directions, we get η = 1/υ.

• σz(c) – the coefficient of the so-called secondary avail-
ability; it determines the number of switches in the last
stage of the equivalent network [34]:

σz(c) = 1−
∏z−1

r=2
πr (c). (42)

D. DISTRIBUTION OF AVAILABLE LINKS
In the effective availability method for multi-service switch-
ing networks, the so-called distribution of available links [34]
is vital. This distribution determines the probability P(c, s)
that each link, from s randomly selected links of the output
direction in a switching network, can service a call of class c.
This means that any selected link has the appropriate number
of demanded neighboring FSUs. This distribution can be
determined in the following way:

P(c, s) =
υf∑
n=0

[Pn]υf P(c, s|υf − n), (43)

where [Pn]υf is the occupancy distribution in a limited-
availability group that models the output directions; it is
determined on the basis of (27) with the assumption that for
each state n of the occupancy of the system, the parameter
σopt,c(n) = 1. P(c, s|x) is, in turn, the conditional distribution
of available links. This distribution determines the probability
of such a distribution x = υf − n of free FSUs that each of
the s randomly chosen links has at least tc free, neighboring
FSUs necessary to set up a connection of class c, whereas in
each of the remaining υ − s links the number of free FSUs is
lower than tc. The conditional distribution of available links
can be determined on the basis of the following formula [34]:

P(c, s|x)

=

(
υ
s

)∑9
w=stc F(w, s, f , tc)F(x − w, υ − s, tc − 1, 0)

F(x, υ, f , 0)
, (44)

where 9 = sf , if x ≥ sf , 9 = x, if x < sf , whereas
F(x, υ, f , t) determines the number of possible distributions
of x free FSUs in υ links, where each link has a capacity of f
FSUs, with the additional assumption that in each link are at
least t unoccupied FSUs. The parameter F(x, υ, f , t) can be
determined by (35).

V. BLOCKING PROBABILITY IN SWITCHING NETWORKS
OF ELASTIC OPTICAL NETWORKS
In line with the concept of the effective availability method,
the methods for modeling inter-stage links and output switch-
ing networks in EONs developed in the previous section
provide a basis for the process of determining the external,
the internal, and the total blocking probability in these net-
works.

A. EXTERNAL BLOCKING PROBABILITY
The external blocking occurs when none of the output links
of a demanded direction in a switching network are able to
service a call of class c. This means that none of the outgoing
links in the demanded direction of the switching network have
at least tc free, successive (neighboring) FSUs. Following
the considerations presented in Item IV-B, we can assume
that the external blocking probability is equal to the blocking
probability in the output direction of the optical switching
network and can be determined on the basis of the following
formula:

Eext,c = Edir,c =
υf∑
n=0

[Pn]υf
[
1− σstr,c(n)σopt,c(n)

]
, (45)

where [Pn]υf is the occupancy distribution in the limited-
availability group (see (27)), whereas σstr,c(n) and σopt,c(n)
are the parameters for the conditional transition coefficient
defined by (34) and (37), respectively.

B. INTERNAL BLOCKING PROBABILITY
In this article, to model internal blocking in multi-service
optical switching networks the approach proposed for the
PGBMT method [59] for electrical networks with point-to-
group selection is used. Taking into consideration the addi-
tional limitations of the switches of the middle stage in
W-S-W optical switching networks, internal point-to-group
blocking occurs when all links in a demanded output direction
that belong to dz,c available switches of the last stage do not
have enough free (unoccupied) neighboring FSUs to service
a call of class c. Therefore, the internal blocking probability
can be determined by the following formula [60]:

Eint,c =
υ−dz,c∑
s=1

P(c, s)
1− P(c, 0)

[(
υ − s
dz,c

)/(
υ

dz,c

)]
, (46)

where υ is the number of links in a given outgoing direction,
whereas the parameters dz,c and P(c, s) can be determined
by (41) and (43), respectively. Since the internal blocking
probability is determinedwith the assumption that at least one
outgoing link is unoccupied (this assumption follows from the
algorithm for setting up connections), the distribution P(c, s)
has been truncated by eliminating the event of the occupancy
of all output links (P(c, 0) in (46)).
To determine the internal blocking in optical switching

networks with point-to-point selection, we can use the con-
clusions formulated in [61], according to which the point-to-
point blocking probability in a z-stage switching networks is
equal to the point-to-group blocking probability in a (z− 1)-
stage network. According to this theorem, input links of a
switch of the z stage are viewed as the links of the output
direction of a switching network with point-to-point selec-
tion [59].

C. TOTAL BLOCKING PROBABILITY
The models of blocking presented above do not take into
consideration the possibility of the concurrent occurrence of
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blocking events of different types at the analytical level. The
algorithm for setting up connections in multi-stage optical
networks presented in Section III operates in a sequential
way, checking sequentially the possibility of external and
internal blocking. Therefore, in an instance of the occurrence
of, for example, an event of blocking for the switches of the
last stage for a given call, the event of the internal block-
ing will never be registered for this particular call, even if
the occupancy state of the inter-stage links corresponds to
this blocking type. From the point of view of the analyti-
cal modeling of optical switching networks, the problem of
the concurrent occurrence of internal and external blocking
events is solved following the reasoning proposed in [62].
According to [62], to determine the total blocking probability
in optical switching networks, the assumption should be that
output links in a given direction can be offered only that part
of the total traffic that is not lost in the inter-stage links.
Similarly, in determining the internal blocking probability,
the assumption is that the inter-stage links can be offered only
that part of the total traffic that is not lost in the output links.
Such an approach means that in determining the internal
blocking probability, we take into consideration only that
part of the traffic that is not lost due to external blocking.
In the calculation of the external blocking probability, in turn,
we use only that part of the traffic that is not lost due to
internal blocking.

As a consequence, in determining the effective availability
parameter (see (41)), the value of the fictitious load el(c)
(numerically equal to the blocking probability for calls of
class c in an inter-stage link of a real switching network)
is determined on the basis of the FAG-OPT method for the
following modified values of offered traffic:

Alink∗,i =
Ai(1− Eext,i)

υ2
= Alink,i(1− Eext,i), (47)

Alink∗,j(n) =
Aj(n)(1− Eext,j)

υ2
=Alink,j(n)(1−Eext,j), (48)

Alink∗,k (n) =
Ak (n)(1− Eext,k )

υ2
=Alink,k (n)(1−Eext,k ). (49)

The external blocking probability can be determined on
the basis of a model of a limited-availability group (the
LAG-OPT method), with the assumption that the output
directions are offered traffic with the following intensity
values:

Adir∗,i =
Ai(1− Eint,i)

υ
= Adir,i(1− Eint,i), (50)

Adir∗,j(n) =
Aj(n)(1− Eint,j)

υ
= Adir,j(n)(1− Eint,j), (51)

Adir∗,k (n) =
Ak (n)(1− Eint,k )

υ
= Adir,k (n)(1− Eint,k ). (52)

Since the exclusion of the simultaneity of the internal
blocking and the external blocking in the proposed method
occurs at the level of offered traffic, the total blocking prob-
ability can be written directly as the sum of the internal and
the external blocking:

Etot,c = Eint,c + Eext,c. (53)

Method 3 PGB-OPT Method
Step 1: Setting the iteration step: l = 0.
Step 2: Setting the initial values of the internal and exter-

nal probabilities:

∀0≤j≤MJE
(0)
int,c = 0, ∀0≤k≤MKE

(0)
ext,c = 0.

Step 3: Increasing the iteration step: l = l + 1.
Step 4: Determination of the values of traffic A(l)link∗,i,

A(l)link∗,j(n), and A(l)link∗,k (n) offered to inter-stage
links:

A(l)link∗,i = Alink,i
(
1− E (l−1)

ext,i

)
, (54)

Alink∗,j(n)
(l)
= Alink,j(n)

(
1− E (l−1)

ext,j

)
, (55)

Alink∗,k (n)
(l)
= Alink,k (n)

(
1− E (l−1)

ext,k

)
. (56)

Step 5: Determination of the occupancy distribution
[Pn]

(l)
f ,vir (see (20)) and the blocking probability

E (l)
vir,c (see (22)) for calls of class c.

Step 6: Determination of the effective availability
parameter d (l)z,c (see (41)).

Step 7: Determination of the traffic intensity values
A(l)dir∗,i, A

(l)
dir∗,j(n), and A

(l)
dir∗,k (n) offered to output

directions:

A(l)dir∗,i = Adir,i
(
1− E (l−1)

int,i

)
, (57)

Adir∗,j(n)
(l)
= Adir,j(n)

(
1− E (l−1)

int,j

)
, (58)

Adir∗,k (n)
(l)
= Adir,k (n)

(
1− E (l−1)

int,k

)
. (59)

Step 8: Determination of the occupancy distribution
[Pn]

(l)
υf in the limited-availability group (see

(27)).
Step 9: Determination of the blocking probabilitiesE (l)

ext,c

(see (45)), E (l)
int,c (see (46)) and E

(l)
tot,c (see (53)).

Step 10: Repetition of Steps 3-9 until the required accu-
racy ε of the iterative process is achieved:

∀1≤c≤M

∣∣∣∣∣E
(l)
tot,c − E

(l−1)
tot,c

E (l)
tot,k

∣∣∣∣∣ ≤ ε. (60)

To determine the probabilities Etot,c, Eint,c, and Eext,c in
optical switching networks, it is necessary to construct an iter-
ative process that can be written in the form of the PGB-OPT
method.

VI. NUMERICAL RESULTS
The new PGB-OPT method for determining the blocking
probability in optical switching networks is an approximate
method. To evaluate the accuracy of the proposed method as
well as the adopted assumptions, the results of the analytical
calculations were compared with the data obtained in simula-
tion experiments. The simulation studies were carried out for
3-stage optical W-S-W networks with a Clos structure [22],
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[63], [64]. The switching network under consideration was
composed of square switches with υ × υ links, each with a
capacity of f FSUs.
The results of the simulation experiments are presented in

the form of points plotted on a graph with marked confidence
intervals determined on the basis of Student’s t distribution
(with a 95% confidence level) for 5 series, in the function of
traffic a offered to a single FSU:

a =

∑MI
i=1 ti

λi
µi
+
∑MJ

j=1 tj
γjSj
µj
+
∑MK

k=1 tk
γkSk
µk

υυf
. (61)

Duration time for each of the series was determined on the
basis of the time needed to generate 10,000,000 calls of the
class whose calls arrived with the least intensity. In each case,
the confidence interval does not exceed 5% of the average
value of the results of the simulation experiment. The results
of the analytical calculations are presented in the graphs in
the form of solid lines.

The number of FSUs required by calls of particular traffic
classes depends not only on the required transmission speed,
but also on the modulation format. As an example, using data
provided in [65], the number of FSUs required by calls of
different speeds and modulation formats is listed in Table 1.

TABLE 1. Number of FSUs in different connections depending on the
required bitrate and modulation format [65].

In order to compare the accuracy of the proposed
PGB-OPT method, developed for W-S-W switching net-
works in optical networks, with the accuracy provided by
the PGBMT method, developed for electronic switching net-
works, Fig. 11–13 show the results of modeling (for selected
traffic classes). The results take into consideration the proper-
ties of both types of switching. We can observe that the addi-
tional requirements resulting from the limitations in the exe-
cution of multi-level connections by middle-stage switches

FIGURE 11. Blocking probability for class 1 in System 1 with
point-to-group selection.

FIGURE 12. Blocking probability for class 2 in System 2 with
point-to-group selection.

FIGURE 13. Blocking probability for class 3 in System 3 with
point-to-group selection.

(of type S) have been properly taken into consideration in
the developed analytical model. The accuracy of the calcu-
lations obtained in this study is comparable to the accuracy
obtained for electronic switching networks. At the same time,
we can observe that for the traffic classes that demand more
FSUs/AUs, the blocking value significantly increases in opti-
cal networks as compared with electrical networks (Fig. 13,
System 3). The opposite effect can be observed for calls that
demand the fewest FSUs/AUs to execute a connection: In
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FIGURE 14. Point-to-group blocking probability in System 4 with
point-to-group selection.

optical switching, the blocking value is lower than in elec-
tronic switching due to the absence of the possibility of using
a single FSU by a multi-slot demand (Fig. 11, System 1).

To evaluate the accuracy of the developed analytical
PBG-OPT method for all classes of offered traffic, Fig. 14
presents a comparison of the analytical results with the results
of the digital simulation for System 4, in which Erlang,
Engset, and Pascal traffic streamswere offered. The presented
results confirm the accuracy of the adopted assumptions in the
PGB-OPT method.
• System 1

- - Structure of offered traffic: M = MI = 3; Erlang:
t1 = 5 FSUs, µ−11 = 1, t2 = 10 FSUs, µ−12 = 1,
t3 = 20 FSUs, µ−13 = 1.

- - Structure of switching network: υ = 4, f = 120
FSUs (38% of C-band capacity).

• System 2
- - Structure of offered traffic: M = 3; MI = 1, MJ =

1,MK = 1; Erlang: t1 = 5 FSUs, µ−11 = 1; Engset:
t2 = 10 FSUs, µ−12 = 1, N2 = 2000; Pascal: t3 =
20 FSUs, µ−13 = 1, S3 = 2000.

- - Structure of switching network: υ = 4, f = 120
FSUs (38% of C-band capacity).

• System 3
- - Structure of offered traffic: M = 4; MI = 2, MJ =

1,MK = 1; Erlang: t1 = 3 FSUs, µ−11 = 1, t2 = 12
FSUs, µ−12 = 1; Engset: t3 = 15 FSUs, µ−13 = 1,
N3 = 2000; Pascal: t4 = 30 FSUs, µ−14 = 1, S4 =
2000.

- - Structure of switching network: υ = 4, f = 180
FSUs (56% of C-band capacity).

• System 4
- - Structure of offered traffic: M = 3; MI = 1, MJ =

1,MK = 1; Erlang: t1 = 5 FSUs, µ−11 = 1; Engset:
t2 = 10 FSUs,µ−12 = 1,N2 = 640; Pascal: t3 = 20
FSUs, µ−13 = 1, S3 = 640.

- - Structure of switching network: υ = 4, f = 32
FSUs (10% of C-band capacity).

VII. CONCLUSION
This article proposes a new PGB-OPT method that has the
advantage of modeling multi-service W-S-W switching net-
works operating in EONs. The method allows us to deter-
mine the blocking probability of multi-service traffic streams
offered to multi-service elastic optical switching fabrics. The
method also makes it possible to determine the influence of
a broad range of intensities of offered traffic, the number of
traffic classes, the types of traffic streams (Erlang, Engset,
Pascal), and the capacity of links.
The study clearly shows that when the limitations of the

middle-stage switches in W-S-W networks are taken into
consideration, this significantly influences the values of the
blocking probabilities in individual stream classes of traffic
offered to the network.
The proposed PGB-OPT method is, to the best of

our knowledge, the first analytical method for modeling
multi-service blocking optical switching networks that takes
into consideration the properties of EONs. The problem of
the simultaneity (concurrence) of events of different types of
blocking in the network is solved in our method by a sep-
aration of traffic responsible for the occurrence of blocking
events of different types.
Knowing the value of the blocking probability makes it

possible to apply appropriate and well-matched traffic engi-
neering techniques that can determine the number of network
elements that is necessary for traffic with the required quality
parameters to be serviced. The use of such techniques can
lead to a decrease in the demand for energy in data centers
and switching fabrics. The blocking probability determined
with the use of the proposed methodmay also constitute input
data to the call admission control mechanisms that determine
the acceptance of a new call.
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