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ABSTRACT The prevailing ‘‘996’’ overtime phenomenon in China has raised extensive consideration and
discussion towards the topic of work-life balance. Following this trend, this study focused on the topic of
work recovery experience. Based on Lens Model, we aimed to construct prediction models of weekend
recovery experience with individuals’ social media footprints, which include their social media posts,
behavioral information, and demographic information. We acquired Weibo data and Recovery Experience
Questionnaire results from 493 participants and extracted Weibo data features for model training through
two methods. As a result, two types of model were constructed: regression models which applied Ridge
Regression, LASSO Regression, and Elastic Net; classification models which applied Gradient Boosting
Decision Tree, Logistic Regression and Support Vector Machine. For the results of regression models,
Pearson correlation coefficients between predicted values and self-reported scores ranged from 0.40 to 0.84;
for classification models, F1-score ranged from 0.49 to 0.78. The results showed that individuals’ recovery
experience on weekends could be predicted by their social media footprints. What is more, the methodology
proposed in this study could help organizations to evaluate large groups of employees’ work recovery in
real-time, which will have further implications for both theoretical and practical purposes.

INDEX TERMS Recovery experience, big data, Weibo, machine learning.

I. INTRODUCTION
In contemporary Chinese society, with the prevalence of the
‘‘996’’ overtime culture, working overtime has become a
primary daily stressor for many people. The ‘‘996’’ refers
to a situation that an employee has to work from 9 a.m. to
9 p.m., 6 days a week [1]. With ‘‘Work 996, Sick ICU’’ once
became a hot topic on Weibo [2], employees’ dissatisfaction
and resistance towards the ‘‘996’’ work system began to erupt,
which also reflected that job stress and burnout has become
a serious and common problem in today’s society. If these
negative consequences of lacking rest are not recovered on
time within the appropriate time cycle, they could further
affect not only the physical and mental health of employees
but also their performance in organizations.

The associate editor coordinating the review of this manuscript and

approving it for publication was Muhammad Asif .

The recovery from work refers to the process of an indi-
vidual’s functional system activated during work recovering
and stabilizing at pre-stress levels, which is an essential factor
affecting employees’ happiness [3]–[5]. For most employees,
weekends are valuable opportunities to replenish their physi-
cal and mental resources consumed during workdays. Previ-
ous research has shown that the level of recovery from work
over weekends not only improves employees’ Monday’s
work status but also leads to more positive emotional experi-
ences in the following new week [6]. Therefore, it is essential
for employees and organizations to assess recovery from
work during weekends reasonably.

According to Sonnentag and Geurts, recovery from work
can be assessed in terms of the recovery process and recovery
outcomes, and both of them are related to recovery expe-
rience [7]. Thus, this study is concerned with the recovery
experience, which is the psychological experience associated
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with recovery activities during the non-work period [8].
While Sonnentag and Fritz [9] argued that those specific
experiences that contribute to emotional repair were the
basis of effective recovery processes, they also proposed four
meaningful recovery experiences, including psychological
detachment, relaxation, mastery experiences, and control.

In the field of recovery experience measurement, the tra-
ditional self-reported diary research method remains main-
stream [9]–[15]. Participants are generally required to
provide data on their feelings, moods, and activities at least
once a day for several consecutive days [16]. However,
in addition to the common flaws of traditional question-
naires, including lack of accuracy and representativeness,
there are also limitations such as cumbersome procedures,
difficulty in recruiting participants, and delay of data feed-
back. These defects make it challenging to conduct real-
time assessments of large populations. However, Weibo
(http://weibo.com/), a social media platform, which is similar
in function to Twitter, offers an excellent opportunity for
an alternative approach of psychometric measurements. For
recovery experience, a processual psychological experience
may be reflected by individuals’ social media posts, it could
be predicted by the large-scale Weibo text. Meanwhile,
themost critical issues of timeliness, scale, and accuracywere
addressed.

According to the theory of Lens Model [17], [18], the per-
sonal space context of individuals contains some clues that
can reflect individual psychological characteristics (such
as the furnishings of desk or bedroom), while the digital
behavioral footprints of individuals could also reflect their
psychological state to a certain extent. At the same time,
a considerable number of studies [19], which were driven
by advances in big data computing methods, had shown that
individuals’ psychological characteristics could be assessed
and predicted from their digital footprints. These digital foot-
prints would come from Facebook status updates [20]–[22],
Twitter messages [23], Flickr online selfies [24], music
preferences [25], and even bank account payment informa-
tion [26]. In China, Weibo has become one of the most pop-
ular social media platforms. The abundant data information
with accessibility on Weibo makes it an ideal social media
platform for examining individual psychological characteris-
tics. [27]. Many researchers have already conducted a series
of psychometric studies using Weibo as a source of data [28].
As a result, several high-quality psychological researches
were successfully achieved from the perspective of predict-
ing individual personality [27], [29], accessing individuals’
mental health status [30], [31], and predicting group social
state of mind [32]–[36].

In the view of the importance of recovery experi-
ence in maintaining physical and mental health, improving
individuals’ well-being, job performance and organizational
effectiveness [4]–[6], [37], and the limitations of traditional
measurement methods used in previous studies of recov-
ery experience, this study proposed a new approach to pre-
dict Weibo user’s recovery experience on the weekend by

applying Weibo text and behavior data with text mining
technology. It is expected to provide a scientific means of
measurement for subsequent researches in the field of recov-
ery experience.

II. MATERIALS AND METHODS
A. ETHICS APPROVAL
This study was carried out under the recommendations of the
World Medical Association’s Declaration of Helsinki. The
protocol was approved by the Ethics Committee of Shandong
Normal University on 5 March 2019. All participants gave
their informed consent for inclusion before they participated
in this study.

B. PARTICIPANTS
We recruited a total of 1,221 participants through the sam-
ple service provided by www.wjx.cn, an online question-
naire survey platform. Considering the gap between students’
recovery from academic and employees’ recovery from work
may affect the result, we excluded 256 self-identified stu-
dent participants. Besides, we excluded 310 participants who
did not respond seriously (e.g., the response time was too
short or long; fail to provide valid Weibo ID account).
Finally, the questionnaire responses of 493 participants from
162 cities in China were retained. Participants ranged in age
from 18 to 58 years old (M = 20.16, SD = 6.25). The
distribution of demographic variables of the sample is shown
in Table 1.

C. MEASURES
1) Weibo USER DICTIONARY OF RECOVERY EXPERIENCE
a: VOCABULARY SOURCE
To proceed with the text mining analysis of recovery experi-
ence, we first set up a dictionary of recovery experience based
on the theory of recovery experience [9], [10], representa-
tive Weibo posts, and Text Mind System (Chinese seman-
tic analysis system) [38], [39]. Considering the particularity
of Weibo language and ensuring the representativeness and
timeliness of selected words, we obtained the original Weibo
text of the top 8 bloggers in the year from 1 October 2018 to
1 October 2019 as one of the sources. Besides, the dictionary
of Text Mind System was selected as another source. The
Text Mind System is a word segment tool developed by
Computational Cyber Psychology Lab (CCPL), a research
team at the Institute of Psychology of the Chinese Academy
of Sciences, which has been proved to be a robust tool in
personality and mental health research. The dictionary of
Text Mind System contains two parts. The first part is the
simplified version of traditional Chinese Linguistic Inquiry
andWord Count (SCLIWC) dictionary (converted by CCPL),
which has 6,547 words, 263 wildcards, and 73 punctuation
marks. The second part contains 5,627 new words added by
CCPL based on Weibo data.

b: VOCABULARY SELECTION
After determining the source, group evaluation, and online
questionnaire surveys were conducted to make sure that
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TABLE 1. Distribution of demographic variables in the sample (N = 493).

selected words can reflect the recovery experience. The group
evaluation was done by 9 college students from the school of
psychology. As for the online survey, a total of 234 partici-
pants from 106 cities, including 102 males and 115 females
with work experience, answered our survey, and 217 valid
responses were obtained. Finally, consistent with Sonnen-
tag and Fritz’s theory [9], a work recovery dictionary with
245words including 63words in the psychological separation
dimension, 83 words in the relaxation dimension, 62 words in
the mastery dimension and 37 words in the control dimension
was constructed. As a result, this work recovery dictionary
covered all four dimensions of work experience.

2) RECOVERY EXPERIENCE ON WEEKEND
The Chinese version of The Recovery Experience on Week-
end Scale revised by the research groupwas adopted [9], [15],
[40]. The scale has a total of 16 questions, including four
dimensions of psychological detachment (4 items; e.g., ‘‘I did

FIGURE 1. Procedures of this stud. Note. RR = Ridge Regression;
LASSO = Least Absolute Shrinkage and Selection Operator Regression;
EN = Elastic Net; GBDT = Gradient Boosting Decision Tree; LR = Logistic
Regression; SVM = Support Vector Machine.

not think about work at all on this weekend.’’), relaxation
(4 items, e.g., ‘‘I took time for leisure on this weekend’’),
mastery (4 items, e.g., ‘‘I learned new things on this week-
end’’)and control (4 items, e.g., ‘‘I felt like I can decide for
myself what to do on this weekend’’). Participants rated their
agreement with the items on a 5-point Likert scale ranging
from 1 (strongly disagree) to 5 (strongly agree). The higher
the score is, the higher the level of recovery experience on
the weekend is reflected. Cronbach’s alpha reliability for
this sample was 0.78. According to the definition of relia-
bility standard 0.70, this scale has reached a high reliability
level [41]. A confirmatory factor analysis (CFA) using Mplus
7.0 indicated that the scale has good structural validity (χ2

=

242.88, df= 98, χ2/df= 2.48, RMSEA= 0.05, CFI= 0.93,
TLI = 0.92) [42].

D. PROCEDURES
The whole procedures of this study are shown in Figure 1.

1) ACQUISITION OF QUESTIONNAIRE DATA
When issuing the questionnaire through www.wjx.cn,
we asked the recruited participants to fill out the question-
naire only between 12:00 and 23:59 on Sunday, and the
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questionnaire system was closed at other times. We opened
the system to collect questionnaire data on the day
of 15 December 2019, 29 December 2019, 5 January 2020,
and 19 January 2020, respectively.

2) ACQUISITION OF ORIGINAL WEIBO DATA
In our questionnaire, we made it optional for participants to
fill in their Weibo ID. Then, according to their Weibo ID, we
obtained the user’s Weibo data, such asWeibo text, post time,
and post channel, through the crawler on Python software
(Python Software Foundation, Beaverton, OR, USA). The
date on which participants answered the questionnaire was
taken as time node, and the Weibo data of 1 week (T1),
2 weeks (T2), 3 weeks (T3), and 4 weeks (T4) before the
time node were used for analysis. For example, when a group
of participants answered the questionnaire on the date of
15 December 2019, their Weibo data from 9 December 2019
to 15 December 2019 would be collected as T1 data. In this
way, we obtained participants’ Weibo data in the four weeks
from 18 November 2019 to 15 December 2019.

3) SELECTION AND EXTRACTION OF WEIBO DATA FEATURES
After obtaining the participants’ original Weibo data, it is
necessary to clean and sort the data for further analysis. The
following content will use the Weibo data from one partic-
ipant as an example, and specifically introduce the feature
selection and extraction steps.

a: THE MINING OF Weibo TEXTS THROUGH Weibo
USER DICTIONARY
Step1: Segmentation of Weibo Data

According to Wang et al. [43], it is the basis of further tar-
get word frequency counts to split Weibo text by punctuation.
This study adopted the method proposed by Hau et al. [42],
and use ‘‘,’’, ‘‘.’’, ‘‘;’’, ‘‘?’’, ‘‘!’’ to split Weibo text into
fragments. The Weibo text posted by participant A in the
week from 9 December 2019 to 15 December 2019 could
be divided into F1, F2, . . . . . . , and Fn (a total of n Weibo
fragments).
Step2: Statistics of Target Word Frequency
F1, F2, . . . . . . , and Fn of Weibo fragments were

matched to the corresponding files of each target word
in the work recovery dictionary through fuzzy match-
ing [43]. For example, the sentence ‘‘ ,

’’ (I am so tired from work
today; I must have a good rest after work.) includes two
fragments. Where the F1 includes the target word ‘‘ ’’
(work), the F1 was matched to the corresponding file of
the ‘‘ ’’(work), and the target word ‘‘ ’’(work) is
recorded to appear once in the F1 (i.e., count of ‘‘ ’’
is 1). If the same target word appears more than one time
in the same Weibo fragment, the corresponding count is
recorded as its frequency. It is important to note that a Weibo
fragment may contain multiple target words. In the above
example, since two target words ‘‘ ’’ (off duty) and

‘‘ ’’ (rest) appeared in F2, the F2 would be saved in the
corresponding files of the two target words ‘‘ ’’(off duty)
and ‘‘ ’’(rest). Then the count of ‘‘ ’’(off duty) and
‘‘ ’’(rest) were both 1.
Step3: Weights of Degree Adverb
Since the appearance of the degree adverb may

increase or decrease the emotional tendency expressed by
the target word, we adopted the Chinese Degree Words
used by Wang et al. [43] and Han et al. [44] in this
study. In the example sentence of ‘‘ ,

’’(I am so tired from work
today, so I must have a good rest after work), the adverb ‘‘ ’’
(too) appeared in F1 once. Because the weight of the word
‘‘ ’’ (too) in Chinese Degree Words is 2, the degree weight
of F1 is recorded as 2.
Step4: Statistics of Target Word Frequency after Consider-

ing Degree Adverb Weight
In this step, the target word frequency Count of fuzzy

matching of fragment F1 was multiplied by the weight of
degree word. As a result, the target word frequency S1 was
calculated as (S1 = Count1∗Weight1). Based on the Step1,
the frequency of each target word is the sum of the target
word frequency Sx after considering degree adverbs. Assume
that, in the T1 Weibo dataset of participant A, four Weibo
text fragments F1, F4, F6, and F8 were matched under the
target words ‘‘ ’’ (work), the frequency of ‘‘ ’’ (work)
in dataset T1 is the sum of the target word frequency of F1,F4,
F6, and F8 fragments, which is the value of S1+ S4+ S6+ S8.
Finally, the calculated target word frequency was used as one
of the features in the following model training procedure.
Step5: Selection of Other Weibo Data Features
In addition to the features of Weibo text, we also selected

the following five features from the existing Weibo data:
Total number of posted Weibo during the corresponding
time period, the total number of reposted Weibo during the
corresponding time period, the channel of Weibo posting,
the number of @ in Weibo during the corresponding time
period, and the number of ‘‘# #’’ (refers to topics) in Weibo
during the corresponding time period. Also, we collected
the demographic information of the participants from ques-
tionnaires. Considering the participants’ gender, age, region,
marriage status, educational background, and professional
and other information could also be available in Weibo data,
we chose these demographic features as the independent
variables.
Step6: Dimension reduction of Weibo Data Features
After the previous six steps, we preliminarily selected

260 Weibo data features in total, including 245 target words,
5 other Weibo data features, and 10 demographic features.
We used the principal component analysis (PCA) method to
reduce the dimension of the independent variables to extract
the main features from the vast features of Weibo’s big data.
Before establishing the predictionmodels, we also carried out
data preprocessing such as discrete data vectorization, feature
normalization, and others.
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b: THE MINING OF Weibo TEXTS THROUGH
TEXT MIND SYSTEM
In addition, to further validate the effectiveness of Weibo
user dictionary in predictive model construction, we used
an alternative text mining method, the Text Mind System.
This text mining approach has been widely used in big data
psychology research [18], [27]–[30], [32]–[35], [38], [39].

The Text Mind System includes SCLIWC (the simpli-
fied version of traditional Chinese Linguistic Inquiry and
Word Count) dictionary, which has 102 features, and soft-
ware program. Through the Text Mind System, we could
decompose each sentence into several phrases. For example,
‘‘ ’’ (I’m so happy today) could be broken down
into ‘‘ ’’ (I), (today), ‘‘ ’’ (so) and ‘‘ ’’ (happy).
Then we could classify these words into different features
according to their meanings, and finally calculate the per-
centage of the frequency of words in each feature in the
total frequency of words, which can be taken as the linguistic
features of users’ Weibo texts. We still used the PCA method
to extract the main features from the vast features of Weibo’s
big data.

4) ESTABLISHMENT OF PREDICTION MODELS
In this part, we established regression prediction models
and classification prediction models, respectively, to pre-
dict Weibo users’ recovery experience on the weekend. The
regression prediction models could be used to estimate the
recovery experience scores of employees on theweekend, and
the classification prediction models can identify individuals
with high or low recovery experience.

Based on a series of researches that used social media foot-
prints to predict personality [27], subjective well-being [30]
and mental health [18], [31], this study chose Ridge Regres-
sion, Least Absolute Shrinkage and Selection Operator
(LASSO) regression, and Elastic Net algorithms to estab-
lish regression prediction models. As for classification mod-
els, Gradient Boosting Decision Tree (GBDT), Logistic
Regression and Support Vector Machine (SVM) algorithm
were chosen. The reason why we chose these algorithms
is that they show steady performance in previous practical
research. Ridge regression is often used to process high
dimensional data, and its prediction effect is more stable
than that of multiple regression and stepwise regression.
LASSO regression is also used to deal with the selection of
variables in higher dimensions. Compared with ridge regres-
sion, it can better exclude the influence of irrelevant infor-
mation and artificial penalty parameters on the prediction
model. However, the elastic net, which is more widely used,
combines the advantages of ridge regression and LASSO
regression [45], [46]. As for classification algorithms, num-
bers of big data studies have shown that these three algo-
rithms perform well in building classification prediction
models [27], [31], [47], [48]

For regression models, we used the participants’ score
on the Chinese version of The Recovery Experience on
Weekend Scale as a label directly; for classification models,

TABLE 2. The descriptive statistics of participants’ recovery experience
on weekend.

considering the sample size of this study and reducing data
losses, we took the mean score as the critical value and
labeled participants with high or low on weekend recov-
ery experience. Participants with above-average scores were
assigned to the high group, otherwise to the low group.

In the model training step, the ratio of the training set to the
verification set was set to be 7:3. The training set was selected
randomlywithout putting back. After the preprocessing steps,
we trainedmodels with sixmachine learning algorithms. Dur-
ing the training of regression prediction models, the optimal
hyperparameters of ridge regression, LASSO regression, and
elastic net were chosen by grid research. As for the training
of classification prediction models, the training rate of GBDT
algorithm was 0.1 as the default value, and the number of
iterations was set as 20 by grid research; the learning rate of
logistic regression was set to be 1 as default; the SVM algo-
rithm applied Radial Basis Function (RBF), and the penalty
parameter C was set as 1.0.

5) EVALUATION OF PREDICTION MODELS
We used the data from the validation set to evaluate the per-
formance of our models. Pearson’s Correlation Coefficient (r)
between the predicted values and the self-reported scores of
participants’ recovery experience was used as an evaluation
index for regression models. As for classification models,
Precision, Recall, F1-score, and other indicators are often
used as evaluation indexes in previous research [49]. Among
them, F1-score, which is the harmonic mean of Precision
and Recall, was selected to evaluate classification prediction
models in this study. A higher F1-score indicates better per-
formance of the prediction model.

F1− score =
2× Precision× Recall
Precision+ Recall

(1)

Finally, we compared the effectiveness of the prediction
models under different time periods and different machine
learning algorithms.

III. RESULTS
A. DESCRIPTIVE STATISTICS
The results of participants’ recovery experience on the week-
end were shown in Table 2. An independent sample t-test was
conducted to compare males and females on the scores of
recovery experience on the weekend. The results indicated
that there was no significant difference between males and
females (t = 0.73, df = 491, and p = 0.46).
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TABLE 3. The correlation coefficient between the predicted value and the
self-reported score.

B. REGRESSION PREDICTION MODEL
After using the PCA method to reduce the dimension of the
features, we further evaluated the correlations between the
number of extracted principal components and the perfor-
mance of models. The specific result was shown as following:

We examined the accuracy of ridge regression prediction
models under 1-50 principal components. The results showed
that the best prediction performance, r = 0.66 (hyperpa-
rameter = 0.6), was achieved with 16 principal components
extracted from the T1 dataset.

We also evaluated the accuracy of the LASSO regression
models under 1-50 principal components. The results indi-
cated that the best prediction performance, r = 0.52 (hyper-
parameter= 0.3) was achieved with 46 principal components
from the T1 dataset.

As for elastic net regression, the best prediction perfor-
mance, r = 0.70 (hyperparameter = 0.7), was achieved with
23 principal components from the T4 dataset.

We further compared the effects of different Weibo data
periods and different machine learning algorithms on model
performance after determining the number of principal
components that provided the best performance for each
algorithm.

As was shown in Table 3, for regression models, the corre-
lation coefficients between the predicted value and the self-
reported score of recovery experience on the weekend ranged
from 0.40 to 0.70, and all of them reached significance level
of 0.01. In previous social media Big Data + Psychology
studies, the range of correlations between users’ subjective
psychological variables and their social media footprints
(such asWeibo text features) are usually 0.30-0.40 [50]. Thus,
results are generally believed to be acceptable and significant
when the correlation coefficient reaches 0.40 or higher [32].

From the perspective of machine learning algorithms,
when building regression models with the Weibo data in the
T1 period, ridge regression had the highest accuracy (r =
0.66, p < 0.01). The accuracies of the elastic net and ridge
regression were close, slightly inferior to the LASSO regres-
sion algorithm (rLASSO = 0.52, relastic = 0.50, ps < 0.01).
The accuracy of elastic net regression was the highest when
using T2 dataset (r = 0.57, p < 0.01), followed by ridge
regression (r = 0.50, p < 0.01), and LASSO regression
was the lowest (r = 0.40, p < 0.01). As for the T3 dataset,
the accuracy of elastic net regression was still the highest
(r = 0.61, p < 0.01). The accuracy of ridge regression was

TABLE 4. The correlation coefficient between the predicted value and the
self-reported score (text mind system).

second-best (r = 0.56, p < 0.01), and LASSO regression
was the lowest (r = 0.51, p < 0.01). When applying
T4 dataset, the accuracy of elastic net algorithm was the
highest (r = 0.70, p < 0.01), followed by LASSO regression
(r = 0.45, p < 0.01), and the result of ridge regression
was the lowest (r = 0.42, p < 0.01). From this point of
view, the performance of the elastic net algorithm was the
best among the three regression algorithms.

From the perspective of the data time period, when LASSO
regression was used, the models established with fewer data
were more accurate; when elastic net regression was used,
the models constructed with more data were more accurate.

In summary, using the data in the T4 period and elas-
tic net regression could build the best prediction model of
Weibo users’ recovery experience on the weekend. Based on
previous studies of using social media footprints to predict
individuals’ psychological states [29], [31], [32], the result of
r = 0.70 indicated that the regression procedure we deployed
can be used to predict Weibo users’ recovery experience on
the weekend well.

We also adopted the Text Mind system, a common Chinese
text mining method, to verify the predictive effect of regres-
sion models (see Table 4). The correlation coefficients ranged
from 0.45 to 0.84, which indicated that the models with Text
Mind System performed better than theWeibo user dictionary
generally. What is more, the elastic net algorithm performed
best in the T1 period (r = 0.84). This result suggests that
when it comes to continuous value prediction, we could
consider adopting the Text Mind System to mine the text.
However, the performance of using theWeibo user dictionary
for text mining and then constructing regression models is
also acceptable.

C. CLASSIFICATION PREDICTION MODEL
In order to maximize the performance of classification pre-
diction models, the same steps as described for regres-
sion models were applied: we traversed the F1-scores of
the classification prediction models under the condition of
1-50 principal components for 3 classification algorithms.
For GBDT algorithm, the best result (F1-score = 0.70)
was achieved with 31 principal components extracted from
T4 dataset; for logistic regression, the best result (F1-score=
0.73) was achieved with 40 principal components extracted
from T1 dataset; and for SVM algorithm, the best result
(F1-score = 0.73) was achieved with 37 principal compo-
nents extracted from T1 dataset.
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TABLE 5. F1-scores of classification prediction models.

TABLE 6. F1-scores of classification prediction models (text mind system).

The F1-scores of classification models trained with differ-
ent time period datasets and algorithms were presented as
Table 5. Specifically, when the GDBT algorithm was used
to construct classification prediction models, the maximum
value of the F1-score was 0.70 in T4, and the minimum value
was 0.65 in T2. When the logistic regression algorithm was
used to build classification prediction models, the maximum
value of the F1-score was 0.73 in T1, and the minimum value
was 0.62 in T4. When the classification prediction models
were established by using the SVM algorithm, the maximum
value of F1-score 0.73 appeared in the T1 period, and the
minimum value 0.65 appeared in both T3 and T4 periods.

To sum up, F1-scores ranged from 0.62 to 0.73, which
indicated that the models we trained had excellent prediction
results. When using the GBDT algorithm to build classifi-
cation prediction models, it needed 4 weeks of Weibo data
to obtain the best prediction effect. However, when logistic
regression and SVM algorithms were used to construct clas-
sification prediction models, a functional classification effect
could be obtained by only using Weibo data in the T1 period.

Table 6 shows the results of building classification models
using Text Mind System. F1-scores ranged from 0.49 to
0.78, which indicated that the models with Text Mind System
performed less well than the Weibo user dictionary generally.
However, the SVM algorithm performed best in the T1 period
(F1-score= 0.78). This result indicates that the classification
models constructed using the mining approach of Weibo user
dictionary well and were acceptable.

IV. DISCUSSION
Based on the digital footprints of Weibo users (text informa-
tion and behavior information), we proposed an alternative
approach to evaluating individuals’ weekend recovery expe-
rience with the means of machine learning, which can make
up for limitations of the traditional self-reported researches.

In order to analyze the features of Weibo text, we con-
structed a 245-word Weibo user dictionary of recovery
experience based on the theoretical dimension of recovery
experience. Besides, we selected 5 behavioral features and
10 demographic features ofWeibo, together with 245 features
of Weibo text as raw features. After determining the raw
features of Weibo data, we then extracted features by PCA.
Then, three regression algorithms, including ridge regression,
LASSO regression, and elastic net, were used to build regres-
sion prediction models, while three classification algorithms
including GBDT, logistic regression and SVM were used to
establish classification prediction models. Finally, models’
performances were evaluated, and the effect of datasets from
different time periods was compared.

A. THEORETICAL IMPLICATIONS
Firstly, an alternative measurement approach of weekend
work recovery experience was proposed in this study,
which further enriched the research results in related fields.
At present, there is much research done on the topic of
work recovery, such as studies on the predictive variables
and outcome variables of recovery from work [9]–[13], [15],
[40]. However, the traditional approach of recovery experi-
ence measurement still needs further improvement because
of the drawbacks we discussed previously. Filling this gap,
the prediction models developed in this study could use large-
scale and real-time Weibo data to predict recovery experi-
ence, which solves the drawbacks such as lack of timeliness
and limitations of sample scale. With the new approach we
proposed, researchers now can measure and study recovery
experience from a different perspective, in somemore flexible
ways.

What is more, the validity of self-report material has
become one of the threatens for the validity of psychological
and organizational behavior studies. Currently, multitrait-
multimethod (MTMM) is one of the solutions to this
threaten [51]. However, MTMM relies on reports from others
besides participants themselves, which will increase the cost
of research and the difficulty of implementation. With the
method proposed in this study, researchers could assess indi-
viduals’ work recovery experience from a new perspective,
with a more convenient approach.

Secondly, this study expanded the method of big data
research to the field of work recovery. Currently, the field
of big data research is booming, and the big data approach
is becoming increasingly popular in psychological research,
which in turn promotes the improvement of machine learning
algorithms to adapt to psychological research. For psy-
chological researchers, what is more important is to pro-
pose questions and hypotheses, select the feature system,
build models, and analyze results in a theory-driven way,
rather than conduct relevant research driven by data entirely.
Following this principle, when we built the work recovery
dictionary, the process was based on the theory of recov-
ery experience dimension [9]. As a result, the work recov-
ery dictionary was a relatively scientific and comprehensive
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collection of Weibo words. With this theory-driven dictio-
nary, we have the confidence to say that the selection of
Weibo data features became more scientific and accurate,
to better link the features of Weibo data with the Weibo
user’s recovery experience, and then to build more effective
prediction models scientifically. Such a move provided some
research ideas for the future research of big data psychology.
What is more, the work recovery dictionary developed in this
research can be used for further big data research in related
fields.

B. PRACTICAL IMPLICATIONS
Firstly, according to the research of Fritz et al. [6], the
recovery experience of employees on weekends directly
affects their work performance in the new week. As a rare
opportunity to supplement the physical and mental resources
consumed during work, how to reasonably and effectively
evaluate this recovery status is essential. Therefore, the pre-
diction models of Weibo user’s recovery experience on the
weekend constructed in this study are of considerable signif-
icance to both the individual and the organizational level.

Furthermore, under the situation of the rapid development
and broad application of the Internet, massive social media
big data provides an excellent opportunity for the develop-
ment of traditional psychological research methods. When
dealing with large-scale data, the critical issues of timeliness
and sample scale in psychological research could be solved by
using machine learning strategies, which are more efficient
and convenient than manual operations. Recently, Li et al.
have used the preconstructed prediction models to make
large-scale and real-time predictions of themental health state
of Wuhan residents during the COVID-19 epidemic [35].
To some extent, the prediction models constructed in this
study could assist organizations inmaking real-timemeasure-
ments on the recovery experience of large-scale employees,
which has specific practical implications for enterprises and
other organizations.

C. LIMITATIONS AND FUTURE PROSPECTS
Firstly, the sample size of this study can be further increased.
Future research can focus on the expansion of sample size
and the enlargement of the data feature system. Among the
vast amount of Weibo data, there must be more features that
can reflect users’ psychological tendencies. In the future,
researchers need to focus on extracting features frommassive
Weibo data to build more reliable psychological prediction
models and test the performance of the prediction models
among a more massive range of Weibo users.

Secondly, restricted by the terms of Weibo platform,
we failed to obtain the data of Weibo users’ Like behavior,
which has been verified many times in other social media
(such as Facebook) studies and found to be able to effectively
predict users’ psychological characteristics such as person-
ality traits [20], [22]. The number and category of Like are
‘‘behavioral residues’’, which could well represent the psy-
chological inclination and attitude of social media users. It is

expected that future research could take this as a breakthrough
to expand the scope of recovery from work research using
Weibo big data.

Thirdly, we adopted the method based on a semantic dic-
tionary to extract the features of Weibo text, but the mining
of Weibo text is not limited to this method. For example,
Schwartz et al. used Differential Language Analysis (DLA)
to conduct openword analysis to extract Facebook text vocab-
ulary and topic features and obtained a better prediction
effect [52]. In future research, we could try to use various
methods in the step of feature extraction, and compare their
similarities and differences. On the premise of a larger data
scale, we also could consider a deep learning algorithm for
more accurate results.

Last but not least, participants’ subjective self-reported
questionnaire scores were used as labels in model training.
It is undeniable that there are some limitations in using self-
reported data as a criterion to verify models. In future studies,
the method of combining self-reported with other evaluations
(such as colleagues or family members reported) could be
considered, or objective characteristics such as work perfor-
mance can be used as a criterion to verify prediction models,
to evaluate the recovery experience on weekend of Weibo
users from a more comprehensive and objective perspective.

V. CONCLUSION
This study mainly draws the following conclusions: (1) It
was practical and feasible to predict Weibo users’ recovery
experience on the weekend through the features of social
media footprints. (2) The best-performed regression model
was the one established by combining one weeks of Weibo
data before the target weekend with elastic net regression
and Text Mind System. (3) The best-performed classification
prediction model was the one using one week of Weibo data
before the target weekend with SVM algorithm and Text
Mind System.
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