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ABSTRACT Very low latency and high reliability are two of the main requirements for new applications
exploiting 5G networks. This is the case for the remote operation of robots or vehicles, the autonomous
interaction of equipment in a factory, autonomous driving and tactile internet applications. Although the
TCP/IP stack has been sufficient as the end-to-end solution for most of the history of the Internet, a
number of surveys have appeared recently presenting many different methods for managing the end-to-end
communication to meet the requirements of various technologies such as that of 5G networks. In this paper,
we present a novel classification of the literature focused on new end-to-end solutions and the creation
of services towards the support of low latency (1 ms) and high reliability (10-9 error rate) in current and
future 5G networks. We specifically highlight how the proposals can be classified according to enabling
technologies and the specific method used to achieve success in terms of the latency and reliability. The
literature related to end-to-end solutions for reliable low-latency communications are organized according
to three main topics: (i) end-to-end protocols that improve communication in terms of latency and reli-
ability, (ii) functionality or technologies implemented on the network to support the current demands, and
(iii) application programming interfaces that enhance the correct utilization of those protocols and additional
technologies.

INDEX TERMS Context awareness, edge computing, high reliability, low latency, multi-connectivity,
TCP/IP.

I. INTRODUCTION
Since their standardization in the 80s, IP, UDP and TCP have
positioned themselves as the most important Internet and
transport layer protocols [1]–[3]. Although the TCP/IP stack
has been sufficient for most of the history of the Internet,
recent tendencies in communications are creating a greater
challenge with more stringent requirements. The ossification
of the Internet stack is a well-known issue [4] that has been
aggravated by the arrival of 5G networks. However, even
though TCP/IP variants are expected to be the main end-to-
end transport protocols for applications in 5G networks, these
protocols will integrate and collaborate with other enabling
technologies to comply with 5G critical requirements.

5G networks and their three categories of services, namely,
eMBB (enhanced mobile broadband), MTC (machine-type
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communication) and URLLC (ultra-reliable low-latency
Communication) [15], [16], present critical requirements in
terms of reliability, latency, throughput and capacity, among
others. Two of these requirements, reliability and latency, are
especially important in communications for mission critical
applications, where the three most representative use cases
are remote surgery, factory automation and autonomous con-
nected cars [6]. Remote surgery can occur during complex
life-saving procedures in health emergencies [5], where net-
works should be able to support the communication needs
since any noticeable error could lead to catastrophic out-
comes. Factory automation is a high-reliability, low-latency
and low-jitter use case [17] traditionally based on wired
networks that is being directed into the wireless and cellular
world for enhanced deployment flexibility, reduced cost of
maintenance and higher long-term reliability through initia-
tives such as time-sensitive networking [18]–[20]. Finally,
autonomous connected car communication [21] requires
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TABLE 1. Use case definitions and required values for KPIs.

99.999% reliability to avoid misinterpreted control messages,
low latency and seamless robust handover to keep the car
connected at all times, and even information about other
vehicles combined with edge computing solutions to increase
the general performance.

Nevertheless, remote surgery, factory automation and
autonomous connected cars are not the only existing use
cases. The Internet of Drones [22]–[24], IEEE tactile internet
(TI) [12], 3GPP cyber-physical systems (CPS) [13], net-
worked action games [25], virtual reality/augmented reality,
eHealth periodic monitoring, smart grids, etc., are just some
examples of the wide variety of applications that are currently
being developed with demanding requirements mainly in
terms of low latency and high reliability. Table 1 offers a bet-
ter understanding of the use cases and the KPI1 target values.
The first and second columns show some of the most impor-
tant use cases for critical applications and their definitions,
whereas columns 3 and 4 display the two KPIs under study,
the maximum supported latency (in milliseconds) and the
minimum reliability required (in terms of the maximum error
rate tolerated). Finally, the last column presents references to
scientific papers that justify these values.

The evolution towards new techniques for latency and
reliability has been partially studied in other surveys, which
are described in Section II. Most of them focus on low-layer
protocols and technologies, while transport protocols and
close technologies are not sufficiently analysed from a com-
mon latency-reliability perspective. In this paper, we present
a comprehensive and updated survey on novel technologies
and solutions to fill in the gaps of the previous papers
and to identify research opportunities in the context of

1Key performance indicators (KPIs) aremeasurements of specific network
properties that help in monitoring, optimizing and characterizing services.

end-to-end solutions. The survey focuses mainly on tech-
nologies that are close to applications, instead of the lower
layers, and considers the need to enhance communications
as a whole and not just the protocols or concrete technolo-
gies. Furthermore, we consider contributions with the aim of
enhancing reliability and latency jointly, instead of focusing
only on the contributions of one KPI.

We distinguish 3 lines of research to improve communica-
tions: the enhancement of end-to-end protocols, the support
of the network and the use of information from outside the
scope (e.g., network state). The survey methodology relies on
the identification of enabling technologies that fit into these
categories (e.g., single-path, multipath or multicast proto-
cols, edge computing, software-defined networking, network
function virtualization and information-centric networking)
and the study of APIs (application programming interfaces).
We then evaluate the common methods and techniques used
to enhance the performance of these enabling technologies
and APIs. Finally, we select a number of 5G-related KPIs
and other relevant parameters to determine the reliability and
latency (such as low latency, high reliability, high throughput,
partial reliability or heterogeneous network support). The
parameters come from the 5G-PPP European initiative; how-
ever, they are aligned with other world-wide activities such
as 5G Americas, 5G Forum, 5G Brasil and 5GMF [26].

In this context, we present more than 150 papers and orga-
nize recent contributions in a number of tables according to
several classification criteria, like relevant parameters and the
methods to reduce latency and/or to increase reliability. The
output of this analysis is a new characterization of the current
state-of-the-art and the identification of research topics where
more effort is required to make the TCP/IP stack and other
end-to-end technologies for managing services suitable for
achieving reliable low-latency communications.
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Compared with previous surveys, we provide a different
view of the state-of-the-art protocols, technologies and APIs
used to support enhanced reliability and latency services.
In particular, we analyse each contribution simultaneously
using a number of relevant parameters, some of which were
not considered in previous works; and we evaluate common
methods and techniques used to enhance the performance
of the enabling technologies and APIs. Finally, we present
a comprehensive evaluation to identify the current research
efforts and future lines of study. It is worth noting that many
contributions that were initially designed for 4G networks
are included in the survey because they are still valid for
5G networks.

This paper is organized as follows. Section II introduces a
comparative analysis of previous surveys. Section III explains
the classification criteria used to select the contributions
and the parameters evaluated. Then, Section IV analyses
the contributions from the scientific literature and presents
our characterization of the state-of-the-art, while Section V
evaluates these contributions, identifying possible future lines
of research. Finally, we conclude our paper in Section VI.

II. RELATED SURVEYS
The presented scenario of new use cases for 5G networks has
led to a need for network evolution in both the lower and
higher layers of the protocol stack. In this section, we collect
previous research efforts made to gather contributions that
improve the reliability and latency or study novel technolo-
gies aimed at achieving this network evolution.

The first point of study is the 5G-related surveys,
which work on enhancements in latency or reliability over
these novel cellular networks. We detect a large focus on
lower-layer solutions and a lack of analysis of the reliability
and latency conjointly when the focus is set on transport
protocols and solutions. Some surveys of the evolution of
protocols and techniques for 5G critical communications are
those of Sutton et al. [27], Pocovi et al. [8], Zhang et al. [28]
and Morgado et al. [29], which present a variety of enabling
technologies to enhance communication in terms of latency
or reliability but mostly focus on the lower layers. Further-
more, Mitra et al. [30], Agiwal et al. [31], Gupta et al. [32]
and Olwal et al. [33] provide surveys aimed at the study
of emergent technologies, paradigms and applications for
5G networks. However, even though they present some
higher-layer contributions, the main focus is again mostly
on lower-layer solutions, such as self-organizing networks
(SON). Additionally, the surveys do not set their research
efforts towards enhancing both reliability and latency but
instead only the general performance. Similar studies are
the ones of Jaber et al. [34], focused on 5G backhauling,
and Chettri et al. [35], targeting 5G IoT systems. Finally,
Nasrallah et al. [36] and Parvez et al. [37] introduced different
methods and contributions towards enhanced performance
but focused only on latency.

It is also interesting to highlight the research efforts made
to survey concrete technologies, considered separately and

not analysed from a common perspective. Habib et al. [38]
and Li et al. [39] present studies of multipaths in different
layers; Mao et al. [40] and Wan et al. [41] present surveys on
mobile edge networks; Al-Anbagi et al. [42] carry out a sur-
vey on cross-layer approaches for delay and reliability-aware
applications; Papastergiou et al. [4] present a fairly compre-
hensive overview of context-aware solutions; Taleb et al. [43]
introduce a survey on mobile edge computing (MEC)
and focuses on other fundamental key enabling technolo-
gies in 5G contributions such as software-defined network-
ing (SDN) and network function virtualization (NFV); and
Yürür et al. [44] present a survey on context awareness for
mobile sensing.

Finally, other relevant surveys on the enhancement of
reliability and latency, which study some of the enabling
technologies presented in this paper, are the ones of
Elbamby et al. [45], Briscoe et al. [46] and
Antonakoglou et al. [47]. The approach of Elbamby et al. [45]
is very theoretical, not presenting or analysing a wide
variety of contributions. Briscoe et al. [46] study Inter-
net enhancements but focus only on latency. Moreover,
Antonakoglou et al. [47] focus their efforts on finding con-
tributions to data compression and reduction, robust stability
control, and multi-modal data streaming over the Internet.

Table 2 summarizes the technologies studied in each sur-
vey, the approaches taken to analyse them and whether the
main focus of the surveywas on the lower layers. Checkmarks
indicate surveyswith high treatment of the topic, while bullets
highlight those surveys that mention the topic but not with a
deep analysis or focus. We selected the columns according
to the topics found in the surveys: the large focus on the
lower layers; technologies such as transport protocols, multi-
connectivity, edge computing, etc.; and approaches such
as studying the contributions of low latency, high reliabil-
ity, partial reliability, cellular networks, surveys that study
5G use cases, and those that analyse the contributions in
detail or take into consideration the heterogeneous network
paradigm.

In our evaluation, we detected several tendencies:
• Most of the research on the state-of-the-art for 5G net-
work evolution is focused on lower-layer solutions.

• There is not enough analysis of both the reliability and
latency conjointly when the focus is on the higher layers.

• For the higher layers, there is also a lack of research
on transport protocols and network support solutions
conjointly as a plausible solution to support the novel
requirements.

• Heterogeneous network (HetNet) support, or the ability
to work properly under these conditions, is a key point
of study in most solutions due to the fact that different
technologies with diverse characteristics coexist in the
current networks.

• Partial reliability is often forgotten as a possible enabler
for certain use cases.

• Technologies such as EDGE, SDN, and NFV and solu-
tions such as multi-connectivity and context awareness
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TABLE 2. Comparison with previous surveys.

are of high importance in enhancing the reliability and
latency.

• Content delivery paradigms such as information-centric
networking (ICN), aimed at redesigning the current
Internet infrastructure, leaving behind the point-to point
paradigm and embracing techniques such as catch-
ing, data replication and content distribution [48], are
promising solutions that can enhance the latency of the
content distribution.

From the analysis of these previous surveys, we determine
a different approach to organize the literature related to end-
to-end solutions for the enhancement of the reliability and
latency. Section III presents this classification criteria pro-
posed for the evaluation in more depth. Furthermore, the last
row of Table 2 presents a direct comparison of the presented
state-of-the-art with this survey. There, we can see how this
paper analyses all end-to-end solutions and methods focused
on higher layers that have been identified as relevant from all
presented approaches.

III. CLASSIFICATION CRITERIA FOR PREVIOUS WORK
In this section, we present the classification criteria selected
for this survey: enabling technologies, APIs, common meth-
ods and techniques used to enhance the performance of these
approaches, and the parameters extracted from different rel-
evant surveys that have helped in the characterization of the
literature.

A. ENABLING TECHNOLOGIES FOR LOW LATENCY AND
HIGH RELIABILITY
TCP, UDP and their variants are expected to be the main end-
to-end transport protocols for applications in 5G networks.
However, these protocols will be integrated and collaborate
with other enabling technologies to reduce the latency and
to increase the reliability. For instance, the use of MEC
will move one of the final end points from the cloud to the
EDGE; the use of NFV could even change the location of
the end points if some reconfiguration is required; the use of
information from the network to be used in the logic of the
transport protocol implies new APIs for context awareness;
and the use of cache mechanisms or some other ICN accel-
eration technique in ICN indicates some kind of offloading
of work from the TCP/IP path to a different location. This
strong interrelation motivates us to present all these enabling
technologies or transport solutions in this section and the
APIs in the following section.

Works such as that of Elbamby et al. [45] or that of
Parvez et al. [37] have helped in the selection of the categories
to be analysed. Elbamby et al. [45] study the importance of
reliability and latency in virtual reality and present multi-
connectivity, edge computing and multicasting as enabling
solutions; whereas Parvez et al., [37] study some of the
increasingly important novel technologies for 5G, such as
software-defined networking, network function virtualization
and information-centric networking.

VOLUME 8, 2020 192811



D. Rico, P. Merino: Survey of End-to-End Solutions for Reliable Low-Latency Communications in 5G Networks

Based on these surveys mentioned and the stated above,
the categories selected for this work as enabling technologies
are shown jointly in Figure 1 and described in the following
subsections.

1) END-TO-END PROTOCOLS
To improve communications, the first approach needed is
to enhance the communication protocols themselves. Novel
communication protocols have been classified into threemain
categories.
• Single-path protocols:A proper communication proto-
col is necessary in each case to exploit the full capabil-
ities of a network [49]. It is equally important to focus
on physical layer improvements as well as on protocols,
since an inefficient protocol will limit the possibility
of taking advantage of network capabilities. For this
reason, this survey analyses enhancements in existing
protocols (such as UDP, TCP and their variants) as well
as novel protocols.

• Multipath protocols: Another approach is to take com-
munication protocols further and improve their capa-
bilities over multiple flows instead of single flows.
As Qadir et al. [50] noted, the Internet’s future
is inherently multipath. Multihoming capabilities,
path/interface/network diversity, data centre enhance-
ments and wireless communications are leading net-
working into the use of multi-access connectivity. The
benefits of multiple connectivity include better reliabil-
ity, network offloading, improved availability, etc.

• Multicast protocols: Poularakis et al. [51] and
Araniti et al. [52] reflect on the growth of mobile
multicast applications and present multicasting as a
key opportunity in future 5G networks. Sending the
same copy of information to multiple receivers at a
given moment of time can provide lower latencies,
higher scalability and network offloading. In 5G appli-
cations such as intelligent transport systems, assisted
driving, etc., this technology will play a key role. Euro-
pean Union’s Horizon 2020 research and innovation
programme projects such as 5G-Xcast [53] focus on
enhancing this technology in terms of improving several
KPIs such as the data rate, latency, reliability and power
consumption.

2) NETWORK SUPPORT
The network technologies that support protocol or application
operation selected to reduce latency and to increase reliability
are as follows.
• Edge computing (EDGE): Edge, MEC and fog com-
puting2 are key enabling technologies for novel 5G
requirements [40]. Edge computing consists of moving

2MEC refers to the computation on the edge of the network standarized by
the ETSI [54]. Edge computing is more flexible, since it does not necessarily
use the technologies recommended by the standard. Fog computing refers to
the computation carried out at computing nodes placed at any point of the
architecture between the end devices and the cloud (fog layer) [55].

the cloud and some network functions closer to the user
to provide services locally and consequently improve
performance, such as a reduced latency. Intelligent trans-
portation systems, virtual reality and network offloading
are some examples of areas that can benefit from this
technology.

• Software-defined networking (SDN): SDN is a novel
approach that consists of creating a decoupled archi-
tecture that splits the control and data planes. SDN
allows intelligent routing, flexibility, programmability
and facilitates virtualization [56]. The increasing inter-
est in SDN solutions by telecommunication service
providers (e.g., Ericsson Cloud SDN [57] and Nokia
Software-Defined Access Networks [58]) and the fact
that some of the proven benefits of SDN are load balanc-
ing, signalling reduction and improvements in general
parameters such as latency and reliability [59] make
SDN a relevant technology for this survey.

• Network function virtualization (NFV): NFV [60]
is a novel solution standardized by the ETSI
in 2014 [61] aiming to virtualize network functionalities.
NFV decouples software functionalities from physical
equipment to offer better flexibility, scalability, latency,
reliability, capacity, etc. NFV is a promising solution
for 5G communications by itself and can be combined
with other technologies, such as in the Huawei Cloud
solution [62].

• Information-centric networking (ICN): ICN is an
approach to redesign the current Internet infrastructure
to leave behind the point-to-point paradigm and embrace
data replication, content distribution, naming schemes
and catching [48], [63]. Although it is not just a technol-
ogy but a combination of techniques that can be used
to evolve the current Internet architecture, ICN has a
similar role to that of EDGE, SDN or NFV, providing
network assistance and evolution to enhance KPIs such
as latency in the case of content distribution applications.
Thus, we found it appropriate to present this paradigm
in this section.

Some of the papers that have helped in the study
of the different enabling technologies are the following:
Habib et al. [38] and Li et al. [39] present studies of
the multipath in different layers; Mouradian et al. [64],
Mao et al. [40] and Wan et al. [41] present sur-
veys on mobile edge computing and fog computing; and
Antonakoglou et al. [47] study the necessary infrastructure
for tactile internet.

B. APPLICATION PROGRAMMING INTERFACE (API)
The concept of the API is present in almost all the enabling
technologies. Application programming interfaces (APIs) are
intermediaries that allow application layers to manage trans-
port information and even the information of the lower layers
in order to work flexibly according to the needs. Taking
advantage of information outside of a protocol’s or layer’s
scope of work andmanaging these functionalities could result
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FIGURE 1. Enabling technologies in 5G networks.

in a better service, in terms of the general performance or
concrete parameters such as latency and reliability, that would
benefit both the services and the network, resulting in a better
service with reduced overload. The traditional socket API is
too low-level, simple and inflexible [65]–[67] and has been
questioned for a long time. Due to the number of works on
this subject, in this survey, we create a separate category
for discussing papers on APIs to improve the reliability and
latency.

C. COMMON METHODS AND TECHNIQUES
These enabling technologies and APIs have been presented
in high-level summarizations; however, works based on these
technologies can also be grouped regarding the common
methods and techniques used to enhance their performance.
In this section, we present different common solutions used
by the enabling technologies in order to achieve the desired
requirements in terms of latency or reliability. This grouping
represents a novel taxonomy used to organize the enhance-
ments of the papers considered in this survey.We expect most
future papers to also be classified according to this taxonomy,
summarized in Figure 2.

1) DATA PLANE MANAGEMENT
One of the most immediate way to deal with latency and
reliability in end-to-end protocols such as TCP, UDP or SCTP
over 5G networks is to modify the basic mechanisms for
managing the data flow in these protocols. Such modifica-
tions include a) the large literature on congestion control
mechanisms in protocols such as TCP for wireless networks,
b) changes in retransmission algorithms for the early con-
firmation or deletion of unnecessary ACKs (possible in the
lower radio level), or c) intelligent traffic shaping to priori-
tize certain types of traffic.

Another popular method in the revised literature is imple-
menting a smart scheduling of packet delivery over one
or multiple connections and/or interfaces in three different

ways: a) partitioning packets in several chunks or tasks to be
sent over a single connection (scheduling packets), b) using
multiple connections over a single interface and selecting one
or several connections to send the packet (scheduling paths),
and c) similar techniques to b) but using a multi-homed
device with several interfaces and conducting selection (and
possible duplication) considering the interfaces (scheduling
interfaces).

The last relevant method in data plane management is
caching. Caching is based on storing frequently accessed
data content and routing popular requests in order to reduce
the retrieval delay. This technique is mainly applied in the
ICN context and it results in a significant end-to-end latency
improvement.

2) TRANSPORT PROTOCOL ENHANCEMENT
Some research efforts focus on the development of transport
protocols to comply with novel requirements. A common
technique is to start from awell-known tested single-path pro-
tocol and extend its capabilities to support multi-connectivity,
in order to enhance the reliability, throughput and further
KPIs. We refer to this category as extension for multi-
connectivity. Another technique is based on a flexible stack
that could select different protocols regarding parameters,
requirements or the network state. This protocol selection
is usually combined with context awareness information and
could help reduce the latency and enhance the reliability.

3) CODING
In data transmissions, coding refers to sending information
with some modifications in order to enhance communication.
Most of the time, this coding is performed with redundancy
in such a way that data can be received in different forms and
decoded at the destination. The two main coding forms con-
sidered in this survey are forward error correction (FEC)
and network coding. Forward error correction is an end-
to-end technique used for the detection and correction of a
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FIGURE 2. The taxonomy of common methods and techniques for latency and reliability.

limited number of errors over noisy communication channels
without performing retransmissions. The proper use of this
method could enhance the reliability, throughput or latency
levels [68]. In addition, network coding allows intermediate
nodes, such as routers, to send some data information coded
in different packets. In most of its variants, if just a sufficient
number of packets arrive at the destination, the original mes-
sage can be decoded [69].

4) CONTEXT AWARENESS
Context awareness involves taking advantage of information
outside of a protocol’s or layer’s scope to enhance its utiliza-
tion and provide better service in terms of the general perfor-
mance or concrete KPIs such as latency and reliability. The
5G network is expected to be completely context-aware [70],
creating interest in this research field (for instance, through
the creation of research groups such as the recently estab-
lished Path Awareness Networking Research Group [71]).

Context information can be extracted from different
sources such as higher layers or lower layers of the protocol
stack.Application awarenessmeans monitoring the applica-
tion status of the information flow from the application layer
in order to work in the lower layers to improve the latency,
reliability, throughput or general performance. Likewise, net-
work awareness means considering the network conditions
or configurations to make decisions about parameters and

the usage of certain higher layer protocols or applications.
Furthermore, protocol stacks can benefit from the interaction
between different layers. This exchange of information is not
always about the network state or application requirements.
A cross-layer approach would mean exposing information
between layers and working conjointly to fulfil different
requirements at execution time. Finally, as an alternative
to the runtime monitoring of traffic or states, intent-based
networking (IBN) is a concept first defined by Cisco [72]
that consists on taking into account user preferences (intents)
and applying a logical intelligence to map them or translate
them into policies that can be applied in the current protocol,
network or operating scope.

5) SLICE MANAGEMENT
In general, a network slice is a logical division of the network
to isolate resources in order to maintain a certain level of
quality (e.g., latency and reliability) for specific users and
services. Since the 5G network slice is end-to-end, most
of the common methods related to slice management are
connected to the management of the enabling technologies in
the category network support, such as EDGE, SDN and NFV.

The main objective of EDGE is to reduce the latency by
placing itself closer to end users. In large networks, more than
one EDGE is possible. A proper EDGE selection technique
would reduce the distance between end users andwould result
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in enhanced latencies. Local breakout (LBO) is a promising
solution based on determining whether to send data packets
through the central core network or through closer desti-
nations (e.g., EDGE, local nodes, etc.) in order to reduce
the excessive delay in the core network load. In addition,
offloading is a network solution based on leveraging the
processing or execution of tasks to the network. This solution
usually partitions tasks and is highly coupled with EDGE
since they allow easy deployment in the closer places of the
network.

Another series of common methods and techniques in
the literature are oriented to enhancing network function
virtualization management and orchestration (in short,
NFV MANO). Virtual network functions (VNFs) require
management to enhance their utilization. This management
and orchestration can be summarized in three main points.
The first point is that NFV decouples software functional-
ities from physical equipment to offer better functionality.
However, this software still needs a proper platform for
its execution. Optimized selection of VNF placement and
migration of services would mean offering a better service
with enhanced KPIs. Moreover, the nature of NFV allows
VNFs to be simultaneously deployed in different parts of a
network. This redundancy provides better service in terms
of the reliability and even the latency. Finally, resources
are allocated to VNFs in terms of CPU cores and memory,
among others. A proper dynamic allocation or scaling of
these resources at runtime would enhance the overall commu-
nication and reduce potential overload. Finally, within NFV
MANO, VNFs are placed as part of a service chain. Several
methods, such as refactoring, pipelining, using parallelism,
etc. resulting in enhanced communication with better latency,
throughput or reliability, are studied to optimize this task.

Regarding the role of SDN in the network slice, the papers
in this area focus on two problems. First, in SDN, proper
controller placement would reduce the latency between
SDN nodes. This reduced latency could impact end-to-end
data when they need to be sent to the controller. Second,
rerouting or dynamically changing routing tables (usually
possible thanks to SDN switches) would provide sufficient
network flexibility so as to adapt to network or application
requirements.

Last, another relevant slice management method is net-
work stitching or slice stitching. This is an operation that
modifies the functionality of an existing slice by adding and
merging the functions of another slice [73] in order to enhance
the overall operations or concrete KPIs such as the reliability
and latency; meanwhile, service chain optimization is based
on the fact that in many network services, data pass through
sequences of functions that are common to other services
(e.g., firewalls, encryption, etc.).

D. PARAMETERS EVALUATED
Some parameters have been selected to help in the evaluation
of the contributions. These parameters were extracted from

the 5G key performance indicators [26] and other relevant
parameters studied in the literature.

1) KEY PERFORMANCE INDICATORS (KPIs)
Key performance indicators (KPIs) are measurements of spe-
cific network properties that help in monitoring, optimizing
and characterizing services. Somewell-defined 5G-PPPKPIs
have been taken from the 5Genesis3 project [75]. These KPIs
have been set as goals, and their different contributions have
been evaluated as plausible enablers (in the tables of subse-
quent sections). The KPIs under study are the enhancement
of latency (low latency), the increase in reliability (high relia-
bility) and the improvement of the throughput (high through-
put). The two first KPIs are essential in the communications
under study, while the third one is due to the increase in the
number of new applications such as UHD video transmis-
sion that continue to demand high throughput (apart from
ultra-reliability and low latency), turning throughput into a
desirable characteristic in most critical communications that
share video content.

2) OTHER PARAMETERS
In addition to KPIs, there are a couple of qualities considered
interesting and able to characterize the contributions.
• Partial Reliability: Sometimes latency is achieved by
sacrificing reliability. This sacrifice does not neces-
sarily make the communication unreliable, as some
critical data transmissions will continue focusing on
reliability, while other data can tolerate loss in favour
of lower latency [76], [77]. Partial reliability does not
strictly meet all critical communication requirements
but can meet the demands of certain types of reliable
low-latency communications, making it an interesting
feature with which to characterize contributions.

• Heterogeneous Networks: An increasingly large num-
ber of different technologies with diverse characteristics
coexist in current networks (e.g., WiFi, LTE, and 5G).
In some occasions, protocols and other network solu-
tions have to indistinctively use these technologies
or even use them together through interface diversity.
A protocol’s ability to work properly, to work with fair-
ness, to adapt to changes, etc., under these conditions of
heterogeneity is a remarkable added value [78].

IV. ANALYSIS OF THE STATE-OF-THE-ART
In this section, the variety of solutions grouped by enabling
technologies and APIs are presented in different subsections,
plus several tables offering a better understanding of the
contributions are presented. Table 3 presents the protocol
comparison of single-path, multipath and multicast solutions.
Table 4, Table 5, Table 6 and Table 7 show the EDGE, SDN,
NFV and ICN network support solutions, respectively. Then,
Table 8 presents the API solutions. These tables collect the

3European Union Framework Programme Horizon 2020, Grant Agree-
ment N◦ 815178 (5Genesis) [74]
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variety of contributions studied in this survey and present
further information in terms of the main methods adopted and
the parameters on which the contributions focus. However,
in order to maintain clarity in this analysis of the state-of-the-
art Section, the evaluation of the possible relevant concen-
trations in terms of methods, KPIs or enabling technologies
and APIs is not made until Section V, which presents further
tables and a tree diagram to contribute to the evaluation.

A. END-TO-END PROTOCOLS
Single-path, multipath and multicast protocol contributions
are presented in Table 3. Single-path protocols greatly focus
on low latency and high throughput, while reliability is often
ignored or addressed only partially. In contrast, the main
focus of multipath protocols is the reliability; however,
they also have a large number of solutions to increase the
throughput and even address latency several times. In the case
of multicast protocols, the focus is on reliability, owing to the
fact that most solutions take advantage of sending multiple
copies of information. On some occasions, this redundancy
also helps to improve throughput; however, latency is not
considered extensively.

1) SINGLE-PATH PROTOCOLS
The transmission control protocol (TCP) [125] is one of
the most important protocols of the Internet; hence, it has
been common to conduct research on the enhancement of
the TCP. For instance, Petlund [79] presents TCP and SCTP
modifications to satisfy the requirements of interactive and
thin-stream applications (low latency in small packet trans-
missions) such as games [126]; ER TCP Pert [80] is a solution
that combines the delay-based TCP and early transmission
to improve the performance in delivering real-time media by
reducing the latency caused by retransmissions; TCP-ROME
[81] is a transport-layer framework that allows establish-
ing and coordinating multiple many-to-one TCP connec-
tions, increasing the reliability in streaming multimedia; and
Massaro et al. [82], [127] implemented an algorithm based on
TCPVegas [128] to improve the coexistence of TCP andUDP
data with high throughput and low latency in heterogeneous
flows (multimedia applications).

Although the TCP does not meet the requirements of new
technologies, it is not at all obsolete. The TCP is used all over
the Internet, which encourages research on enhancements
for 5G networks. First, some studies adapting the TCP to
different cellular networks are those of Polese et al. [83], who
study TCP enhancements though link-layer retransmissions
to improve the TCP for 5G mmWave networks in terms of
latency and throughput; and Petrov et al. [84], who present
an advanced TCP version for 5G with the purpose of increas-
ing the throughput rate and improving the reliability levels
through enhancing the TCP friendliness, TCP recovery from
time outs and the drop rate.

Another series of studies focused on improving the gen-
eral performance of the TCP to make it suitable for all
kinds of communications are the following. Google LLC [85]
presents a congestion control algorithm (TCP bottleneck

bandwidth and round-trip propagation time) that responds to
the actual congestion rather than the packet loss and thus
improves the throughput, latency and quality of experience.
Gambhava et al. [86] present a discrete TCP (DTCP),
an enhancement that differentiates slow start and congestion
avoidance phases while tuning the data flow over a transport
connection, resulting in an improvement in TCP performance
in heterogeneous networks. Zhu et al. [87] present a TCP
optimization using radio awareness which yields a significant
gain in both latency and throughput setting parameters of
the TCP layer and modifying the TCP congestion control
mechanism according to the cross-layer information. Finally,
Luo et al. [88] study an extension of TCP/IP, called explicit
congestion notification (ECN), that helps realize low latency
in the TCP. They present standardization efforts and propose
an improved ECN as an enabler of ultra-low latency and high
throughput.

Apart from the TCP, there is also research on additional
communication protocols mainly focused on improving
latency. First, there are some contributions regarding novel
transport protocols: ASAP [89] is a transport protocol that
reduces latency, eliminating unnecessary RTTs in the hand-
shake and cutting the delay of small requests by up to two-
thirds; the short-term reliable protocol for low-latency video
transmission [90] relies on packet retransmission for only
a limited amount of time to reduce latency and make it
optimal for image/video communication; Cheng et al. [91]
develop PrefCast, a preference-aware protocol used to satisfy
user preferences for content objects achieving the required
latency-critical VR game demands with reduced network
usage; and Park et al. [92] present a simple protocol solution
for video transmission based on the RUDP (reliable user
datagram protocol) to provide low latency with short-term
reliability.

Additionally, there are research efforts on congestion and
rate control enhancements: SCReAM [93] is a window-based
and byte-oriented congestion control protocol for RTP
streams that achieves improvements in both video latency
and throughput in real-time communications thanks to its
adaptation ability, whereas Mittal et al. [94] propose a frame-
work for rate control with the similar objective of improv-
ing the throughput and latency. Finally, there exists a work
aiming to improve current architectures such as the Low
Latency, Low Loss, Scalable Throughput (L4S) Internet Ser-
vice Architecture [95]. The L4SArchitecture is a solution that
enables low latency, low loss and a scalable throughput in
novel applications coexisting on shared network bottlenecks.
It aims to break network ossification and calls for evolution,
making it possible to run scalable transport protocols such as
the DCTCP [129] and MDTCP [130] over the same access
networks as those of non-scalable transport protocols such as
TCP CUBIC/Reno.

2) MULTIPLE CONNECTIVITY AND MULTIPATH PROTOCOLS
Multiple connectivity technologies can be classified accord-
ing to the layer in which they perform the aggregation of
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TABLE 3. Comparison of protocol solutions.

independent flows in a multipath flow. In the following
subsections, we provide a study of the state-of-the-art,
focused on contributions of the IP and higher layers.
When multi-connectivity is performed in the application
layer, the application itself has to be aware of the paths
and manage them [131]. The disadvantage found in this
method is that every application that wants to benefit
from multiple connectivity must be adapted and modi-
fied. Thus, one typical approach to manage lower-layer
information in the application layer is to use applica-
tion programming interfaces, a technique studied in the
following Section IV-C due to its connection to context
awareness.

4These methods and techniques are the ones introduced in Section III-C.
The acronyms and abbreviations used for presenting those methods in the
table can be found after Section VI.

• IP layer: Some recent contributions are the follow-
ing. Locator/ID Separation Protocol - Hybrid Access
[96] allows simultaneous usage of multiple access both
upstream and downstream. It uses information about the
packet loss and delay to improve the load balancing,
bandwidth and resilience. Yap et al. [97] propose an
algorithm to improve the scheduling of packets over
multiple interfaces. Singh et al. [98] develop a frame-
work for optimal traffic aggregation in multi-RAT (radio
access technology) heterogeneous wireless networks.
In addition, Gonzalez-Muriel et al. [99] present an
implementation of LWIP, which consists of LTE-WLAN
aggregation at the IP level, aiming to enhance the band-
width and reliability. Their results show that the through-
put increases without degrading the latency or increasing
the packet loss.
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• Transport layer: Going up to the transport layer, there is
a large variety of protocols based on the idea of multiple
connectivity. The most remarkable multi-connectivity
protocol in the transport layer is the multipath TCP.
The multipath TCP is a transport layer protocol exten-
sion of the TCP and standardized as experimental in
January 2013 in the IETF RFC 6824 [100]. It tries to
overcome some of the TCP limitations and to improve
it with a higher quality of service, robustness, better
performance, network decongestion, etc., using multi-
ple paths. Based on these benefits, certain uses of the
protocol such as the offloading of networks, mobility,
the migration of virtual machines in a wide area, etc.,
have been foreseen. TheMPTCP has been proven to per-
form better than the TCP when using paths with similar
characteristics [132], [133], but it fails to outperform it
in heterogeneous networks [134], [135].
Due to the limitations of the multipath TCP, some
papers have conducted research on its improvement.
The NC-MPTCP [101] and fountain code-based mul-
tipath TCP (FMTCP) [102] utilize network coding to
boost the overall goodput and outperform the MPTCP
in the case of highly dissimilar subflow conditions.
Hurtig et al. [103] present two novel scheduling tech-
niques for the MPTCP (BLEST and STTF) that are
shown to reduce latency when interfaces have asym-
metric capacity and delay. The QoS-MPTPC [104],
ADMIT [105] and PR-MPTCP+ [106] are extensions
for interactive video, video streaming and real-timemul-
timedia, respectively. Finally, MPFlex [107] is a flexible
software architecture that enhances MPTCP scheduling
and policies thanks to the use of multiplexing.
One approach in cellular networks is to bring the
MPTCP to 5G networks. The 3GPP 5Gmobile core fea-
tures ATSSS (access traffic steering, switching and split-
ting) and has already standardized theMPTCP as a foun-
dational capability in 3GPP Release 16 [136]. Research
labs such as Tessares [137] and CableLabs [138]
are already working on the implementation of this
5G ATSSS functionality and bringing MPTCP con-
tributions into 3GPP, respectively. For instance,
Lee et al. [108] develop an offloading control scheme
to make the MPTCP suitable for 5G NR and LTE net-
works, reducing the packet loss rate and enhancing the
throughput in these upcoming networks.
Nonetheless, the MPTCP is not the only protocol devel-
oped for multi-connectivity. There is a wide range of
protocols regarding this matter. First, a set of protocols
aiming to improve real-time communications or stream-
ing (latency) can be found. They may be based on a TCP,
such as the multipath PERT [109]. The multipath prob-
abilistic early response TCP is a solution suitable for
real-time data transfer that provides high throughput and
efficient load balancing. However, the majority of these
protocols are based on the UDP, such as the multipath
QUIC [110], [139]. The MPQUIC is a protocol based

on the QUIC that takes advantage of UDP features to
provide lower latency and of multi-connectivity
improvements to provide higher reliability and
resilience. Multiple parallel paths for the RTP (MPRTP)
[111] are also UDP-based and increase the reliability
and throughput to enhance the user experience com-
pared to the RTP. The energy-aware multipath stream-
ing transport protocol (EMSTP) [112] aims to support
high-quality streaming over heterogeneous networks
working with UDP subflows as well as with Raptor
codes. Furthermore, the multipath multimedia transport
protocol (MPMTP) [113] works, similar to the EMSTP,
using Raptor codes to support a seamless high-quality
video streaming service over wireless networks, the dif-
ference being that it uses both TCP subflows and UDP
subflows to manage the control information and data,
respectively.
There is also a set of protocols geared at improving the
throughput, utilization or general performance instead of
just the latency for real-time communications. The het-
erogeneous multipath transport protocol (HMTP) [114]
is a protocol based on fountain codes, which recovers
the original data if a sufficient number of packets are
received regardless of their arrival order, solving the
receive buffer blocking problem. The multipath mes-
sage transport protocol based on the application-level
relay (MPMTP-AR) [115] works in a multipath trans-
port system based on the application-level relay (MPTS-
AR) framework [140] to deliver reliable data service
over multiple paths with high efficiency, throughput and
resilience. Finally, concurrent multipath transfer for the
SCTP (CMT-SCTP) [141] approaches such as m2CMT
[116] and A-CMT [117] exploit the multi-homing capa-
bility of the SCTP to improve its performance with
multi-connectivity.

3) MULTICAST TECHNOLOGIES
Most of the work on multicasting focuses on reliability. For
instance, Zhu et al. [118] present a new multicast proto-
col called the MCTCP. This protocol aims to outperform
the state-of-the-art reliable multicast schemes by managing
the multicast groups in a centralized manner and reactively
scheduling flows to optimal links. The MCTCP achieves
improvements in both reliability and throughput compared
with the original and TCP-SMO schemes, (an alternative
single-source multicast optimization scheme). In addition,
the work of Tsimbalo et al. [119] considers a lossy multicast
network in which reliability is provided by means of random
linear network coding. Specifically, they utilize random linear
network coding and verify that the mean square error in their
tests can be as low as 9× 10-5.
Moreover, when the aim is to develop different network

architectures through multicasting, the focus is also on reli-
ability. Xiong et al. [120] present MTM, a novel reliable
multicast for data centre networks. MTM improves the error
resilience ability in the presence of various levels of packet
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loss and provides high application throughput. Chi et al. [121]
propose enhancing multicast transmissions by means of
D2D-communication-based retransmission. They propose an
efficient reliable multicast scheme for 5G networks that uti-
lizes D2D communication and network coding to achieve
100 percent reliability. However, with the expansion of criti-
cal communications, we can find some recent works also aim-
ing to improve the latency, such as that of Roger et al. [122].
They address the challenges imposed by 5GV2X (vehicle-to-
everything) services in terms of latency and reliability, which
generally cannot be guaranteed using the current MBMS
(multimedia broadcast multicast services) architecture, and
propose a low-latency multicast scheme to decrease the end-
to-end communication latency, ensuring, at the same time, the
correct operation of high-demand services.

Another approach is to combine multicast technologies
with other enabling technologies to enhance their capabilities.
For instance, Zhang et al. [123] present anOpenFlow-enabled
elastic loss recovery solution, called ECast, for reliable
multicasting that uses elastic area multicast to enhance
the retransmission of multicast recovery packets, whereas
Mahajan et al. [124] design and implement a platform named
ATHENA that enables multicast in SDN-based data centres,
providing high reliability and, at the same time, congestion
control mechanisms to ensure fairness.

B. NETWORK SUPPORT
The presented protocols must be integrated and collaborate
with other enabling technologies to reduce latency and to
increase reliability. A network should be able to provide
different mechanisms flexibly to achieve the desired oper-
ation. The four technologies selected as the main ones to
provide this network assistance in current and future networks
are edge computing, software-defined networking, network
function virtualization and information-centric networking.

1) EDGE COMPUTING (EDGE)
As shown in Table 4, latency reduction is the goal in every
edge computing contribution. The proximity of EDGE to
devices reduces the end-to-end distance between the end
sides of communication, resulting in an enhanced latency.
Nevertheless, reliability and throughput improvements are
not usually considered in this technology.

Several studies focus on bringing edge computing to cur-
rent and future cellular networks. Garcia et al. [142] introduce
the idea of fog and edge computing to LTE networks. They
introduce two new elements: the fog gateway and the GTP
gateway [143]. These new components allow the processing
of specific services on the edge, preventing all traffic from
reaching the core and resulting in an improvement of up to
78% in terms of latency reduction. Zhang et al. [144] present
a mobility-aware edge computing framework for emerging
5G applications such as IoT for intelligent transportation,
intelligent healthcare, etc. The solution speeds up the applica-
tion response (latency), improves the user experience, reduces
congestion, increases the speed of data, etc., and exposes

critical challenges for EDGE that still need to be addressed,
such as further improvement of the efficiency and security.
In addition, Piran et al. [145] propose a context-aware stream-
ing over 5G HetNets (CASH) video streaming framework
that allocates the resources in an intelligent manner based
on Edge-UE communication and the actual requirements of
the content and network characteristics, outperforming the
existing works in terms of the peak data rate, latency, user
experience and spectral efficiency.

An increasingly important solution in edge computing is
the ‘‘distributed SGW with local breakout (SGW-LBO)’’
approach. It stems from the desire of operators to have greater
control of the traffic that needs to be steered [159], and the
idea behind it is to control the redirection of data planes.
Some examples of contributions improving communications
by means of this method are the following: Lee et al. [146]
propose a local breakout of mobile access network traffic in
base stations by MEC to reduce end-to-end latency, whereas
Cattaneo et al. [147] combine MEC and NFV to deploy
CPU-intensive applications and enhance the latency of the
immersive video use case.

EDGE is usually combinedwith novel technologies such as
SDN or NFV to take its performance to the next level. Such is
the case of Huang et al. [148], who implement an SDN-based
MEC framework solution for LTE/LTE-A. The solution is
compliant with the ETSI and 3GPP architectures and enables
latency reduction and traffic offloading. Heinonen et al. [149]
present a prototype of a 5G network slice that selects the
mobility anchor during an attach procedure from the clos-
est network edge (and re-evaluates it in each handover).
The selection of the optimal network edge node results in
a decrease in the end-to-end latency. Schiller et al. [150]
develop an NFV/EDGE/SDN platform that uses VNFs to
flexibly manage EDGE applications and improve the user
QoE (e.g., latency and throughput). Yang et al. [151] propose
a solution to take advantage of the low latency benefit of
edge computing without wasting resources during stable/low-
workload periods of the fixed-location traditional solution.
They adopt network function virtualization in edge comput-
ing to create a dynamic resource allocation framework, offer-
ing flexibility in hosting MEC services in any virtualized net-
work node, which consequently reduces the cost by up to 33%
compared to existing solutions. Finally, Cziva et al. [152]
combine edge computing with virtualization, deploying
VNFs (virtual network functions) in different scenarios. Their
results show that using edge servers can deliver up to a 70%
improvement in user-to-VNF latency.

Moreover, EDGE is also combined with different methods
to exploit context awareness. Nunna et al. [153] propose com-
bining novel communication architectures of 5G with mobile
edge computing to provide ultra-low latency data transmis-
sions. This MEC integration at the edge of 5G networks
provides a robust real-time context-aware collaboration plat-
form. Dutta et al. [154] combine EDGE, QoE awareness and
the NFV technology to create an edge-assistive transcoding
and adaptative streaming that ensures reduced latency and
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TABLE 4. EDGE proposals.

better quality of experience. Finally, Taleb et al. [155] pro-
poses an approach to enhance users’ experience by bringing
MEC to smart cities. They aim to ensure ultra-short latency
through a smart architecture that allows applications/services
to follow the mobility of users.

Another interesting and recent tendency in EDGE is edge
intelligence, where big data analytics and edge computing are
combined to provide near-real-time analysis of data. Some
works on edge intelligence include those of Li et al. [156]
and Maier et al. [157]. Li et al. [156] propose Edgent,
a collaborative and on-demand deep neural network (DNN)
co-inference framework with device-edge synergy. Their pro-
totype implementation and evaluations demonstrate the effec-
tiveness of Edgent in enabling on-demand low-latency edge
intelligence. Maier et al. [157] propose the utilization of edge
intelligence to achieve a low-latency FiWi-enhanced mobile
network. Their solution makes use of machine learning in the
context of FiWi-enhanced heterogeneous networks to decou-
ple haptic feedback from the impact of propagation
delays and, ultimately, enable an ultra-low latency tactile
Internet.

It can be seen that most of the works on EDGE focus
mainly on latency. In fact, as highlighted by Liu et al. [158],
mobile edge computing research lacks a focus on reliability,
the complementary aspect of the critical communications
under study. Thus, they propose a framework and algorithms
to strike a good balance between latency and reliability,
offloading tasks from a single UE to multiple edge nodes.

2) SOFTWARE-DEFINED NETWORKING (SDN)
The SDN proposals are introduced in Table 5. They focus
mostly on a decrease in latency, similar to EDGE solutions,
although in some papers, this technology also considers reli-
ability and throughput enhancements.

Software-defined networking is a solution for current and
future networks. Pagé et al. [160] propose a modification to
4G architecture by integrating SDN to achieve low latency.

The idea is that the SGWwould be replaced by SDN switches
with routing algorithms and intelligence to improve the net-
work performance. Costa-Requena et al. [161] deploy a mod-
ular SDN-based user plane in real testbeds for 5G. This plat-
form allows optimized transport for low latency, throughput
and reliability, with EDGE taking advantage of slicing and
the flexibility of SDN. Additionally, J. Wang et al. [162]
design an SDN framework for a smart factory based on an
industrial Internet of things (IIoT) system. Their method is
based on computing mode selection (CMS) and the execu-
tion of sequences based on task priority, achieving real-time
performance and high reliability.

A large part of SDN research for new applications focuses
on improving rerouting and controller placement to lower the
latency of multimedia applications. Lakiotakis et al. [163]
create a collaboration between the network and network
music performance (NMP) applications to reduce the delay
by up to 59% over the traditional solutions. SDN is used to
increase the performance during link congestion and perform
rerouting or send orders to applications to modify the audio
processing configuration. Awobuluyi et al. [56] present a
holistic SDN control plane approach to multimedia transmis-
sion. A QoE and context-aware application make decisions
regarding rerouting, load balancing and adapting flows in
an SDN network to achieve the required ultra-reliable low-
latency video streaming. Garg et al. [164] present an SDN
framework combined with edge computing and QoS aware-
ness to enhance the routing capabilities and mobility man-
agement of autonomous vehicles (AVs). The performance
assessment reports an overall improvement in terms of the
end-to-end delay. Furthermore, Wang et al. [165] study the
placement of SDN controllers to shorten the latency between
controllers and switches in wide-area networks. They present
the concepts of network partitioning and a clustering-based
network partitioning algorithm, which result in a reduced
maximum latency between controllers and their associated
switches.
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TABLE 5. SDN proposals.

Nonetheless, while most solutions focus on latency, a com-
bination of multiple connectivity and SDN could also be
optimal, providing enhancements in both reliability and
latency. Yap et al. [166] present a distribution across mul-
tiple interfaces using SDN, enhancing the multipath with
dynamic selection intelligence, and Hu et al. [167] develop
a reliable and load-balance-aware multi-controller deploy-
ment (RLMD) strategy to address the controller placement
selection and explore the reliable deployments of the con-
trollers. Their simulations show a better performance in
improving the reliability of the control plane and balancing
the distribution of the controller loads.

3) NETWORK FUNCTION VIRTUALIZATION (NFV)
Table 6 shows the similar tendencies of NFV and SDN. The
contributions studied in this survey focus in both cases on
reducing latency, while reliability and throughput are also
considered but at a lower level.

Some NFV contributions focus on improving the cur-
rent and future networks. Raza et al. [168], [169] present
a vIMS (virtualized IP multimedia subsystem) design that
refactors network function modules and results in significant
improvements in both latency and reliability (compared with
the existing 3GPP IMS implementation). Qu et al. [170]
develop a series of algorithms to reduce the delay in network
service chains for NFV-enabled data centre networks. The
algorithms presented can reduce up to 18.5% the average end-
to-end delay and increase the reliability from 7.4% to 14.8%.
Furthermore, Mekikis et al. [171] work on an NFV-enabled
experimental platform for 5G tactile Internet support in
industrial environments and demonstrate that their setup can
achieve the end-to-end communication latency required for
this kind of application.

There are also proposals to enhance the NFV operation
itself. Ding et al. [172] present an enhancement of the existing
redundancy method for NFV architectures. The proposed
CERA algorithm achieves a better estimation for the ser-
vices, resulting in higher reliability and higher cost efficiency.
Nascimento et al. [173] propose an acceleration mechanism
for NFV platforms, aiming to improve their performance and

scalability. Their results show an enhancement in both latency
and cost efficiency, and the goal of higher throughput is
presented as future research. Cho et al. [174] address the VNF
migration problem for low network latency among VNFs and
develop a novel VNF migration algorithm (VNF real-time
migration) to minimize the network latency in rapidly chang-
ing network environments (an up to 70.90% network latency
reduction ratio). Sun et al. [175] present an NFV framework
that enables network function parallelism to improve NFV
performance. This network function parallelism describes
and orchestrates NF chaining intents to achieve signifi-
cant latency reduction for real-world service chains. Finally,
Fan et al. [176] present GREP (guaranteeing reliability with
enhanced protection), a novel algorithm developed to guar-
antee high reliability in NFV while minimizing resource
consumption. Their evaluation shows that GREP performs
reliable service function chain (SFC) mapping in NFV net-
works, minimizing the amount of resources allocated to SFC
requests while meeting clients’ SLA requirements.

EDGE and SDN, the previous two technologies presented,
can be combined with NFV, as shown by Huang et al. [148],
Yang et al. [151], Costa-Requena et al. [161], etc. Other
relevant contributions combining NFV with other tech-
nologies include the works of Bekkouche et al. [177],
Valsamas et al. [178] and Yao et al. [179]. Bekkouche et al.
[177] propose an extended framework for the management
and orchestration of unmanned aerial vehicles (UAVs). The
framework combines NFV and MEC with the functionalities
of a UAV traffic management system to satisfy the end-
to-end latency requirement without fully compromising the
reliability. Finally, Valsamas et al. [178] and Yao et al. [179]
present network slicing platforms that support different inter-
connected services and achieve improved latency and relia-
bility, respectively.

4) INFORMATION-CENTRIC NETWORKING (ICN)
ICN is an approach used to leave behind the point-to-
point paradigm and evolve the Internet infrastructure. Data
become independent from the location, application or storage
to enable desirable features that can enhance the informa-
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TABLE 6. NFV proposals.

TABLE 7. ICN proposals.

tion distribution [48]. The intention of ICN contributions in
the scientific literature is generally to enhance the latency
KPI, although reliability and throughput are occasionally
addressed as well (see Table 7).

Some relevant ICN contributions in novel cellular 5G net-
works are as follows. Liang et al. [180] presents an ICN
over 5G networks approach based on improving the end-
to-end network performance by integrating ICN techniques
with wireless network virtualization. They develop some key
components for the architecture to enhance resource alloca-
tion and catching and ultimately minimize traffic and latency.
Carofiglio et al. [181]–[183] develop LAC and later FOCAL,
an approach combining novel caching and forwarding strate-
gies to preferentially route popular content requests through
the optimal path. Their evaluation shows that FOCAL reduces
the end-user-experienced latency. Zhang et al. [184] present a
ICN-based caching approach that considers both the mobility
of users and the popularity of videos to reduce the retrieval
delay caused by frequent handoffs in 5G networks. Another
work along the same line is that of Sardara et al. [185], who
present a transport layer solution and socket API for ICN,
providing a better throughput rate as well as latency in these
novel networks.

ICN solutions usually focus their efforts on enhanc-
ing latency, as in the work of Dannewitz et al [186],
which presents an architecture that achieves low laten-
cies through efficient caching and a scalable name reso-
lution service. Nonetheless, although reliability is not the
main focus of the enhancement in the latest ICN research
efforts, some pertinent contributions in that direction are
those of Wang et al. [187] and Vakilina et al. [188].

Wang et al. [187] propose a reliable hop-by-hop transport
mechanism for ICN that guarantees the content reliability in
packets and forwards all the received packets downstream
so that the end-to-end latency can be remarkably decreased.
Meanwhile, Vakilina et al. [188] develop a distributed algo-
rithm at the backhaul and an SDN-based centralized algo-
rithm aimed at minimizing congestion and enhancing latency
levels without sacrificing reliability.

C. APPLICATION PROGRAMMING INTERFACES
Application programming interfaces are key enablers that
provide additional control and flexibility for protocol stacks
to enhance the performance. As shown in Table 8, the major-
ity of API contributions presented help to reduce the latency
and increase the throughput and reliability at the same time.

The traditional socket API has been questioned for
a long time. In fact, works such as Sockets++ [203],
Florissi et al. [204], Abbasi et al. [205] and
Reuther et al. [206] present some of the first relevant enhance-
ments of the socket API. However, they are too far from the
5G requirements studied in this survey. Newer contributions
that try to fit new tendencies such as multiple connectivity,
as enablers of the demands on latency and reliability, are
Jones et al. [65] and Trammell et al. [66]. Jones et al. [65]
propose raising the datagram API to be able to implement
some missing features in the current socket datagram API:
establishing connectivity, control over the QoS (reliability
and congestion control) and support for multiple interfaces;
while Trammell et al. [66] propose a new API solution based
on message carriers and policies to make it an independent
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TABLE 8. API proposals5.

platform and transport protocol (and to support multipaths if
necessary).

Because the MPTCP is the most extended multipath proto-
col, there are API solutions developed specifically to enhance
its utilization, reliability and throughput levels. For instance,
Scharf et al. [189] present a simple extension of the TCP inter-
face for MPTCP-aware applications; Hesmans et al. [190]
propose raising the MPTCP path manager to provide con-
trol over multipath TCP decisions and path management
to applications, resulting in energy savings and enhance-
ments in backup mode, streaming and flow selection; and
Hesmans et al. [191] propose an enhanced socket API for
the multipath TCP that enables application programmers
to control the MPTCP and enhance the operation of the
underlying stack.

Another approach also based on APIs is the NEAT
(new, evolutive API and transport-layer architecture) solution
[192], [193]. NEAT uses application requirements such as
reliability or latency levels not to choose parameters or
interfaces but to directly select different transport proto-
cols. It aims to break the current ossification of the Inter-
net transport architecture, enabling the incremental flexible
deployment of new transport services and features. One of its
latest improvements is to supply applications with detailed
network information, creating a more complex and complete
API. The development of NEAT was continued with the
contribution TAPS (an architecture for transport services)
[194], exposing transport protocol features to applications for
a flexible network communication. Nielsen et al. [195] also
take advantage of both network monitoring measurements
and user objectives to improve interface diversity (selecting
optimal interfaces through weighted KPIs, such as latency or
reliability). Higgins et al. [196] present a similar approach
with Multi-sockets, a solution that uses the knowledge of
application needs to select interfaces efficiently, enhancing
latency and throughput. Finally, Msocket [197] is an exten-

5When ? is used, it means that the parameter can be achieved at the cost
of another marked parameter.

sion of the Berkeley socket API for supporting multiple
stacks. When there are multiple distinct TCP/IP stacks avail-
able, it allows the application to specify which one to use for
the communication. This exposure allows different
behaviours according to the network requirements, permis-
sions, QoS demands and levels of protection.

Other API solutions relevant to this survey but not directly
related to multi-connectivity or multiple stacks are works
such as Schmidt et al.’s [198]. They developed Socket
Intents, a socket solution for the purpose of managing user
and application information (e.g., small and sensitive packet
delay, background traffic, etc.) to select network parame-
ters, resulting in the enhancement of KPIs such as latency
or throughput. Along the same line, Kapoor et al. [199]
propose Chronos, a framework that can deliver predictable,
low latency in data centre applications. This framework
uses a combination of techniques for that purpose, one
of which is a user-level networking API that supports
efficient load balancing, a kernel bypass, etc., to reduce
the latency in data centre networks. The contribution of
Belay et al. [200], [201] presents a data plane operating
system that provides high performance. The data plane archi-
tecture works with a native API to optimize both the latency
and bandwidth, managing and dedicating hardware threads
and networking queues to data plane instances. The solu-
tion results in significant improvements in both the end-to-
end latency and throughput. Finally, Siddiqui et al. [202]
present a requirement-based API as an abstraction layer to
make applications independent of network mechanisms. The
aim is to reduce the coupling between applications and under-
lying protocols and to evolve into a future Internet architec-
ture flexible enough to adapt to an application’s requirements.

V. EVALUATION AND CHALLENGES
A. EVALUATION
In this evaluation, we present a table, some graphs and a
diagram to characterize the contributions and discuss open
research topics. Specifically, we follow three classification
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TABLE 9. Proposals combining multiple enabling technologies.

criteria to report some conclusions: first, we analyse the
combination of different enabling technologies and evaluate
API contributions; then, we study the KPI concentrations and
coverage according to each approach; and finally, we reflect
on the different methods used in the literature.

1) COMBINATION OF ENABLING TECHNOLOGIES AND
API EVALUATION
First, due to the overlap experienced while presenting differ-
ent enabling technologies, Table 9 was generated to achieve
a better understanding. It identifies the relationships between
the enabling technologies and shows the contributions that
combine multiple enabling technologies. This table does not
include the category ‘‘single-path protocols’’ since it would
not contribute to the evaluation and would add a large number
of unnecessary entries in the table (every communication
needs a protocol; thus, when it is not a multipath or multicast,
it is usually single path).

Regarding the table content, note the strong link between
EDGE, SDN and NFV. There are 5 contributions on EDGE
and SDN, 5 articles on EDGE and NFV, 2 papers incorpo-
rating SDN and NFV, and 6 additional contributions com-
bining all three. Likewise, the association between multicast
protocols and SDN and works very well with 5 contributions
combining both technologies. Finally, it is worth highlighting
the strong coupling between ICN and other technologies
with 5 contributions (of the 7 contributions of ICN studied
in this paper) combined with others technologies. One of the
most relevant combinations is ICN and EDGE due to the
capabilities of the latter in providing a platform for caching
support.

Furthermore, API contributions are commonly combined
with the different enabling technologies due to their ubiq-
uitous nature. There is in fact an especially strong cou-
pling between API and multipath protocols owing to the
fact that API provides better control of the different paths
and protocol decisions. Some examples of this are con-
tributions such as NEAT [192], [193], TAPS [194] and
Schmidt et al. [198], among others. However, API is not only
combined with multipath protocols, and many other contri-
butions include API as a means of achieving the require-
ments without being the main topic. This is the case of

Nunna et al. [153], Taleb et al. [155], Mahajan et al. [124]
and Sardara et al. [185], among others.

Overall, API has proven itself to be a valuable approach to
enhance the latency and reliability. A great variety of papers
on the topic assess the increased reliability and the decreased
latencywithout ignoring the support of other KPIs and param-
eters as we evaluate in next subsection V-A2. Because of
everything that has been stated above, we consider API to be
a promising topic that will be discussed in Section V-B.

2) KPI COVERAGE
Figure 3 shows some graphs summarizing the enabling qual-
ities found in each technology and in APIs based on the
contributions analysed in this survey. Each technology is
presented in a radar chart or spider chart that sets the line
closer to the edges (which represent each KPI) proportional
to the percentage of contributions that focus on that KPI.
Therefore, in the literature under study, we can see generally
a high level of treatment of the latency KPI, followed by a
medium-high level of treatment of the reliability. Through-
put and HetNet support are parameters frequently addressed
while partial reliability is not commonly amain point of study
in contributions aimed at enhancing the latency or reliability.
As enablers, APIs, multipath protocols and single-path pro-
tocols are the approaches most frequently used to address the
different KPIs. API addresses all parameters with at least a
medium-high level of coverage. In multipath protocols, there
is a high level of work aimed at improving reliability, through-
put and addressing HetNet support, with a medium level
on latency; meanwhile, in single-path protocols, latency and
throughput are themain points, but HetNet support and partial
reliability are also addressed several times. Each remaining
technology has a clearly differentiated main topic: in EDGE,
SDN and NFV, it is the latency; in ICN, it is also the latency
with additional high importance given to HetNet support;
and in multicast protocols, it is the reliability with also a
relevant importance of HetNet support. This does not mean
that the solutions related to these topics cannot help to meet
the requirements of other parameters, such as we can see in
the increasing importance of high reliability on SDN or NFV;
nevertheless, it means that the latest research efforts have
been mostly aimed in these directions.
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FIGURE 3. Mapping of API and the enabling technologies used to classify parameters
based on their contributions.

All things considered, in our study of the state-of-the-art,
we can see that each enabling technology has its strengths
and weaknesses, which can be combined to achieve the
desired requirements, as discussed in Section V-B. How-
ever, to guarantee the KPI levels presented in the Introduc-
tion (Section I), all end-to-end levels have to contribute.
Currently, the state-of-the-art focuses on partial solutions
that do not allow a complete end-to-end validation, and
thus it is not possible to perform an evaluation with con-
crete numerical values. Ongoing research efforts along this
line include projects such as 5Genesis, one of the main
objectives of which is the creation of a 5G full-stack
environment [74], [208].

3) ON THE COMMON METHODS AND TECHNIQUES
Focusing on the underlying methods or techniques used to
achieve low latency and/or high reliability, Figure 4 gives

a clear picture of their use in existing literature. One thing
learned from this picture is that they reuse and enhance
existing mechanisms to improve 5G, but there is some small
novelty in the new mechanisms for 5G. Many of the methods
are classic versions of basic mechanisms coming from fixed
networks (congestion control or cross-layer) or techniques
used to optimize end-to-end communications in previous 4G
mobile communication networks (coding, context awareness,
EDGE enhancements and multi-connectivity). Only a small
number are specifically focused on 5G, like NFV or SDN
methods, but they are also widely used in cloud (not wireless)
environments. This first observation confirms that the core
methods for end-to-end solutions in different network tech-
nologies have some continuity and there are improvements
and adaptations to new networks, but 5G does not mean a
hard break when considering the latency and reliability. More
revolutionary techniques are probably in the radio access part,
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FIGURE 4. Classification of the literature according to the proposed taxonomy.

but they are not part of the survey because we limit this survey
to end-to-end solutions.

The figure also reflects the most popular topics: schedul-
ing paths, cross-layer, congestion control and EDGE sup-
port (for both offloading and selection). However, there are
some methods with only a few related papers that we see
as having more potential, probably combined with some
of the most popular methods, such as automatic scaling in
the NFV domain and IBN. We discuss some of them from
our perspective in the promising research topics discussion
(Section V-B).

B. PROMISING RESEARCH TOPICS
We have identified a number of topics connected with possi-
ble future challenges and research work.

1) EDGE COMPUTING
First, we highlight the importance of edge computing in
latency constrained communications. It cannot be forgotten
that there is an inevitable latency that comes with distance.

Protocols, technologies and physical layer development are
necessary to enhance the latency; however, EDGE is an
essential starting point of any attempt to reduce the latency.
Applications and services must deploy their instances in edge
clouds (closer to the user than the core networks) to be able
to provide a reasonable low-latency communication. This
deployment has to be done in an efficient manner; therefore,
EDGE has to rely on further technological innovations.

2) APIs
One of the key enhancers for EDGE is the use of context
information through APIs. Communications with stringent
requirements such as low latency and high reliability require
a flexible network and protocols that can be adapted. Knowl-
edge about network, application information and the use of
the IBN can help a protocol to choose the parameters, char-
acteristics and options that will optimize the communication.
These APIs could manage this information and be used to
determine the EDGE placement and different configurations.
In some use cases, such as the vehicular use case presented
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in the Introduction (Section I), information about the position
of the other cars, their speed and additional parameters (stan-
dardized or not) are critical to maintain a safe environment.

3) MULTI-CONNECTIVITY
One technology that can be combined with the API
to enhance its capabilities is multi-connectivity. Multi-
connectivity is one of the most important solutions for
improving reliability, taking advantage of multiple paths
when possible and combining their potentials. Current
multi-connectivity solutions rely mostly on schedulers that
decide how to use these different paths. However, using con-
text information, an application or a transport layer could be
able to determine which scheduling algorithm to select or,
ultimately, how to use the different paths offered to enhance
the communication and provide sufficient reliability, latency,
throughput, etc.

4) 5G END-TO-END SELF-ORGANIZING NETWORKS
Combining all these ideas, we highlight the 5G end-to-end
self-organizing network open research topic. We are familiar
with the idea of self-organizing networks, where networks
configure themselves (mostly configuring their antennas) to
be able to adapt to the user’s conditions. In fact, this solution
was presented in Section II and discarded as a main point of
study of this survey due to its closer relation to lower-layer
development. However, the suggested solution is to take this
idea a step further to develop a 5G end-to-end network that is
able to organize itself. This means that the application would
be able to self-organize and select where to be deployed
(EDGE or core), what NFVI (network functions virtualiza-
tion infrastructure) or presence points to use, or what config-
uration to select. The network, on its behalf, would be able to
self-organize itself and configure characteristics about NFV
technologies (or slicing) and the SDN configuration (and
paths). This 5G end-to-end self-organizing network would
rely on a massive amount of context information that would
be extracted with the help of APIs.

In general, this solution means a large development in sev-
eral areas that must work jointly to succeed. First, there has to
be an orchestrator to reorganize the services, make decisions
about them and deploy them where necessary (a management
and orchestrator entity if we refer to NFV); then, there is also
a need to develop flexible novel protocols that change end-to-
end connections to different endpoints without affecting user
experience; and finally, API solutions have to be designed to
collect information from lower and higher layers and offer
them to the correspondent entity that needs them. All of this
assumes a sufficient lower-layer infrastructure support.

Some research is being conducted in a direction similar
to this suggested solution, i.e., the aforementioned work
of 5Genesis [74]. The 5Genesis project is developing a
5G end-to-end network that implements EDGE, SDN and
NFV. Moreover, API solutions are being developed to expose
context-aware information and manage different configu-
rations such as multi-connectivity. All things considered,

the current 5Genesis solution is a first step towards a 5G end-
to-end self-organizing network; however, there is still much
research and development to be done using the presented
technologies and additional techniques such as, for instance,
artificial intelligence and machine learning. In fact, we still
see a lack of papers using machine learning and artificial
intelligent methods to reduce latency or increase reliability
in a closed loop way. These approaches are much more
complex than the SON methods used in the RAN segment
in 3G and 4G and imply a hard modelling of the network
to represent the reference behaviour KPIs. Some interesting
contributions that are leading the research in this direction
are Balevi et al. [209], Morocho-Cayamcela et al. [210] or
the aforementioned work of Eurecom [150].

VI. CONCLUSION
In this paper, we presented a comprehensive survey of end-
to-end solutions for 5G reliable low-latency communications.
The main topic is the need to enhance the Internet and higher
layers with our research efforts focused on end-to-end proto-
cols, network support and APIs.

The solutions studied were selected based on technologies
with plausible future perspectives such as novel protocols,
multipath protocols, multicast protocols, EDGE, SDN, NFV,
ICN and APIs; and they were characterized by the enhance-
ment of latency, reliability or some other relevant parameters
such as the throughput, HetNet support and partial reliability.
In addition, we extracted the common methods used by the
contributions in order to analyse current trends.

We identified some lines of research regarding these
enabling technologies and additional aspects and focused on
the idea of a 5G end-to-end self-organizing network com-
bining edge computing, APIs, multi-connectivity, NFV, etc.
Projects such as 5Genesis [74] aim to contribute in that
direction, by considering most of the presented technologies
to create a 5G end-to-end network.
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