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ABSTRACT This paper proposes DROPSIGNSGD, a communication-efficient and network-fault tolerant
algorithm for training deep neural networks in a distributed and synchronous fashion. In DROPSIGNSGD,
all numerical elements communicated between machines are either 1 or −1, represented by only one bit.
More importantly, DROPSIGNSGD does not decline the benchmark accuracy on the ImageNet dataset when
compared with the traditional distributed stochastic gradient descent algorithm, owing to a little trick in
memorizing unused gradients. Experimental results are supported by a mathematical proof showing that
DROPSIGNSGD converges under standard assumptions.

INDEX TERMS Network-fault tolerance, communication efficiency, distributed SGD, deep learning.

I. INTRODUCTION
A. BACKGROUND
In recent years, deep learning has produced excellent utilities
in many practical applications. Along with the development
of the field, it has also been realized that the scale of training
data and neural network parameters can significantly enhance
final leaning result.

Distributed stochastic gradient descent (SGD) is a key
algorithm in deep learning. In distributed SGD, many
distributed workers each possessing a local dataset con-
stantly communicate with a central parameter server, thereby
enabling the shared neural network model at the workers to
learn from all local datasets.

The scale of training data and neural network parame-
ters raises two system-level concerns regarding the original
distributed SGD algorithm: communication efficiency and
network-fault tolerance, as briefly illustrated in Figure 1.
Many studies have observed that the communication between
any worker and the central server can become a bottleneck in
the entire system [1]–[7].Moreover, the network link between
any worker and the server may suffer from unexpected, pos-
sibly adversarial faults [8], [9].

As an attempt to simultaneously address both
communication efficiency and network-fault tolerance,
Bernstein et al. [11] have examined an algorithm called
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FIGURE 1. Synchronous distributed computation model with
unexpectedly slow or faulty communication.

signSGDwith majority vote, in which only the gradient signs
are transmitted from the workers, and the signs of the gradient
aggregate are sent from the central parameter server. Such
an aggressive quantization of gradients for communication
and fault tolerance is elegant, but (unfortunately) reduces
the learning accuracy. Indeed, on the ImageNet dataset,
the signSGD with majority vote algorithm in [11] suffers
from an accuracy decline of approximately 4% compared
with the baseline result of distributed SGD (see Table 1).
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TABLE 1. Comparison with variants of distributed SGD.

FIGURE 2. While both are robust against network-faults, our
DROPSIGNSGD has better top-1 accuracy than that of
Bernstein et al. [11] in the end. See also Table 1.

It has been also shown in [12] by counter-examples that the
use of gradient signs may result in nonconvergence of the
algorithm. In this work, we are interested in overcoming these
drawbacks, and simultaneously improving the communica-
tion efficiency further.

B. OUR CONTRIBUTIONS
We propose DROPSIGNSGD as a variant of signSGD with
majority vote [11]. In addition to inheriting the properties of
communication efficiency and network-fault tolerance of the
original algorithm in [11], DROPSIGNSGD has the following
additional merits outlined in Table 1:

• Both workers and the central server in DROPSIGNSGD
are allowed to further reduce their amounts of commu-
nication by partially dropping at random the gradient
signs. For example, each worker can only send 0.3d bits
to the server, and then receives 0.5d bits from the server
in each iteration, where d is the number of parameters
of a neural network. From a network latency viewpoint,
this is advantageous because the network between any
worker and the server may become unexpectedly slow
at times, as often observed in real systems [3].

• The top-1 accuracy on the ImageNet dataset of
DROPSIGNSGD is even better than the baseline result
as seen in Table 1. This overcomes the demerit of the
distributed signSGD with majority vote algorithm [11]
with respect to top-1 accuracy. Figure 2 depicts the
top-1 accuracy graph of both algorithms, which reveals
that DROPSIGNSGD is better in the end. Indeed,

DROPSIGNSGD can reach a top-1 accuracy of 76.64%
(and top-5 accuracy of 92.91%) when the communica-
tion cost of worker and server is 0.3d + 0.5d , whereas
signSGD with majority vote [11] reaches an inferior
top-1 accuracy of 72.77%. When the communication
bits from the server vary to other values of 0.3d and
0.7d , the corresponding top-1 (resp., top-5) accuracies
change, as expected, to 76.09% (resp., 92.71%) and
76.85% (resp., 93.01%). It is worth noting that, further
increasing the communication rates does not necessarily
yield better accuracy results.

Technically, DROPSIGNSGD uses a method previously
exploited in [4], [10], [12], remembering the unused gradi-
ent magnitudes and adding those to the subsequent training
iteration. Nonetheless, because network-fault tolerance is one
of our design goals, which is not exhibited by the algorithms
in [4], [10], [12], care must be taken to maintain the network-
fault tolerance property. A little trick that we introduce is to
use an error-learning rate to update the local errors caused
by unused gradient magnitudes, as detailed in a subsequent
section.

The paper is organized as follows. The proposed
DROPSIGNSGD is fully described in Algorithm 1. The con-
vergence of the algorithm is ensured by Theorem 1. Finally,
Section IV presents experimental results on the ImageNet
dataset.

C. RELATED WORKS
Regarding communication, the standard distributed SGD
algorithm is inefficient when compared with its subsequent
variants, as illustrated in Table 1. Moreover, it is not network-
fault-tolerant: if a gradient vector is rescaled by some large
factor over the faulty network when transmitted from a
worker to the server, the gradient average on the server
is severely affected by the factor. Therefore, the parameter
update becomes faulty to the extent of divergence.

Network faults can be handled by Byzantine fault-
tolerance as in [13]–[15], but these do not consider communi-
cation efficiency as a design goal. In addition, signSGD with
majority vote [11] is more dedicated to network faults, with
relatively graceful tolerances as examined in [11].

Variants of distributed SGD having communication effi-
ciency for workers were proposed in [4]–[6], [16]–[19], but
without examining network-fault tolerance. The communica-
tion from the server to workers in [6], [17] is not compressed,
and hence identical to traditional SGD.
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Techniques dealing with slow (while not necessarily
faulty) workers have been extensively reported in the lit-
erature. Replication-based techniques as in [20]–[24] make
use of cloned workers or repeated communication; in con-
trast to our proposed system. Asynchronous optimization as
in [1], [2], [25], [26] can handle slow workers effectively;
nevertheless synchronous distributed SGD exhibits better
accuracy as shown in [27], [28]. Code-based techniques as
in [7], [29]–[32] can also be used when redundancy required
in the codes can be satisfied.

Techniques for handling errors in neural networks as sur-
veyed in [33] can be locally used in each workers. These
techniques are complementary to this paper, because they
deal with errors inside but not outside the workers.

II. MATHEMATICAL ASSUMPTIONS FOR CONVERGENCE
Associated to a non-convex loss function ` : Rd

× 4 →

R+, consider f (x) = Eξ [`(x, ξ )], in which x ∈ Rd is the
neural-network weight parameters, and ξ ∈ 4 is the data
in computation. The following assumptions are standard and
have been used in previous works [4], [10]. Below ‖·‖ denotes
the Euclidean norm of a vector, and 〈·, ·〉 the inner product.
Assumption 1: We have f ? = infx∈Rd f (x) < ∞. In addi-

tion, f is L-smooth, namely f is differentiable, and for some
L ≥ 0

‖∇f (x)−∇f (y)‖ ≤ L‖x − y‖, ∀x, y ∈ Rd , (1)

which implies the following

f (x) ≤ f (y)+ 〈∇f (y), x − y〉 +
L
2
‖x − y‖2. (2)

Assumption 2: LetEt denote the expectation at iteration t.
Then Et [gt,i] = ∇f (xt ) and ∃σ, Et [‖gt,i −∇f (xt )‖2] ≤ σ 2.

Assumption 3: There is a constant ω such that
‖∇f (xt )‖2 ≤ ω2.
Assumption 4: The vectors {gt,i−∇f (xt )}1≤i≤M are inde-

pendently random.
Below are some useful and direct derivations from the

assumptions used later in the mathematical proof of conver-
gence. Because Et [‖gt,i − ∇f (xt )‖2] ≤ σ 2 and ‖∇f (xt )‖2 ≤
ω2, we obtain

Et [‖gt,i‖2] ≤ G2
= σ 2

+ ω2. (3)

which implies

Et

∥∥∥∥∥ 1
M

M∑
i=1

gt,i

∥∥∥∥∥
2 ≤ G2. (4)

By Assumption 4, we have

Et

∥∥∥∥∥
M∑
i=1

(gt,i−∇f (xt ))

∥∥∥∥∥
2 = M∑

i=1

Et
[∥∥gt,i−∇f (xt )∥∥2]

≤ Mσ 2.

Therefore

Et

∥∥∥∥∥ 1
M

M∑
i=1

(gt,i −∇f (xt ))

∥∥∥∥∥
2 ≤ σ 2

M
. (5)

III. ALGORITHM 1 AND ITS MATHEMATICAL
CONVERGENCE
The design of Algorithm 1 follows those in [4], [10], but the
communication between anyworker and the server is gradient
signs as in [11]. To make this combination not decreasing the
top-1 accuracy on the ImageNet dataset, we introduce a little
trick in lines 12 and 17 of Algorithm 1: the errors in each
iteration are updated by error-learning rates ct (at worker) and
c̃t (at server). In the experiments, we simply select ct = c̃t =
O(10−3) as a small constant. These errors are bounded as in
Lemma 1.
To realize the randomized method signβt,i (p) at line 8

where each sign is kept as-is with probability βt,i, it suf-
fices for the workers and the server to agree on a
method maskgen(t, i) generating a vector mask(t,i) =
(mask(t,i)1 , . . . ,mask(t,i)d ) ∈ {0, 1}d in which each compo-
nent is 1 with probability βt,i and 0 with probability 1− βt,i.
Each worker i, at iteration t , only transmits the gradient signs
corresponding to the component of value 1 in themask vector.
For line 16, a similar method maskgenServer(t) is agreed
between the server and the workers.
Lemma 1 (Error Bound for Lines 12 and 17 of

Algorithm 1): Let p be a vector in Rd . For some sufficiently
small c > 0, there exists 0 < δβ < 1 such that

‖c · signβ (p)− p‖
2
≤ (1− δβ )‖p‖2 (6)

Proof: Expanding the left-hand side as follows:

‖c · signβ (p)− p‖
2

= 〈c · signβ (p)− p, c · signβ (p)− p〉
= 〈c · signβ (p), c · signβ (p)〉 − 2c〈signβ (p), p〉 + 〈p, p〉

= c2‖signβ (p)‖
2
− 2c〈signβ (p), p〉 + ‖p‖

2.

To ensure (6), it suffices to have

c2‖signβ (p)‖
2
− 2c〈signβ (p), p〉 + ‖p‖

2
≤ (1− δβ )‖p‖2

which is equivalent to the following

δβ ≤
2c〈signβ (p), p〉 − c

2
‖signβ (p)‖

2

‖p‖2
. (7)

To allow δβ > 0 in (7), it is necessary that

2c〈signβ (p), p〉 − c
2
‖signβ (p)‖

2 > 0,

or equivalently,

2〈signβ (p), p〉
‖signβ (p)‖2

> c (8)

owing to the fact that c > 0. Note that, with vectors p =
(p1, . . . , pd ) ∈ Rd , signβ (p) = (s1, . . . , sd ) ∈ {−1, 0, 1}d ,
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Algorithm 1 Distributed signSGD With Sign Dropouts (DROPSIGNSGD)

1: Input: Neural-net loss function `, sequences {ηt }, {ct }, {c̃t }, momentum 0 ≤ µ < 1, keep-or-drop parameters βt,i, β̃t
2: Initialize: x0 ∈ Rd ; m−1,i = e0,i = 0 ∈ Rd ; ẽ0 = 0 ∈ Rd initially
3: for t ∈ {0, . . . ,T − 1} do
4: • on each worker i (1 ≤ i ≤ M ):
5: Select data ξt,i and compute gt,i = ∇`(xt , ξt,i) F stochastic gradient
6: mt,i = µmt−1,i + gt,i F stochastic momentum
7: pt,i = µmt,i + gt,i + et,i F gradient with Nesterov momentum plus the error from the previous iteration
8: 1t,i = signβt,i (pt,i) F the gradient signs, kept as-is (i.e., ±1) with prob. βt,i, and 0 with prob. 1− βt,i
9: push 1t,i to server

10: pull 1̃t from server
11: xt+1 = xt − ηt1̃t F update the neural network weight
12: et+1,i = pt,i − ct1t,i F update the local error, with error-learning rate ct
13: • on central parameter server:
14: receive 1t,i for all 1 ≤ i ≤ M
15: compute p̃t = 1

M

∑M
i=1 ct1t,i + ẽt F average all workers 1t,i, and adding possible server error

16: push 1̃t = signβ̃t (p̃t ) to each worker F each component is ±1 with prob. β̃t , and 0 with prob. 1− β̃t
17: ẽt+1 = p̃t − c̃t1̃t F update the server error, with error-learning rate c̃t
18: end for

and I = {i : si 6= 0}, we have

〈signβ (p), p〉 =
∑
i∈I
|pi| > 0

and thus the left-hand side of (8) is a positive number. There-
fore, there always exists a small constant c satisfying (8),
finishing the proof.

In the experiments, we select c as small as O(10−3) by the
following intuition from formula (8). The left-hand side of
formula (8) can be written as, using the same notations as
above,

2
∑

i∈I |pi|
|I|

,

which is proportional to the average of gradient norm. There-
fore, if the average is larger than the small constant c (e.g.,
c = O(10−3)), Lemma 1 holds true; and hence by the
subsequent Theorem 1, Algorithm 1 continues to converge,
which is desirable. Reversely, when the gradient average
becomes smaller than the constant c, Algorithm 1 potentially
reaches a stationary point which can be a minimum. As a
concrete example, we plot in Figure 3 the graphs of accuracies
when varying the error-learning rates ct = c̃t = c, using
the ImageNet dataset and the ResNet-50 model for a few
epochs. The top-1 accuracies with c = c′ × 10−3 with small
c′ ∈ {2, 4, 6, 8, 10} are close, and relatively more stable than
the one with larger c′ = 100. We exploit this observation in
subsequent experiments in Section IV.
Lemma 2 (Total Error Bound): In Algorithm 1, let ηt =

η > 0, and δ = min{δβt,i}t,i and δ̃ = min{δβ̃t }. There exists a
value U depending on δ, δ̃ such that∥∥∥∥∥ẽt + 1

M

M∑
i=1

et,i

∥∥∥∥∥
2

≤
G2 U

(1− µ)2
.

FIGURE 3. Searching for a suitable error-learning rate.

Proof: Given in the Appendix.
Themathematical convergence assurance ofDROPSIGNSGD

is in Theorem 1 in which Lemma 1 and Lemma 2 play an
important role in estimating the errors incurred by not sending
the real gradients but only their signs. Other lemmas play a
supporting role, breaking the complexity of the proof into
small parts to ease the presentation.
Theorem 1 (Convergence ofDROPSIGNSGD): Suppose that

Assumptions 1-4 hold. Let ηt = η > 0, ct = c̃t = c > 0 ∀t ≥
0, then there exists a learning rate η such that

mintE[‖∇f (xt )‖2] ≤ O
(

1
√
MT

)
.

Proof of Theorem 1: We consider the following iterate
as in Lemma 8

zt = x̃t −
ηµ2

c(1− µ)
1
M

M∑
i=1

mt−1,i,
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where

x̃t = xt −
η

c

(
ẽt +

1
M

M∑
i=1

et,i

)
.

Using (2), under the smoothness assumption,

Et [f (zt+1)]

≤ f (zt )+ 〈∇f (zt ),Et [zt+1 − zt ]〉 +
L
2
Et [‖zt+1 − zt‖2]

= f (zt )−
η

c(1− µ)

〈
∇f (zt ),Et

[
1
M

M∑
i=1

gt,i

]〉

+
Lη2

2c2(1− µ)2
Et

∥∥∥∥∥ 1
M

M∑
i=1

gt,i

∥∥∥∥∥
2 (9)

= f (zt )−
η

c(1− µ)
〈∇f (zt ),∇f (xt )〉

+
Lη2

2c2(1− µ)2
Et

∥∥∥∥∥ 1
M

M∑
i=1

gt,i

∥∥∥∥∥
2 , (10)

where (9) is by Lemma 8 and (10) is by Assumption 2.
In addition, given

Et

∥∥∥∥∥ 1
M

M∑
i=1

gt,i

∥∥∥∥∥
2 = Et

[
‖∇f (xt )‖2

]

+Et

∥∥∥∥∥ 1
M

M∑
i=1

gt,i −∇f (xt )

∥∥∥∥∥
2 ,

combining with (10), we have

Et [f (zt+1)] ≤ f (zt )−
η

c(1− µ)
〈∇f (zt ),∇f (xt )〉

+
Lη2

2c2(1− µ)2
Et‖∇f (xt )‖2

+
Lη2

2c2(1−µ)2
Et

∥∥∥∥∥ 1
M

M∑
i=1

gt,i−∇f (xt )

∥∥∥∥∥
2 .

By (5), we obtain

Et [f (zt+1)] ≤ f (zt )−
η

c(1− µ)
〈∇f (zt ),∇f (xt )〉

+
Lη2

2c2(1− µ)2
Et‖∇f (xt )‖2+

Lη2σ 2

2c2(1− µ)2M
.

(11)

In addition, we have

−〈∇f (zt ),∇f (xt )〉
= 〈∇f (xt )−∇f (zt ),∇f (xt )〉 − 〈∇f (xt ),∇f (xt )〉
= 〈∇f (xt )−∇f (zt ),∇f (xt )〉 − ‖∇f (xt )‖2

≤
1
2
‖∇f (xt )‖2 +

1
2
‖∇f (xt )−∇f (zt )‖2

−‖∇f (xt )‖2

= −

(
1−

1
2

)
‖∇f (xt )‖2 +

1
2
‖∇f (xt )−∇f (zt )‖2

≤ −
1
2
‖∇f (xt )‖2 +

L2

2
‖xt − zt‖2, (12)

where the last inequality is by Assumption 1. Using Lemma 7
and Lemma 8, we obtain

‖xt − zt‖2

≤ 2‖xt − x̃t‖2 + 2‖x̃t − zt‖2

= 2
η2

c2

∥∥∥∥∥ẽt + 1
M

M∑
i=1

et,i

∥∥∥∥∥
2

+
2η2µ4

c2(1− µ)2

∥∥∥∥∥ 1
M

M∑
i=1

mt−1,i

∥∥∥∥∥
2

.

Applying Lemma 6 and Lemma 2, we get

‖xt − zt‖2 ≤
2η2G2U
c2(1− µ)2

+
2η2µ4

c2(1− µ)3

t−1∑
k=0

µt−1−k

∥∥∥∥∥ 1
M

M∑
i=1

gk,i

∥∥∥∥∥
2

.

(13)

Substituting (13) into (12) gives us

−〈∇f (zt ),∇f (xt )〉

≤ −
1
2
‖∇f (xt )‖2 +

η2 G2 L2 U
c2(1− µ)2

+
η2µ4L2

c2(1− µ)3

t−1∑
k=0

µt−1−k

∥∥∥∥∥ 1
M

M∑
i=1

gk,i

∥∥∥∥∥
2

.

Therefore, by (11), we have

Et [f (zt+1)]

≤ f (zt )−
(

η

2c(1− µ)
−

Lη2

2c2(1− µ)2

)
Et‖∇f (xt )‖2

+
Lη2σ 2

2c2(1− µ)2M
+
η3 G2 L2 U
c3(1− µ)3

+
η3µ4L2

c3(1− µ)4

t−1∑
k=0

µt−1−k

∥∥∥∥∥ 1
M

M∑
i=1

gk,i

∥∥∥∥∥
2

.

Rearranging the terms, taking total expectation give us(
η

2c(1− µ)
−

Lη2

2c2(1− µ)2

)
E[‖∇f (xt )‖2]

≤ E[f (zt )− f (zt+1)]+
Lη2σ 2

2c2(1− µ)2M
+
η3 G2 L2 U
c3(1− µ)3

+
η3µ4L2

c3(1− µ)4

t−1∑
k=0

µt−1−kE

∥∥∥∥∥ 1
M

M∑
i=1

gk,i

∥∥∥∥∥
2 .

Because
T−1∑
t=0

E[f (zt )− f (zt+1)] = f (z0)− f (zT )

= f (x0)− f (zT ) ≤ f (x0)− f ?,

we have(
η

2c(1− µ)
−

Lη2

2c2(1− µ)2

) T−1∑
t=0

E[‖∇f (xt )‖2]

≤ f (x0)− f ? +
Lη2σ 2T

2c2(1− µ)2M
+
η3 G2 L2 UT
c3(1− µ)3

+
η3µ4L2

c3(1− µ)4

T−1∑
t=0

t−1∑
k=0

µt−1−kE

∥∥∥∥∥ 1
M

M∑
i=1

gk,i

∥∥∥∥∥
2 .
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= f (x0)− f ? +
Lη2σ 2T

2c2(1− µ)2M
+
η3 G2 L2 UT
c3(1− µ)3

+
η3µ4L2

c3(1− µ)4

T−1∑
t=0

t−1∑
k=0

µt−1−kE
[
‖∇f (xk )‖2

]

+
η3µ4L2

c3(1− µ)4

T−1∑
t=0

t−1∑
k=0

µt−1−kE

∥∥∥∥∥ 1
M

M∑
i=1

gk,i−∇f (xk )

∥∥∥∥∥
2

.

By (5), we obtain

t−1∑
k=0

µt−1−kE

∥∥∥∥∥ 1
M

M∑
i=1

gk,i −∇f (xk )

∥∥∥∥∥
2 ≤ σ 2

M

t−1∑
k=0

µt−1−k

≤
σ 2

M (1− µ)
.

Moreover, we have

T−1∑
t=0

t−1∑
k=0

µt−1−kE
[
‖∇f (xk )‖2

]
=

T−2∑
k=0

T−1∑
t=k+1

µt−1−kE
[
‖∇f (xk )‖2

]

=

T−2∑
k=0

E
[
‖∇f (xk )‖2

] T∑
t=k+1

µt−1−k

≤
1

1− µ

T−2∑
k=0

E
[
‖∇f (xk )‖2

]
≤

1
1− µ

T−1∑
k=0

E
[
‖∇f (xk )‖2

]
.

Therefore(
η

2c(1− µ)
−

Lη2

2c2(1− µ)2

) T−1∑
t=0

E[‖∇f (xt )‖2]

≤ f (x0)− f ? +
Lη2σ 2T

2c2(1− µ)2M
+
η3 G2 L2 UT
c3(1− µ)3

+
η3µ4L2

c3(1− µ)5

T−1∑
k=0

E
[
‖∇f (xk )‖2

]
+
η3µ4L2σ 2 T
c3(1− µ)5M

.

Let

V =
η

2c(1− µ)
−

Lη2

2c2(1− µ)2
−

η3µ4L2

c3(1− µ)5
,

we obtain

V
T−1∑
t=0

E[‖∇f (xt )‖2]

≤ f (x0)− f ? +
Lη2σ 2T

2c2(1− µ)2M
+
η3 G2 L2 UT
c3(1− µ)3

+
η3µ4L2σ 2T
c3(1− µ)5M

.

Let η ≤ c(1−µ)2
2L . Then

V =
η

2c(1− µ)
−

Lη2

2c2(1− µ)2
−

η3µ4L2

c3(1− µ)5

=
η

2c(1− µ)

(
1−

Lη
c(1− µ)

−
2η2µ4L2

c2(1− µ)4

)
≥

η

2c(1− µ)

(
1−

1− µ
2
−
µ4

2

)
≥

η

4c(1− µ)
.

Therefore

η

4c(1− µ)

T−1∑
t=0

E[‖∇f (xt )‖2]

≤ f (x0)− f ? +
Lη2σ 2T

2c2(1− µ)2M
+
η3 G2 L2 UT
c3(1− µ)3

+
η3µ4L2σ 2T
c3(1− µ)5M

.

Multiplying both sides with 4c(1−µ)
ηT , we get

1
T

T−1∑
t=0

E[‖∇f (xt )‖2] ≤
4c(1− µ)(f (x0)− f ?)

ηT
+

2Lησ 2

c(1− µ)M

+
4η2µ4L2σ 2

c2(1− µ)4M
+
4η2G2 L2 U
c2(1− µ)2

,

which implies

mintE[‖∇f (xt )‖2] ≤
4c(1− µ)(f (x0)− f ?)

ηT
+

2Lησ 2

c(1− µ)M

+
4η2µ4L2σ 2

c2(1− µ)4M
+
4η2G2 L2 U
c2(1− µ)2

,

and thereby the theorem statement is obtained by simply
selecting η =

√
M/
√
T .

IV. EXPERIMENTS
We conduct experiments using ResNet-50 [34], trained with
the large-scale ImageNet dataset [35]. We slightly change the
PyTorch codes given in [11], [36] with necessary adaptation
to DROPSIGNSGD.

A. TOLERANCE OF RESCALING ADVERSARY
A rescaling adversary captures the network faults in which
the vector 1 in communication between any worker and the
server is multiplied element-wise with an adversarial vector
v of positive components, written as v > 0 for short. Given
1 as in lines 8 and 16 of DROPSIGNSGD, it can be seen that
the algorithm tolerates this type of adversary almost for free,
because1 = sign(1) = sign(1 ·v) in which ‘‘·’’ is element-
wise multiplication. Practically, the server and any worker
can detect the faults by inspecting the component values, and
then fix them just by taking the sign of the communicated
vector if necessary. Experimental results with respect to this
type of network fault are given in Table 1 and Figure 2.

191844 VOLUME 8, 2020



L. T. Phong, T. T. Phuong: Distributed SignSGD With Improved Accuracy and Network-Fault Tolerance

TABLE 2. Network-fault (sign inversion) tolerance. The number of network parameters d = 25, 557, 032.

FIGURE 4. Comparisons on ImageNet top-1 testing accuracies with those in Bernstein et al. [11], when a
fraction (respectively 0%, 14%, 29%, 43%) of workers behave adversarially, inverting their gradient signs.

B. TOLERANCE OF SIGN-INVERTING ADVERSARY
A sign-inverting adversary, as the name suggested, inverts the
signs of the vector in communication. That is, the vector 1
before transmission becomes −1 after transmission. This is
the most devastating adversary considered in [11], intuitively
because it forces the learning algorithm to move the weight
parameters sharply against the minimum of the loss function.
In Table 2 and Figure 4, we provide the experimental results
with respect to the tolerance of this adversary type, for both
DROPSIGNSGD and signSGD with majority vote [11]. When
there is no sign-inverting adversary, DROPSIGNSGD obtains
the top-1 accuracy of 76.64% (and top-5 of 92.91%), which
is higher than those of signSGD with majority vote [11].
When the number of adversaries is 1, 2, 3, the top-1 accu-
racies (75.93%, 75.01%, 70.41%) are given in comparison
with those in [11], and additionally the top-5 accuracies of
DROPSIGNSGD are 92.65%, 92.20%, 89.66%, respectively.
Among M = 7 workers, in each iteration, we consider
scenarios in which at most 3 (i.e., 43%) workers have faulty
communication. The choice of faulty communication link
is random at every iteration, capturing the idea that the

network fault is unforeseen. We simply select the error-
learning rates ct = c̃t = 6 × 10−3 for all workers and the
server. For all iteration t and worker i, the rate βt,i is set
to 0.3, meaning 30% of gradient signs are transmitted from
each worker to the server. The rate β̃t is set to 0.5, meaning
50% of aggregated gradient signs are transmitted from the
server to the workers. These rates make DROPSIGNSGD more
communication-efficient than the counterpart in [11], and we
intentionally set the rates small to reduce the bad effects of
sign inversion. Indeed, the fact that 70% of worker gradients
are zeroedmakes sign inversion fault less severe as confirmed
in the experiments. Putting it all together, DROPSIGNSGD is
able to achieve better testing accuracy than the counterpart
in [11]. The use of communication rates in DROPSIGNSGD
is perhaps similar to the well-known technique of dropouts
in deep neural networks: training with fewer and randomly-
selected neural nodes (cf., with less and randomly-selected
communication in DROPSIGNSGD) may give better results
than with all and fixed neural nodes (cf., with all and
fixed communication from the server and the workers
in DROPSIGNSGD).
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V. CONCLUSION
We design and evaluate DROPSIGNSGD as a variant of
signSGD with majority vote, with better tolerance of
network faults while having less communication for both
workers and server. Under standard assumptions on the
non-convex loss function, we show that DROPSIGNSGD con-
verges mathematically. In addition, compared with state-
of-the-art, DROPSIGNSGD experimentally exhibits superior
performance with respect to rescaling and sign-inverting
adversaries which models network faults. We believe that
communication efficiency and robustness such as network-
fault tolerance in distributed systems are important in order
to scale the system, and suggest pushing the state-of-the-art
to a new stage as a future research direction.

AUXILIARY LEMMAS
Below are necessary lemmas for proving the convergence of
DROPSIGNSGD. Some are borrowed from [10] repeated here
for completeness and thus without proofs, while the others
are dedicated to DROPSIGNSGD.
Lemma 3 (Lemma 1 of [10]): Let {at } is a non-negative

sequence in R such that a0 = 0 and, for all t ≥ 0, and non-
negative numbers α, β ∈ R such that at+1 ≤ αat + β. Then
at+1 ≤ β

∑t
j=0 α

j.

Lemma 4 (Lemma 3 of [10]): Let 0 < M ∈ N and xi ∈
Rd . Then ∥∥∥∥∥ 1

M

M∑
i=1

xi

∥∥∥∥∥
2

≤
1
M

M∑
i=1

‖xi‖2 .

Lemma 5 (Lemma 4 of [10]): For any 1 ≤ i ≤ M,

E[‖µmt,i + gt,i‖2] ≤
G2

(1− µ)2
.

Lemma 6 (Lemma 5 of [10]):∥∥∥∥∥ 1
M

M∑
i=1

mt−1,i

∥∥∥∥∥
2

≤
1

1− µ

 t−1∑
k=0

µt−1−k

∥∥∥∥∥ 1
M

M∑
i=1

gk,i

∥∥∥∥∥
2 .

Lemma 7: Let ηt = η > 0, ct = c̃t = c > 0. The error-
corected iterate

x̃t = xt −
η

c

(
ẽt +

1
M

M∑
i=1

et,i

)
,

where xt , ẽt and et,i are generated from Algorithm 1, satisfies

x̃t+1 = x̃t −
η

cM

M∑
i=1

(µmt,i + gt,i).

Proof: The following equations are by definition

x̃t+1 = xt+1 −
η

c

(
ẽt+1 +

1
M

M∑
i=1

et+1,i

)
= xt − η · signβ̃t (p̃t )

−
η

c
(p̃t − c · signβ̃t (p̃t ))−

η

c
1
M

M∑
i=1

et+1,i

= xt −
η

c

(
c
M

M∑
i=1

signβt,i (pt,i)+ ẽt

)

−
η

c
1
M

M∑
i=1

et+1,i

= xt −
η

c
1
M

M∑
i=1

(c · signβt,i (pt,i)+ et+1,i)−
η

c
ẽt

= xt −
η

c
1
M

M∑
i=1

pt,i −
η

c
ẽt

= xt −
η

c
ẽt −

η

c
1
M

M∑
i=1

(
µmt,i + gt,i + et,i

)
= xt −

η

c

(
ẽt +

1
M

M∑
i=1

et,i

)

−
η

c
1
M

M∑
i=1

(µmt,i + gt,i)

= x̃t −
η

c
1
M

M∑
i=1

(µmt,i + gt,i)

which ends the proof.
Lemma 8: Let ηt = η > 0, ct = c̃t = c > 0. With the

sequence {x̃t } in Lemma 7, consider the following iterate

zt = x̃t −
ηµ2

c(1− µ)
1
M

M∑
i=1

mt−1,i.

Then

zt+1 = zt −
η

c(1− µ)
1
M

M∑
i=1

gt,i.

Proof: We have

zt+1 = x̃t+1 −
ηµ2

c(1− µ)
1
M

M∑
i=1

mt,i

= x̃t −
η

cM

M∑
i=1

(µmt,i + gt,i)−
ηµ2

c(1− µ)
1
M

M∑
i=1

mt,i

= x̃t −
ηµ

c(1− µ)
1
M

M∑
i=1

mt,i −
η

cM

M∑
i=1

gt,i

= x̃t −
ηµ2

c(1− µ)
1
M

M∑
i=1

mt−1,i

−
ηµ

c(1− µ)
1
M

M∑
i=1

gt,i −
η

cM

M∑
i=1

gt,i

= zt −
η

c(1− µ)
1
M

M∑
i=1

gt,i

as claimed in the lemma statement.
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PROOF OF LEMMA 2
Proof: We have∥∥∥∥∥ẽt+1 + 1

M

M∑
i=1

et+1,i

∥∥∥∥∥
2

≤ 2‖ẽt+1‖2 + 2‖
1
M

M∑
i=1

et+1,i‖2

≤ 2‖ẽt+1‖2 +
2
M

M∑
i=1

‖et+1,i‖2, (14)

where the first inequality is by the fact that (a+ b)2 ≤ 2a2+
2b2,∀a, b, and the second inequality is by Lemma 4. We will
separately bound the two terms of (14). We have

1
M

M∑
i=1

‖et+1,i‖2

=
1
M

M∑
i=1

‖ctsignβt,i (pt,i)− pt,i‖
2 (15)

≤
1
M

M∑
i=1

(1− δβt,i )‖pt,i‖
2 (16)

≤
1− δ
M

M∑
i=1

‖pt,i‖2 (17)

=
1− δ
M

M∑
i=1

‖et,i + µmt,i + gt,i‖2 (18)

≤
(1− δ)(1+ γ )

M

M∑
i=1

‖et,i‖2 (19)

+
(1− δ)(1+ 1/γ )

M

M∑
i=1

‖µmt,i + gt,i‖2

≤ (1− δ)(1+ γ )

(
1
M

M∑
i=1

‖et,i‖2
)

+ (1− δ)(1+ 1/γ )
G2

(1− µ)2
, (20)

where equality (15) and (18) is by the setting of et+1,i and pt,i
in Algorithm 1; (17) is by δ = min{δβt,i}; (16) is by Lemma 1;
(19) is by Young inequality with any γ > 0; and (20) is by
Lemma 5. Note that inequality (20) is of the form

at+1 ≤ αat + β, (21)

where

at+1 =
1
M

M∑
i=1

‖et+1,i‖2

α = (1− δ)(1+ γ )

β = (1− δ)(1+ 1/γ )
G2

(1− µ)2
.

Applying Lemma 3, we obtain

at+1 ≤ β
t∑
j=0

αj, (22)

By choosing γ = δ
2(1−δ) , we get β =

(1−δ)(2−δ)G2

δ(1−µ)2
and α =

1− δ
2 . Since 0 < α < 1, we have

∑t
j=0 α

j
≤
∑

j≥0 α
j
=

1
1−α .

Therefore (22) becomes

1
M

M∑
i=1

‖et+1,i‖2 ≤
β

1− α

=
2(1− δ)(2− δ)G2

δ2(1− µ)2
. (23)

Next, we consider the term ‖ẽt+1‖2 of (14). By definition,
we have

‖ẽt+1‖2 = ‖c̃tsignβ̃t (p̃t )− p̃t‖
2

≤ (1− δβ̃t )‖p̃t‖
2

= (1− δβ̃t )

∥∥∥∥∥ 1
M

M∑
i=1

ctsignβt,i (pt,i)+ ẽt

∥∥∥∥∥
2

≤ (1− δ̃)(1+ λ)‖ẽt‖2

+ (1− δ̃)(1+ 1/λ)

∥∥∥∥∥ 1
M

M∑
i=1

ctsignβt,i (pt,i)

∥∥∥∥∥
2

where the last inequality is by Young inequality for any λ >
0, and the fact that δ̃ = min{δβ̃t }. We have∥∥∥∥∥ 1
M

M∑
i=1

ctsignβt,i (pt,i)

∥∥∥∥∥
2

≤
1
M

M∑
i=1

‖ctsignβt,i (pt,i)‖
2 (24)

≤
1
M

M∑
i=1

(
2‖ctsignβt,i (pt,i)− pt,i‖

2
+ 2‖pt,i‖2

)
(25)

≤
1
M

M∑
i=1

(
2(1− δβt,i )‖pt,i‖

2
+ 2‖pt,i‖2

)
(26)

=
1
M

M∑
i=1

2(2− δβt,i )‖pt,i‖
2

≤ 2(2− δ)
1
M

M∑
i=1

‖pt,i‖2, (27)

where (24) is by Lemma 4; (25) is by the Young inequality;
(26) is by Lemma 1; and (27) is by δ = min{δβt,i}. Therefore

‖ẽt+1‖2 ≤ (1− δ̃)(1+ λ)‖ẽt‖2

+ 2(2− δ)(1− δ̃)(1+ 1/λ)
1
M

M∑
i=1

‖pt,i‖2
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Moreover, (17), (20), and (23) yield

1− δ
M

M∑
i=1

‖pt,i‖2 ≤ (1− δ)(1+ γ )

(
1
M

M∑
i=1

‖et,i‖2
)

+ (1− δ)(1+ 1/γ )
G2

(1− µ)2

≤ (1− δ)(1+ γ )
2(1− δ)(2− δ)G2

δ2(1− µ)2

+ (1− δ)(1+ 1/γ )
G2

(1− µ)2

which reduces to the following inequality, because γ =
δ

2(1−δ) :

1
M

M∑
i=1

‖pt,i‖2 ≤
2(2− δ)G2

δ2(1− µ)2
.

Therefore

‖ẽt+1‖2 ≤ (1− δ̃)(1+ λ)‖ẽt‖2

+
4(2− δ)2(1− δ̃)(1+ 1/λ)G2

δ2(1− µ)2
.

Choosing λ = δ̃

2(1−δ̃)
, we obtain

(1− δ̃)(1+ λ) = 1−
δ̃

2

1+ 1/λ =
2− δ̃

δ̃
.

Therefore

‖ẽt+1‖2≤

(
1−

δ̃

2

)
‖ẽt‖2 +

4(1− δ̃)(2− δ̃)(2− δ)2G2

δ̃δ2(1− µ)2
.

(28)

Note that inequality (28) is of the form

at+1 ≤ αat + β, (29)

where

at+1 = ‖ẽt+1‖2

α = 1−
δ̃

2

β =
4(1− δ̃)(2− δ̃)(2− δ)2G2

δ̃δ2(1− µ)2
.

Applying Lemma 3, we obtain

‖ẽt+1‖2 ≤ β
t∑
j=0

αj

≤
8(1− δ̃)(2− δ̃)(2− δ)2G2

(δ̃)2δ2(1− µ)2
(30)

where (30) is by the fact that
t∑
j=0

αj ≤
∑
j≥0

αj =
1

1− α
=

2

δ̃
.

Substituting (23) and (30) into (14) gives us∥∥∥∥∥ẽt+1 + 1
M

M∑
i=1

et+1,i

∥∥∥∥∥
2

≤
4(1− δ)(2− δ)G2

δ2(1− µ)2
+

16(1− δ̃)(2− δ̃)(2− δ)2G2

(δ̃)2δ2(1− µ)2

=
4(2− δ)G2

δ2(1− µ)2

(
1− δ +

4(1− δ̃)(2− δ̃)(2− δ)

(δ̃)2

)
.

Let

U =
4(2− δ)
δ2

(
1− δ +

4(1− δ̃)(2− δ̃)(2− δ)

(δ̃)2

)
we have ∥∥∥∥∥ẽt+1 + 1

M

M∑
i=1

et+1,i

∥∥∥∥∥
2

≤
G2 U

(1− µ)2

and the claim follows.
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