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ABSTRACT A novel speed control scheme combining adaptive speed controller and radial basis function
neural network (ASC-RBFNN) is proposed for the speed regulation of permanent magnet synchronous
motor (PMSM) in this paper. On one hand, in order to reduce the effect of parametric uncertainty and
complicated load fluctuation on the speed control performance, an ASC is proposed. Meanwhile, the speed
control system (SCS) of PMSM with the proposed ASC is asymptotically stable even though the parametric
uncertainty and complicated load fluctuation exist. On the other hand, with consideration of the uncertainty
of complicated load, PMSM parameters, and ASC parameters, the RBFNN is used to optimize all ASC
parameters for optimal speed control performance. Finally, the performance is verified on an experiment
platform. The results indicate that the SCS with the ASC-RBFNN speed control scheme is with good system
stability, fast speed response, and strong anti-fluctuation performance in whole-speed range.

INDEX TERMS Adaptive speed controller, load fluctuation, parametric uncertainty, PMSM, RBFNN.

I. INTRODUCTION
Permanent magnet synchronous motor (PMSM) has been
extensively used in industrial applications, such as wind
power systems, medical instruments, consumer electronics,
robots, and electric vehicles due to its inherent characteristics
of small size, simple structure, high reliability, and good
torque and speed control characteristics [1]–[3]. In these
applications, good speed control performance is important.
For the speed control system (SCS) of PMSM, the rotor
field-oriented control (FOC) theory has been extensively uti-
lized [4]–[8]. However, the motor parameters, including the
moment of inertia (J ) and the viscous friction coefficient (B),
are uncertain due to various factors, including the incon-
sistent production, the mechanical wear, the change of the
temperature, and the complicated work conditions [9], [10].
Furthermore, there is complicated load fluctuation in the SCS
due to the nonlinear friction and complicated work condi-
tions [11], [12]. The parametric uncertainty and complicated
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load fluctuation lead to poor system stability and large speed
fluctuation.

The design of the speed controller for PMSM has attracted
much attention and many advanced methods have been pro-
posed to address the above-mentioned drawbacks to achieve
good speed control performance in recent years. A novel
active disturbance rejection controller (ADRC) [13] is pro-
posed to obtain the rapid dynamic response and strong anti-
fluctuation performance. In [14], an optimized ADRC is
proposed to achieve small overshoot, fast tracking, and strong
anti-fluctuation performance. In this method, based on a
new nonlinear function, various components of the ADRC
are constructed. In [15], considering the complicated load
fluctuation, a novel control approach based on the Lyapunov
stability theory is presented to achieve good system stability.
However, in [13]–[15], J and B are regarded as constants and
the uncertainty of parameters is not considered. The paramet-
ric uncertainty leads to poor speed control performance in
practical applications. In [16], an adaptive sliding mode con-
trol (SMC)method with a disturbance torque observer (DTO)
is introduced to achieve speed control. In [17], on the basis
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of the nonsingular terminal sliding mode manifold, a novel
nonsingular terminal SMC with a DTO is proposed for
PMSM drive. Fast convergence and good tracking precision
are achieved through this method. In [18], a SMC method
combining a nonlinear fractional-order PID switching mani-
fold, an extended state observer, and a super twisting reach-
ing law is investigated to achieve small steady-state error,
fast convergence, and strong anti-fluctuation performance.
In [19], a speed control scheme with respect to a backstep-
ping controller (BSPC) and a disturbance observer (DOB)
is introduced to obtain strong anti-fluctuation performance.
In this method, the nonlinear DOB is developed to estimate
uncertain parameters and complicated load torque. In [20],
a robust BSPC combining the integral term and the SMC
method is studied for speed regulation to reduce the effect
of parametric uncertainty and load fluctuation. In [21], based
on the novel self-tuning law, an adaptive speed controller
with strong robustness is proposed for speed regulation. The
output feedback nonlinear H∞ controller [22] is designed
for PMSM to achieve strong robustness and anti-fluctuation
performance. In [23], the model reference adaptive control
(MRAC) approach with a compensating control term is intro-
duced to achieve rapid speed response and strong robustness.
The compensating control term is added for the uncertainty
of PMSM parameters in this method. In [24]–[26], the model
predictive control (MPC) method is utilized to obtain fast
tracking performance and good anti-fluctuation performance.
In [16]–[26], the complicated load fluctuation and the uncer-
tainty of J and B are taken into account simultaneously,
and the speed control performance is improved. However,
there are many controller parameters with uncertainty and
adjusting these parameters through trial and error is time-
consuming. Additionally, the controller parameters obtained
through trial and error are usually constants and not optimal
for all work conditions, such as different speed conditions.

The intelligent control methods, such as the fuzzy con-
trol and the neural network (NN) control, are applied to
the speed control of PMSM due to the strong capability
of optimization and dealing with uncertain and nonlinear
problems. In [27], based on the type-2 fuzzy logic control,
an adaptive speed control approach is investigated to achieve
accurate tracking and fast response. In [28]–[30], adaptive
fuzzy output-feedback tracking control schemes combining
fuzzy logic systems and the backstepping technique are inves-
tigated to reduce the effect of parametric uncertainty, unmod-
eled dynamics, and complicated load fluctuation. Fuzzy logic
systems are used to approximate nonlinear functions and the
backstepping technique is utilized to realize adaptive control
in these methods. In [31], in order to deal with the parametric
uncertainty and load fluctuation, the adaptive neuro-fuzzy
inference system (ANFIS) is proposed for the speed regu-
lation of PMSM. In [32], a robust dynamic output feedback
control method with the Takagi-Sugeno (T-S) fuzzy model is
utilized to reduce the effect of parametric uncertainty. How-
ever, in [27]–[32], the membership functions and fuzzy rules
are mainly dependent on the extensive expert experience.

It is difficult to obtain the extensive expert experience in prac-
tical applications. In [33], a speed control approach with a
NN is proposed for the PMSM. The NN is utilized to identify
the uncertain load and achieve the novel adaptive control.
In [34], an adaptive neural finite-time tracking control scheme
is developed to obtain accurate tracking. In this method, one
NN is used to estimate the function with uncertain parameters
and another NN is utilized to observe unavailable states.
In [35], on the basis of the NN, a novel speed regulator for
PMSM is studied to obtain good adaptive performance for
uncertain parameters and fluctuant load. In this method, non-
linear functions are approximated through the NN. In [36],
based on the recurrent Elman NN, a robust speed regulator is
investigated to obtain high-performance control. Considering
parametric uncertainty and load fluctuation, an intelligent and
optimal recurrent wavelet-based Elman NN speed control
scheme [37] is investigated to obtain fast response and good
anti-fluctuation performance. In this method, the approx-
imation of optimal control law is achieved by the NN.
In [33]–[37], the speed control performance of PMSM is
improved through the application of the NN, which is of great
significance and provides much important guidance.

Among various NNs, the radial basis function NN
(RBFNN) has been extensively applied to uncertain
and complicated industrial control systems in recent
years [38]–[41] due to the inherent characteristics of simple
network structure, good approximation, fast learning speed,
and strong generalization [42], [43]. In [40], a nonlinear cur-
rent decoupling control scheme based on the RBFNN inverse
system is presented. In [41], with consideration of uncertain
PMSM parameters, an adaptive dynamic current decoupling
control approach based on the RBFNN is developed to
achieve strong decoupling performance. In [42], considering
the parametric uncertainty, a sensorless speed control method
based on the RBFNN is investigated for the induction motor.
In this method, the RBFNN is used to estimate the speed in
real time. In [43], in order to reduce the effect of the hydraulic
power and load fluctuation on the linear motor-direct drive
actuator system, the RBFNN is utilized to optimize controller
parameters to achieve the novel adaptive control. However,
for the SCS of PMSM, the studies in which the RBFNN
is utilized to optimize control performance, and in which
the complicated load fluctuation and uncertain J and B are
considered simultaneously are rarely found. Inspired by these
methods, the novel RBFNN is adopted to achieve novel speed
regulation in this paper.

In this paper, a novel speed control scheme combining
adaptive speed controller and RBFNN (ASC-RBFNN) is
investigated for the SCS of PMSM to reduce the effect
of parametric uncertainty and complicated load fluctuation.
Compared with previous results, the main contributions of
this paper are summarized as follows:
(1) On the basis of the Lyapunov stability theory and

the dynamic motion equation considering paramet-
ric uncertainty and complicated load fluctuation,
an ASC is designed to achieve the speed control.
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(2) The SCS under the control of the proposed ASC is
asymptotically stable even though J and B are
uncertain and the complicated load fluctuation exists.
Meanwhile, the ASC is with the characteristics of
reducing the effect of complicated load fluctuation
and the uncertainty of J and B on the speed control
performance.

(3) With consideration of the uncertainty of compli-
cated load, PMSM parameters, and ASC param-
eters, the novel RBFNN is used to optimize all
ASC parameters for optimal speed control performance
in whole-speed range.

The rest of the paper is organized as follows. In Section II,
with consideration of parametric uncertainty and compli-
cated load fluctuation, the mathematical model for PMSM
is constructed. The asymptotically stable ASC is designed
in Section III. The optimization of ASC parameters through
the RBFNN is presented in Section IV. Experimental results
are discussed in Section V and some conclusions are shown
in Section VI.

II. MATHEMATICAL MODEL OF PMSM CONSIDERING
PARAMETRIC UNCERTAINTY AND LOAD FLUCTUATION
To simplify analyses, four assumptions are made about
PMSM: (1) The saturation of the magnetic circuit is not
considered. (2) The hysteresis and eddy current loss are not
considered. (3) The damper winding acting on the rotor is
ignored. (4) The magnetic field is sinusoidal in space.

Additionally, J and B are uncertain due to various factors,
including the inconsistent production, the mechanical wear,
the change of the temperature, and the complicated work
conditions [9]. The load is complicated and fluctuates due to
the nonlinear friction and complicated work conditions [11].

According to the FOC theory [5] and above assumptions,
the voltage equation and electromagnetic torque equation for
PMSMwith respect to d-q reference frame are represented as

ud = Rsid + Ld
did
dt
− ωeLqiq

uq = Rsiq + Lq
diq
dt
+ ωeLd id + ωeψf

(1)

Te =
3
2
np
[
ψf iq +

(
Ld − Lq

)
id iq

]
(2)

where ud , id , and Ld are the stator voltage, stator current,
and stator inductance of d-loop, respectively; uq, iq, and
Lq are the stator voltage, stator current, and stator inductance
of q-loop, respectively; and Rs, ψf , ωe, Te, and np are stator
resistance, flux linkage of the permanent magnet, electrical
angular velocity, electromagnetic torque, and the number of
pole-pairs, respectively.

Meanwhile, the dynamic motion equation for PMSM
considering parametric uncertainty and complicated load
fluctuation is described as

Ĵ
dω
dt
= Te − B̂ω − T̂L (3)

where ω is speed; Ĵ and B̂ are the J and B with uncertainty;
TL is load torque; and T̂L is the TL with complicated load
fluctuation.

Based on (1) to (3) and the FOC theory [5], the SCS of
PMSM is with the double closed-loop control structure of an
inner torque loop achieved by two current loops (d-loop and
q-loop) and an outer speed loop, as shown in Fig. 1. In Fig. 1,
ω∗ is the reference value of ω. ASR is the conventional
speed controller. The output of the ASR is T ∗e and is the
reference input of the inner torque loop. i∗d and i∗q are the
reference values of id and iq, respectively. T ∗e is converted
into i∗d and i∗q through the T-C module. In the T-C module,
i∗d is set through different modulation ratios and then i∗q is
calculated through (2), T ∗e , and i

∗
d . ACR_d and ACR_q are

the controllers of d-loop and q-loop, respectively. uα and
iα are the voltage and current of α-axis, respectively. uβ and
iβ are the voltage and current of β-axis, respectively. Vdc is
the voltage of the DC bus. θ is electrical angle. iA and iB are
the currents of A-axis and B-axis, respectively.

FIGURE 1. Block diagram of the SCS of PMSM.

In this paper, we focus on the outer speed loop and the
design of the speed controller. In order to observe the char-
acteristics of the outer speed loop more clearly and design
the speed controller more conveniently, Fig. 1 is simplified,
as shown in Fig. 2.

FIGURE 2. Structure diagram of the SCS of PMSM with time delay of
torque.

In the double closed-loop control structure, there are cor-
responding control periods in the inner torque loop and the
outer speed loop. In the inner torque loop, several control
periods of the inner torque loop are required to achieve accu-
rate torque tracking when T ∗e is changed [44], [45]. Thus the
inner torque loop is equivalent to a time delay link of the outer
speed loop. Furthermore, considering the loss of the inverter
and PMSM, the control period of the inner torque loop is
usually in the microsecond range. However, the time constant
of PMSM is J/B and is usually in the millisecond range.
Thus the time constant of PMSM is much larger than the time
delay of torque. According to the dominant pole method, this
time delay link is ignored in this paper. Therefore, Fig. 2 is
simplified further, as shown in Fig. 3.
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FIGURE 3. Structure diagram of the SCS of PMSM.

According to (3) and Fig. 3, it can be found that there are Ĵ ,
B̂, and T̂L in the outer speed loop. The complicated load fluc-
tuation and the uncertainty of motor parameters inevitably
lead to poor system stability and large speed fluctuation.

III. DESIGN OF ASC
To reduce the effect of the complicated load fluctuation and
the uncertainty of J and B on the speed control performance,
an ASC is designed and is described as follows.

The speed error e between ω and ω∗ is defined, as shown
in

e = ω∗ − ω (4)

The reasons for the uncertainty are the inconsistent pro-
duction, the mechanical wear, the change of the temperature,
the nonlinear friction, and the complicated work conditions.
If these factors are constant, Ĵ , B̂, and T̂L are constants at
all times. Thus, Ĵ , B̂, and T̂L are considered as the functions
of these factors and are not considered as the functions of
time (t) in this paper.

Then, the derivative of e with respect to t is derived as

ė = ω̇∗ − ω̇ (5)

A Lyapunov function is chosen in this paper, as shown in

V =
1
2
e2 +

1
2
k2θ2 > 0 (6)

where V is a positive definite function; k2 > 0 is the bounded
gain; and

θ =

∫ t

0
e dt (7)

The derivative of V is derived as

V̇ = eė+ k2eθ (8)

Based on (3) and (5), (8) is rewritten as

V̇ = e

[
ω̇∗ −

Te − B̂ω − T̂L
Ĵ

+ k2θ

]
(9)

With consideration of the stability of the SCS and the
convergence of the e, a negative semi-definite V̇ is needed.
Thus, the ASC is designed, as shown in

Te = Ĵ ω̇∗ + Ĵ k1e+ Ĵ k2θ + B̂ω + T̂L (10)

where k1 > 0 is the bounded control gain.

According to (9) and (10), the negative semi-definite V̇ is
obtained, as shown in

V̇ = −k1e2 ≤ 0 (11)

Therefore, the SCSwith the designed ASC is stable. Mean-
while, the ASC is adaptive for Ĵ and B̂, and T̂L in (10) is a
compensation term for complicated load fluctuation. These
characteristics are used to reduce the effect of complicated
load fluctuation and the uncertainty of J and B on the speed
control performance.

Furthermore, according to (6) and (11), V is a decreasing
function and bounded, as shown in

0 < V ≤ V (0) (12)

On the basis of (6), (12), and the boundedness of
gain k2, e and θ are bounded.

Based on (3), (5), (10), and the boundedness of e, θ , k1,
and k2, ė is bounded too and is rewritten as

ė = −k1e− k2θ (13)

According to (11), the derivative of V̇ is derived as

V̈ = −2k1eė (14)

Due to the boundedness of ė, k1, and e, V̈ is also bounded.
Therefore, V̇ is uniformly continuous.
Through the above analyses, it is concluded that: (1) V̇ is

negative semi-definite. (2) V is bounded. (3) V̇ is uniformly
continuous.

Based on the Barbalat Lemma [41], it can be found that

limt→∞ V̇ = 0 (15)

Then, based on (15) and (11), it can be found that

limt→∞ e = 0 (16)

Therefore, e approaches to 0 as t approaches to infinite,
which means the SCS controlled by the ASC is asymptot-
ically stable even though J and B are uncertain and the
complicated load fluctuation exists.

Based on the above analyses and design, the following
theorem is obtained.
Theorem 1: Suppose that the assumptions for establishing

the mathematical model of PMSM hold and the time delay of
torque is ignored. The SCS under the control of the proposed
ASC is asymptotically stable even though J and B are uncer-
tain and the complicated load fluctuation exists. Meanwhile,
the ASC is with the characteristics of reducing the effect of
complicated load fluctuation and the uncertainty of J and B
on the speed control performance.

IV. OPTIMIZATION OF ASC PARAMETERS
There are Ĵ , B̂, T̂L , k1, and k2 in the ASC. k1 and k2 are
uncertain since they need to be adjusted through trial and
error. Meanwhile, T̂L is also uncertain since it is determined
by complicated work conditions. Considering the uncertainty
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of complicated load, PMSM parameters, and ASC parame-
ters, the RBFNN is used to optimize all ASC parameters for
optimal speed control performance in whole-speed range.

Because the RBFNN is a numerical and iterative design
method, a discrete ASC is required. Based on the backward
difference operation, the discrete ASC is derived as

Te(k + 1) = y31
ω∗(k)− ω∗(k − 1)

T
+ y32e(k)

+ y33T
∑k

µ=0
e(µ)

+ y34ω(k)+ y
3
5 (17)

where T and k are the control period and step size of the SCS,
respectively; and 

y31 = Ĵ
y32 = Ĵ k1
y33 = Ĵ k2
y34 = B̂
y35 = T̂L

(18)

The structure of the RBFNN is divided into three layers,
as shown in Fig. 4.

FIGURE 4. Structure of the RBFNN.

(1) The input layer consists of 4 source nodes. For each
node, the signal propagation and output are represented
as

net1i = x1i , i = 1, 2, 3, 4 (19)

y1i (k) = f
[
net1i (k)

]
= net1i (k), i = 1, 2, 3, 4 (20)

The input vector of the network is represented as

x1(k) =
[
x11 (k) x12 (k) x13 (k) x14 (k)

]T
=

[
ω∗(k)− ω∗(k − 1)

T
e(k) T

∑k

µ=0
e(µ) ω(k)

]T
(21)

(2) The hidden layer consists of n nonlinear nodes. For
each node, the radial basis function is chosen as the
activation function. In the SCS of PMSM, it is difficult
to obtain good training samples, which leads to the
difficulty in obtaining the fixed and optimal center
and width of each radial basis function through offline
training and self-organizing learning methods, such as
k-Means method. Meanwhile, PMSM is strongly non-
linear and uncertain, and the SCS of PMSM is compli-
cated. The good approximation performance and con-
trol performance usually cannot be achieved through
the fixed center and width. Considering above factors,
both center and width of each radial basis function are
iteratively learned and updated through the supervised
learning method in this paper. The signal propagation
and output are expressed as

net2j = −

∥∥∥x1(k)− c2j (k)∥∥∥2
2b2j (k)

2
, j = 1, 2, . . . , n (22)

y2j (k) = g
[
net2j (k)

]
= exp

[
net2j (k)

]
, j = 1, 2, . . . , n

(23)

where ‖·‖ is Euclidean distance function; c2j (k) and b2j (k)
are the center and width of the radial basis function of the
j-th node, respectively; and c2j (k) is represented
as

c2j (k) =
[
c2j1(k) c

2
j2(k) c

2
j3(k) c

2
j4(k)

]T
(24)

The radial basis function vector of the network is repre-
sented as

y2(k) =
[
y21(k) y

2
2(k) · · · y

2
j (k) · · · y

2
n(k)

]T
(25)

(3) The output layer consists of 5 linear nodes. For each
node, the signal propagation and output are expressed
as

net3ρ =
∑n

j=1
w3
ρj(k)y

2
j (k), ρ = 1, 2, 3, 4, 5 (26)

y3ρ(k) = h
[
net3ρ(k)

]
= net3ρ(k), ρ = 1, 2, 3, 4, 5 (27)

where w3
ρj(k) is the weight between the j-th node of hidden

layer and the ρ-th node of output layer.
The output vector of the network is represented as

y3(k) =
[
y31(k) y

3
2(k) y

3
3(k) y

3
4(k) y

3
5(k)

]T
(28)

The cost function for the optimization of all ASC parame-
ters is chosen as

E(k) =
1
2

[
ω∗(k)− ω(k)

]2 (29)

Then, according to the supervised learning method, back-
propagation algorithm, and gradient descent method [34],
all w3

ρj(k), c
2
ji(k), and b2j (k) are iteratively learned and

updated.
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(1) For each w3
ρj(k), the update rule is expressed as

w3
ρj(k) = w3

ρj(k − 1)+1w3
ρj(k)

+α[w3
ρj(k − 1)− w3

ρj(k − 2)],

ρ = 1, 2, 3, 4, 5; j = 1, 2, . . . , n (30)

where α ∈ [0, 1] is inertia term; η ∈ [0, 1] is learning rate;
and

1w3
ρj(k)

= −η
∂E(k)

∂w3
ρj(k − 1)

= −η
∂E(k)
∂ω(k)

∂ω(k)
∂Te(k)

∂Te(k)
∂y3ρ(k − 1)

∂y3ρ(k − 1)

∂net3ρ(k − 1)

∂net3ρ(k − 1)

∂w3
ρj(k − 1)

= ηe(k)
∂ω(k)
∂Te(k)

∂Te(k)
∂y3ρ(k − 1)

y2j (k − 1) (31)

∂ω(k)
∂Te(k)

= sgn
[
ω(k)− ω(k − 1)
Te(k)− Te(k − 1)

]
(32)

∂Te(k)
∂y3ρ(k − 1)

=



[ω∗(k − 1)− ω∗(k − 2)]/T , ρ = 1
e(k − 1), ρ = 2
T
∑k−1
µ=0 e(µ) ρ = 3

ω(k − 1), ρ = 4
1, ρ = 5

(33)

(2) For each c2ji(k), the update rule is represented as

c2ji(k) = c2ji(k − 1)+1c2ji(k)

+α[c2ji(k − 1)− c2ji(k − 2)],

j = 1, 2, . . . , n;i = 1, 2, 3, 4 (34)

where

1c2ji(k)

= −η
∂E(k)

∂c2ji(k − 1)

= −η
∂E(k)

∂net2j (k − 1)

∂net2j (k − 1)

∂c2ji(k − 1)

= −η
∂E(k)

∂y2j (k − 1)

∂y2j (k − 1)

∂net2j (k − 1)

∂net2j (k − 1)

∂c2ji(k − 1)

(35)
∂E(k)

∂y2j (k − 1)

=

∑5

ρ=1
[
∂E(k)
∂ω(k)

∂ω(k)
∂Te(k)

∂Te(k)
∂y3ρ(k − 1)

∂y3ρ(k − 1)

∂net3ρ(k − 1)

×
∂net3ρ(k − 1)

∂y2j (k − 1)
] (36)

=

∑5

ρ=1
[
∂E(k)
∂ω(k)

∂ω(k)
∂Te(k)

∂Te(k)
∂y3ρ(k − 1)

w3
ρj(k − 1)]

∂y2j (k − 1)

∂net2j (k − 1)

∂net2j (k − 1)

∂c2ji(k − 1)

= y2j (k − 1)

[
x1i (k − 1)− c2ji(k − 1)

]
b2j (k − 1)2

(37)

(3) For each b2j (k), the update rule is represented as

b2j (k) = b2j (k − 1)+1b2j (k)

+α[b2j (k − 1)− b2j (k − 2)], j = 1, 2, . . . , n

(38)

where

1b2j (k) = = −η
∂E(k)

∂b2j (k − 1)

= −η
∂E(k)

∂net2j (k − 1)

∂net2j (k − 1)

∂b2j (k − 1)

= −η
∂E(k)

∂y2j (k − 1)

∂y2j (k − 1)

∂net2j (k − 1)

∂net2j (k − 1)

∂b2j (k − 1)

(39)
∂y2j (k − 1)

∂net2j (k − 1)

∂net2j (k − 1)

∂b2j (k − 1)

= y2j (k − 1)

∥∥∥x1(k − 1)− c2j (k − 1)
∥∥∥2

b2j (k − 1)3
(40)

Based on the above analyses and design, the following
theorem is obtained.
Theorem 2: Suppose that the assumptions for establishing

the mathematical model of PMSM hold and the time delay of
torque is ignored. All ASC parameters are optimized through
the RBFNN shown above to obtain optimal speed control
performance in whole-speed range. Meanwhile, the SCS of
PMSM with the ASC-RBFNN scheme is shown in Fig. 5.

FIGURE 5. Structure diagram of the SCS of PMSM with ASC-RBFNN.

V. EXPERIMENTAL RESULTS
Aiming to observe the results and practicability of the
ASC-RBFNN speed control scheme, an experiment platform
of the SCS is set up, as shown in Fig. 6. In this experiment
platform, motor parameters are shown in Table 1, load torque
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TABLE 1. Parameters of PMSM.

FIGURE 6. Experiment platform.

is adjusted by magnetic powder brake, and the ASC-RBFNN
speed control scheme with the parameters of n = 8,
α = 0.05, and η = 0.25 is applied to the controller.

Additionally, in order to show the advantages, the results
under the control of the ASC-RBFNN scheme and classical
PI controller are compared. For a convincing and fair com-
parison, all PI parameters are adjusted repeatedly through
experiments.

A. SPEED RESPONSE
To observe the speed response performance in whole-speed
range, 500rpm (low speed), 1000rpm (rated speed), and
3000rpm (maximum speed) are chosen as the step reference
speed. In each step reference speed condition, comparative
experiments are carried out. The response curves of the
ASC-RBFNN speed control scheme and the PI controller
in each step reference speed condition are shown in Fig. 7
to Fig. 9.

Fig. 7 shows response curves when the step reference speed
is 500rpm. At t = 0, the reference speed is changed from
0 to 500rpm. Then the motor speed starts to rise and the
motor works in dynamic. Firstly, there is no speed overshoot
in both methods. Secondly, the settling time of speed, Te,
and i∗q is close and is about 0.18s under the control of the
PI controller. The maximum values of Te and i∗q are about
28.2N·m and 14.6A, respectively. However, the settling time
of speed, Te, and i∗q is close and is about 0.04s under the
control of the ASC-RBFNN scheme. Themaximum values of

FIGURE 7. Response curves in the step reference speed of 500rpm.
(a) Speed response curves. (b) Speed error curves. (c) Torque response
curves. (d) id response curves. (e) iq response curves.
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FIGURE 8. Response curves in the step reference speed of 1000rpm.
(a) Speed response curves. (b) Speed error curves. (c) Torque response
curves. (d) id response curves. (e) iq response curves.

FIGURE 9. Response curves in the step reference speed of 3000rpm.
(a) Speed response curves. (b) Speed error curves. (c) Torque response
curves. (d) id response curves. (e) iq response curves.
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Te and i∗q are about 90 N·m and 46.5A, respectively. Thirdly,
i∗d is 0 in both methods. The fluctuation of id is about ±3.1A
under the control of the PI controller and is about ±4.5A
under the control of the ASC-RBFNN scheme. Although
the fluctuation of id of the ASC-RBFNN scheme is larger
than that of the PI controller, ±4.5A is acceptable in actual
applications. In Fig. 7, when the motor works in steady state,
speed, the measurement of the torque in the experiment plat-
form, id , and iq track respective reference values accurately
with small fluctuation of ±4.5rpm, ±1.3N·m, ±2.5A, and
±0.7A, respectively.

Fig. 8 shows response curves when the step reference speed
is 1000rpm. At t = 0, the reference speed is changed from
0 to 1000rpm. Then the motor speed starts to rise and the
motor works in dynamic. Firstly, there is no speed overshoot
in both methods. Secondly, the settling time of speed, Te,
and i∗q is close and is about 0.21s under the control of the
PI controller. The maximum values of Te and i∗q are about
63.1N·m and 32.6A, respectively. However, the settling time
of speed, Te, and i∗q is close and is about 0.05s under the
control of the ASC-RBFNN scheme. Themaximum values of
Te and i∗q are about 90N·m and 46.5A, respectively. Thirdly,
i∗d is 0 in both methods. The fluctuation of id is about ±5.2A
under the control of the PI controller and is about ±7.5A
under the control of the ASC-RBFNN scheme. Although
the fluctuation of id of the ASC-RBFNN scheme is larger
than that of the PI controller, ±7.5A is acceptable in actual
applications. In Fig. 8, when the motor works in steady state,
speed, the measurement of the torque in the experiment plat-
form, id , and iq track respective reference values accurately
with small fluctuation of ±5.8rpm, ±1.5N·m, ±2.7A, and
±0.8A, respectively.

Fig. 9 shows response curves when the step reference
speed is 3000rpm. At t = 0, the reference speed is changed
from 0 to 3000rpm. Then the motor speed starts to rise,
and the motor works in dynamic. Firstly, there is no speed
overshoot in both methods. Secondly, the settling time of
speed, Te, and i∗q is close and is about 0.23s under the control
of the PI controller. However, the settling time of speed, Te,
and i∗q is close and is about 0.08s under the control of the
ASC-RBFNN scheme. The maximum values of Te and i∗q
are about 90N·m and 46.5A in both methods. However,
the duration of the maximum torque of the ASC-RBFNN
scheme is longer than that of the PI controller. Thirdly, i∗d is
less than 0 and the motor works in the field weakening area
in both methods. The minimum value of i∗d is about -40A
under the control of the ASC-RBFNN scheme and is about
-21.5A under the control of the PI controller. In Fig. 9, when
the motor works in steady state, speed, the measurement
of the torque in the experiment platform, id , and iq track
respective reference values accurately with small fluctuation
of ±8.5rpm, ±3.5N·m, ±3.5A, and ±1.5A, respectively.
Therefore, the SCS controlled by the ASC-RBFNN

scheme is with good system stability. Meanwhile, the speed
response of the ASC-RBFNN is faster than that of the
classical PI controller and the proposed ASC-RBFNN

scheme is with fast speed response in whole-speed
range.

B. ANTI-FLUCTUATION PERFORMANCE
To observe the anti-fluctuation performance in whole-speed
range, firstly, the motor is operated in 500rpm, 1000rpm, and
3000rpm conditions, respectively. Then, in each speed con-
dition, the load torque is changed from 0 to 30N·m suddenly
at t = 0.5s and from 30N·m to 0 suddenly at t = 1.5s. The
response curves of the ASC-RBFNN control scheme and the
classical PI controller in different speed conditions are shown
in Fig. 10 to Fig. 12.

Fig. 10 shows response curves under load fluctuation
when the speed is 500rpm. When the load torque is changed
suddenly, the motor works in dynamic. Firstly, the speed
fluctuation and the recovery time under the control of the
PI controller are about 190.2rpm and 0.48s, respectively.
However, the speed fluctuation and the recovery time under
the control of the ASC-RBFNN scheme are about 25.8rpm
and 0.07s, respectively. Secondly, the settling time of Te and
i∗q is close and is about 0.48s under the control of the PI
controller. However, the settling time of Te and i∗q is close
and is about 0.07s under the control of the ASC-RBFNN
scheme. Thirdly, i∗d is 0 in both methods. The fluctuation of
id is about±2.8A under the control of the PI controller and is
about ±3.4A under the control of the ASC-RBFNN scheme.
Although the fluctuation of id of the ASC-RBFNN scheme
is larger than that of the PI controller, ±3.4A is acceptable
in actual applications. In Fig. 10, when the motor works in
steady state and the load torque is 0, speed, the measurement
of the torque in the experiment platform, id , and iq track
respective reference values accurately with small fluctuation
of ±4.5rpm, ±1.3N·m, ±2.5A, and ±0.7A, respectively.
When the motor works in steady state and the load torque
is 30N·m, speed, the measurement of the torque in the exper-
iment platform, id , and iq track respective reference values
accurately with small fluctuation of ±5.4rpm, ±1.8N·m,
±2.8A, and ±0.9A, respectively.
Fig. 11 shows response curves under load fluctuation when

the speed is 1000rpm. When the load torque is changed
suddenly, the motor works in dynamic. Firstly, the speed
fluctuation and the recovery time under the control of the
PI controller are about 191.3rpm and 0.41s, respectively.
However, the speed fluctuation and the recovery time under
the control of the ASC-RBFNN scheme are about 25.4rpm
and 0.05s, respectively. Secondly, the settling time of Te and
i∗q is close and is about 0.41s under the control of the PI
controller. However, the settling time of Te and i∗q is close and
is about 0.05s under the control of the ASC-RBFNN scheme.
Thirdly, i∗d is 0 in both methods. The fluctuation of id is about
±3A under the control of the PI controller and is about±4.6A
under the control of the ASC-RBFNN scheme. Although
the fluctuation of id of the ASC-RBFNN scheme is larger
than that of the PI controller, ±4.6A is acceptable in actual
applications. In Fig. 11, when the motor works in steady state
and the load torque is 0, speed, the measurement of the torque
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FIGURE 10. Response curves under load fluctuation when the speed is
500rpm. (a) Speed response curves. (b) Speed error curves. (c) Torque
response curves. (d) id response curves. (e) iq response curves.

FIGURE 11. Response curves under load fluctuation when the speed is
1000rpm. (a) Speed response curves. (b) Speed error curves. (c) Torque
response curves. (d) id response curves. (e) iq response curves.
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FIGURE 12. Response curves under load fluctuation when the speed is
3000rpm. (a) Speed response curves. (b) Speed error curves. (c) Torque
response curves. (d) id response curves. (e) iq response curves.

in the experiment platform, id , and iq track respective ref-
erence values accurately with small fluctuation of ±5.8rpm,
±1.5N·m, ±2.7A, and ±0.8A, respectively. When the motor
works in steady state and the load torque is 30N·m, speed,
the measurement of the torque in the experiment platform,
id , and iq track respective reference values accurately with
small fluctuation of ±6.8rpm, ±2.5N·m, ±3A, and ±1.1A,
respectively.

Fig. 12 shows response curves under load fluctuation when
the speed is 3000rpm. When the load torque is changed
suddenly, the motor works in dynamic. Firstly, the speed
fluctuation and the recovery time under the control of the PI
controller are about 192rpm and 0.33s, respectively. How-
ever, the speed fluctuation and the recovery time under the
control of the ASC-RBFNN scheme are about 27rpm and
0.03s, respectively. Secondly, the settling time of Te and
i∗q is close and is about 0.33s under the control of the PI
controller. However, the settling time of Te and i∗q is close
and is about 0.03s under the control of the ASC-RBFNN
scheme. Thirdly, i∗d is about -19.8A and the motor works in
the field weakening area in both methods. The fluctuation of
id is about±4.4A under the control of the PI controller and is
about ±6.5A under the control of the ASC-RBFNN scheme.
Although the fluctuation of id of the ASC-RBFNN scheme
is larger than that of the PI controller, ±6.5A is acceptable
in actual applications. In Fig. 12, when the motor works in
steady state and the load torque is 0, the motor works in the
field weakening area in both methods. Meanwhile, speed,
the measurement of the torque in the experiment platform,
id , and iq track respective reference values accurately with
small fluctuation of±8.5rpm,±3.5N·m,±3.5A, and±1.5A,
respectively. When the motor works in steady state and the
load torque is 30N·m, the motor works in the field weakening
area in both methods. Meanwhile, speed, the measurement
of the torque in the experiment platform, id , and iq track
respective reference values accurately with small fluctuation
of ±9.5rpm, ±3.9N·m, ±4A, and ±1.6A, respectively.

Therefore, the SCS controlled by the ASC-RBFNN
scheme is with good system stability and strong anti-
fluctuation performance in whole-speed range.

In a word, all results indicate that the SCS controlled by
the ASC-RBFNN speed control scheme is with good system
stability, fast speed response, and strong anti-fluctuation per-
formance in whole-speed range.

VI. CONCLUSION
The complicated load fluctuation and the uncertainty of J
and B lead to poor system stability and large speed fluctua-
tion. Therefore, a novel ASC-RBFNN speed control scheme
is investigated in this paper. Firstly, with consideration of
parametric uncertainty and complicated load fluctuation,
the dynamic motion equation of PMSM is presented. Sec-
ondly, a positive definite Lyapunov function V is constructed
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and an asymptotically stable ASC is designed through con-
structing a negative semi-definite V̇ . Meanwhile, the ASC is
with the characteristics of reducing the effect of parametric
uncertainty and complicated load fluctuation on the speed
control performance. Thirdly, the RBFNN is used to optimize
all ASC parameters for optimal speed control performance.
Finally, many comparative experiments are carried out and
the experimental results indicate that good system stability,
fast speed response, and strong anti-fluctuation performance
in whole-speed range are achieved through the ASC-RBFNN
speed control scheme.

It should be pointed out that the design method of the
controller in this paper can be applied to other control systems
with uncertain parameters and complex load disturbances.
Additionally, according to the results of this paper, relevant
research is worthy to be studied in future work. Firstly,
the novel load observer (LOB) or DOB can be investigated
and added to reduce the effect of complicated load fluctuation
further. The parameters of LOB or DOB can be optimized
through NN for optimal estimation performance. Secondly,
the performance of different intelligent algorithms can be
compared.
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