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ABSTRACT Online review websites provide an open platform for users to write reviews or give ratings on
items (business services) as well as share their consumption experience. However, the volume of reviews is
large, while the rating scores provide users with a quick picture of the items without reading all reviews.
Recommendation systems can help users find items of interest by predicting user’s ratings on unrated
items. Review contents contain more personalized preference features than simply user ratings. Therefore,
it is important to consider both ratings and review contents when making rating predictions. This research
proposes a novel approach that combines deep learning and review mining with attention mechanism for
rating predictions. Review mining with attention mechanism is adopted to extract concise attention reviews
with important words and sentences. Amerge convolutional neural network (merge-CNN)model is proposed
to consider both the target user’s preference features and performance features of target business for rating
prediction. This method extracts quality business performance features from the quality reviews written by
elite (credible) users. Moreover, the proposed method uses the concise attention reviews of target user’s
neighbors to simulate target users’ reviews on unrated target business. Experiments were conducted on Yelp
data sets to evaluate our proposed methods. The results show that the proposed method, i.e. considering
concise attention reviews and quality reviews written by elite users, outperforms traditional methods in
improving prediction accuracy. The experiment result also shows that our review simulation methods can
well simulate target user’s reviews on unrated target business.

INDEX TERMS Recommender system, rating prediction, matrix factorization, review mining, deep
learning.

I. INTRODUCTION
Currently, it is very common for users to write reviews or give
ratings on items (products, services or businesses) and share
their consumption experience through online review websites
such as Yelp or Epinion.com. In the online review website
Yelp, the businesses referred to the stores or restaurants which
provide various kinds of services to customers. The customers
can give ratings or reviews on the businesses to express and
share their experiences with others. While these reviews are
the best reference for people’s consumption, due to the rapid
accumulation of information, the volume of reviews is quite
huge, it leads to the so-called information overload problem.
In order to solve this issue, online review websites use the
rating scoring mechanism to simplify the problem. Users are
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not only asked to leave reviews but also to give rating scores.
The advantage of using rating scores is that they are good
indicators; as a result, others can get a quick picture of the
businesses without reading all the reviews.

Rating scores can represent user’s preferences, and rec-
ommendation systems can help users find potential busi-
ness items of interest by predicting users’ ratings on
unrated businesses. Review contents contain more person-
alized preference features than just user ratings. Therefore,
it is important to consider both ratings and review con-
tents in making rating predictions. Recommendation tech-
nology [1]–[3] is becoming increasingly important in various
applications. The most commonly used algorithms in the rec-
ommender system are collaborative filtering (CF) [2], [4] and
matrix factorization (MF) [5]. The former uses target users’
consumption records and a rating matrix to find neighbors
with similar user interests, and recommend the neighbors’
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preferred items, or businesses in the case of Yelp, to the target
user; the latter takes advantage of the matrix decomposition
result. By decomposing the rating matrix into latent features
of users and businesses, we can estimate the predicted ratings
by the dot product of user and business latent vectors.

CF and MF are unable to discern the user preference dif-
ferences from users with the same ratings, which means they
can only learn users’ general preferences without considering
their specific preferences expressed in reviews. In order to
alleviate the above issue, analyzing user review texts offers
a solution. Accordingly, recommendation models that con-
sider both rating scores and review texts have gradually been
proposed [6]–[8], in which review texts and neural networks
have been adopted, in order to improve the accuracy of
rating predictions. Deep learning methods, such as recurrent
neural networks (RNNs) and convolutional neural networks
(CNNs), have been used successfully in natural language pro-
cessing (NLP) and document classification [9], [10]. Neural
network models such as CNNs were also proposed to jointly
learn user and business features from the review text [6], [8].

Although several recommendation models have been
proposed, some points can be improved. First, texts
generally contain words and sentences of different impor-
tance [11], [12]. Second, business performance, such as the
tastes of foods or the quality of services provided by a restau-
rant, also plays an important role in deciding whether or not
the users will give high rating scores. It remains to deter-
mine whether we can generate quality business performance
features considering the quality reviews written by credible
users. Third, to make rating predictions for the target user on
the target business, we need the target user’s review on the
target business; however, in real conditions, the target user
may not yet have commented on the target business, so the
target user’s review on an unrated target business may not
exist. The question arises as to whether there is a method to
simulate target users’ reviews to make rating predictions.

This research proposes a novel approach that combines
deep learning and review mining with attention mechanism
for rating predictions. We used deep learning attention mod-
els to filter out unimportant words and sentences in the
reviews and reform the concise reviews, which consists of
the important sentences discovered from the original reviews.
For simplicity, we named it concise attention reviews in the
rest of this paper. Moreover, we proposed a merge convo-
lutional neural network (merge-CNN) model that considers
both the target user’s preference features on target business
and the performance features of the target business for rat-
ing predictions. To generate business performance features,
we proposed a method to extract quality business perfor-
mance features from the quality reviews of elite (credible)
users. Lastly, since the review comments of target users are
not available for unrated target business, in order to sim-
ulate target users’ reviews, we proposed two review sim-
ulation methods, the Cluster-based simulation method and
the Prediction-based simulation method to find neighbors
who are most similar to the target user. We then extracted

the concise attention reviews of those neighboring users to
determine the target user’s preference features on an unrated
target business, and use them as the input of the merge-CNN
model for predicting the ratings on the target business.

We conducted experiments on Yelp data sets to evaluate
our proposed methods. The experiment result showed that
the proposed model considering both user preference fea-
tures and business performance features along with concise
attention reviews and quality reviews written by elite users
can effectively improve prediction accuracy. By analyzing
the concise attention reviews with important words and sen-
tences, we not only generated better quality recommenda-
tions, but also reduced themodel processing time. In addition,
the quality reviews written by elite (credible) users can better
indicate the performance of a business than all the reviews
of the business, and also provide better prediction accuracy.
The experiment results also show that our review simulation
methods can well simulate target user’s reviews. The results
indicate that the proposed methods outperform the traditional
methods and can improve the accuracy of rating prediction,
thereby increasing the commercial value of online review
websites.

The contributions of our proposed work are summarized as
follows. Existing studies have not considered concise atten-
tion reviews and quality reviews written by elite users for
rating predictions. The issue of how to simulate target user’s
review on unrated target business has also not been addressed.
This work proposes a novel approach that combines deep
learning and review mining with attention mechanism for
rating predictions by extracting concise attention reviews
with important words and sentences. A merge convolutional
neural network (merge-CNN) model is proposed to learn
both the target user’s preference features and performance
features of target business for rating prediction based on
concise attention reviews and quality reviews written by elite
users. Moreover, the proposed approach uses the concise
attention reviews of target user’s neighbors to simulate target
user’s review on unrated target business. The proposed novel
approach can take both concise attention reviews of users
and quality business performance features to make effective
rating predictions.

The rest of this paper is organized as follows. Section II
illustrates related work. The proposed approach is presented
in section III. Section IV describes the evaluation results. The
final section concludes the research and future work.

II. RELATED WORK
In this section, we introduce some recommendation systems
first, and then introduce researches on deep learning for text
analysis and sentiment analysis.

A. RECOMMENDER SYSTEMS AND MATRIX
FACTORIZATION
Recommender systems have been applied in various areas,
such as news [13]–[15], products [16], music [17], and
fashion [18]. Collaborative filtering (CF) [2] focuses on
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preferences thatmay be similar between users; it is intuitive to
recommend similar items for users with similar preferences.
The content-based filtering (CBF) system analyzes a user’s
preferences for items to derive a user feature profile, and
then recommends items with similar features [19]. Hybrid
recommender systems [20] combine CBF and CF for mak-
ing recommendations. A recommendation model is proposed
by combining CF and deep neural networks [21]. More-
over, product recommendation is proposed by considering
reviewer credibility and sentiment analysis based User profile
modelling [22].

Matrix factorization (MF) is a useful mathematical opera-
tion that decomposes one matrix into several low dimension
matrices, which allows us to discover the latent features. The
MF technique [5] was first used for a recommender system
by decomposing the user-item rating matrix into two latent
feature matrices corresponding to latent factors of users and
items, and later predicting rating scores by the dot product of
the two decomposedmatrices. Equation (1) expresses the loss
function L of MF:

L =
∑
u,i∈S

(
rui − xTu · yi

)2
+ λx

∑
u

‖xu‖2 + λy
∑
i

‖yi‖2

(1)

where xu and yi denoted the latent factors of user u and item
i respectively, and rui is the actual rating of user u on item
i; λx and λy are regularization parameters. To minimize the
loss function L, Stochastic Gradient Descent (SGD) takes the
derivative with respect to each variable in the model and uses
the derivate to adjust the latent factors of users and items
respectively.

B. DEEP LEARNING FOR TEXT ANALYSIS
AND REVIEW MINING
Deep learning methods, such as recurrent neural net-
works (RNNs) and convolutional neural networks (CNNs),
have been used successfully in many fields, such as computer
vision [25], natural language processing (NLP) and document
classification [9], [10], and so on. Deep learning is success-
fully applied in text analysis to extract opinions or sentiments
from online reviews. Extracting users’ opinions needs several
NLP steps to identify subjectivity in the given text [11].

Extracting sentiment is to assign the polarity (e.g. positive,
neutral, and negative) to the sentences or text by using deep
learning methods based on the sentiment analysis. CNNs
and RNNs learn data from multiple deep layers of modules.
Instead of image pixels, the inputs can be sentences or doc-
uments represented as a matrix. CNNs have the ability to
extract important n-gram features from sentences to generate
the latent semantic representations for NLP tasks, such as
sentence, sentiment, and subjectivity classifications [12].

RNNs include the notion of time in neural network models
and can carry previous information to the current neural
state [26]. Unlike CNN characterized by its ability to extract
regional features, RNNs are characterized by their ability to

model units in a sequence. User review content usually repre-
sents the user’s most realistic emotional response. Hochreiter
and Schmidhuber [27] designed the long-short-term-memory
units (LSTM) to optimize neural units in general RNN.More-
over, a hierarchical structure was proposed for sentiment
classification [28], in which a document is composed of
sentences, and sentences are composed of words. Moreover,
gated recurrent units (GRUs) were introduced [29]. GRUs
have fewer parameters than LSTM and do not have an output
gate. A bi-direction GRU can be used to extract both for-
ward and backward features from sentence representations
for generating the document representations and sentiment
classification [28].

The attention mechanism is an interesting design that sim-
ulates the habit of attention in the human brain; it helps to
focus on important information and improve the effectiveness
of information processing. Different sentences and words
make different contributions in representing the meaning
of a document. A hierarchical attention network based on
attention mechanism and bidirectional GRU (Bi-GRU) was
proposed for text categorization [30]. Their proposed hierar-
chical architecture shows the different impact of words and
sentences on the text structure. Word-level and sentence-level
of attention mechanisms are adopted to enable differential
attention to the more important content when generating the
document representation.

C. REVIEW-AWARE RECOMMENDATION
The recommender systems have difficulty in analyzing user
preferences due to the cold start and rating sparsity problems.
The review texts contain useful information, not only for
comprehending the users’ rating motivation for items, but
also to solve the data sparsity problem [23], [24]. Both the
topic and sentiment information discovered in users’ reviews
are valuable information for predicting users’ overall prefer-
ences [31]. In recent years, the latent topic model [23], [24] or
the aspect model [32], [33] have been adopted to successfully
model the characteristics and semantics in the review text. It is
helpful to improve preference predictions by discovering the
latent reasons that users may like or dislike items through the
reviews.

Moreover, deep learning techniques have also been applied
to design review-aware recommendation. For example, a neu-
ral network model was proposed to jointly learn user pref-
erences and item characteristics from the review text [6].
An attention-based convolutional neural network (CNN) was
proposed to jointly learn the latent features of each user/item
by using the aggregated review text of a user/item [8].
An attentive aspect model was also proposed by using multi-
ple layers of attention networks [34]. It alleviates the sparse
aspect problem and the issue due to varied user aspects for
different items.

The literature review shows the innovation progress and
various properties of the recommender systems. In recent
years, deep learning techniques are widely involved and
have got great contributions in the field of review-aware
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recommendations. However, extant studies have not consid-
ered concise attention reviews and quality reviews written
by elite users for rating predictions. For the scenario that
review comments of target users are usually not available for
unrated target business, existing studies have not addressed
the conundrum of how to simulate target user’s reviews on
unrated target business. In this paper, we proposed a solution
that takes above issues into account for the task of rating
prediction.

III. PROPOSED APPROACH
Our research goal is to predict the ratings of target users on
target businesses that the target users have no consumption
experiences or even awareness of. Assume there is a set of
reviews D commented on a set of business items I by a set of
users U . The primary problem is to predict the target user’s
preferences or ratings toward the unrated and uncommented
business items.

A. MODEL OVERVIEW
In this section, we introduce our proposed rating prediction
approach which combines deep learning and review mining
with attention mechanism. FIGURE 1 shows the overview of
our proposed approach, which mainly comprises three stages.

FIGURE 1. Overview of the proposed rating prediction method.

In the first stage, we use pre-trained GloVe word vec-
tors [35] to map each word in the review onto word embed-
ding vectors. The review is made up of sentences that consist
of words, which is a hierarchical structure; hence, we rep-
resent sentences by concatenating word vectors and express
the review by concatenating sentences. Moreover, we use

an attention network to calculate the importance weight of
each sentence in the review, and filter out the unimportant
sentences to extract the concise attention reviews.

The main task of the second stage is to construct features
for both user and business. For constructing user preference
features, the procedure can be separated as the training phase
and prediction phase. For the training phase, the user prefer-
ence features are constructed by using the target users’ actual
concise attention reviews on the target businesses that users
have rated and commented. For the prediction phase, the tar-
get users’ ratings and comments on target businesses are
unknown. Accordingly, we construct target user’s preference
features by simulating the target user’s reviews on unrated
(commented) target business based on neighbors’ reviews on
the target business. We define two simulation methods based
on theMF clustering andMF rating prediction - Cluster-based
simulation method and Prediction-based simulation method.
Both simulation methods will find similar neighbors of the
target user; we adopt the reviews given by similar neighbors
to extract important words and sentences as the target user’s
preference features. For constructing business performance
features, we consider the high-quality reviews that are written
by elite users on a business and generate business perfor-
mance features from those reviews. The key notations utilized
in the proposed model are shown in Table 1.

TABLE 1. Notations and definitions.

In the third stage, we propose a neural network model:
merge-CNN, which is a variant of the general CNN to train
our rating prediction model. Our proposed merge-CNN is
designed in two parts, user part and business part, which
separately model user preference features and business
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performance features. By separating user and business feature
models, we can extract latent features of users and business
items from their review text; after that we concatenate user
features and business features to make the rating predictions.

B. DERIVING ATTENTION REVIEW FEATURES
In this section, we introduce the approach used to derive
the attention features for our model training; they include
user preference features and business performance features,
which are both extracted from the review. The user preference
features are generated from the reviews written by the user,
since that user’s words are the best representation of his/her
preference. The business performance feature refers to the
reviews received by the business, which are users’ general
reflection of the business performance.

1) EXTRACT CONCISE ATTENTION REVIEW FEATURES
There are many ways to map words onto vectors of real
numbers like word2vec and bag-of-word. Our approach uses
GloVe [35] pre-trained word vectors to transform words.
A review is composed of several sentences composed of
multiple words, which is a hierarchical structure; therefore,
we express each review in a three-dimensional tensor, and the
detailed steps are listed below. Let xst denote theword embed-
ding of word t in sentence s, as defined in (2). We use GloVe
pre-trained word vectors to map words onto d-dimensional
vectors.

xst = Embed(wst ) ∈ Rd , t ∈ [1,N ] (2)

where wst corresponds to the word t in sentence s; d is the
dimension of word embedding vector; N is the maximum
number of words in a sentence.

Let Sentvs represent the sentence vector of sentence s.
Sentvs is derived by using (3) to stack the word embedding
vectors of the N words in each sentence s.

Sentvs = [xs1, xs2, . . . , xsN ] ∈ RN×d , s ∈ [1,M ] (3)

where M is the maximum number of sentences in a review.
Sentences with fewer thanN words are filled up with the zero
vector, and sentences with more than N words only take the
first N words.

After that, we concatenate M sentence vectors as the
review vectors. Reviews with fewer than M sentences are
filled up with the zero vector. For reviews with more than M
sentences, only the first M sentences are used. Let Reviewr
denote the review vector of review r . The review vector
of each review r in the review set D is expressed in a
three-dimensional tensor, as defined in (4).

Reviewr = [Sentvr1 ⊕ . . .⊕ Sentvrs . . .⊕ SentvrM ], (4)

where Sentvrs is the sentence vector of sentence s in review
r ; the symbol ⊕ is utilized to represent the concatenate and
stack operations of arrays.

The above review vector representation does not consider
the importance of sentences in a review. User review often

contains some redundant or meaningless words and sen-
tences. In order to improve the quality of user review, we use
the sentence weights of attention layer in the hierarchical
attention network (HAN) [30] to filter out unimportant parts
of reviews and use important parts to obtain the concise
attention reviews. The word-level and sentence-level atten-
tion mechanisms of the HAN approach [30] are adopted to
generate the attention weights (importance) of words and
sentences in a review.

In the word encoder layer, HAN uses bidirectional GRU
(Bi-GRU) [36] to derive the latent representations of words by
calculating the influence of information from both directions,
as defined in (5). Let hst denote the latent representation
of word t in sentence s, wst . The word embedding vectors
are used as the input of Bi-GRU to derive the output hst .
−→
hst and

←−
hst correspond to the forward and backward hidden

representations of the word wst , respectively.
−→
hst =

−−→
GRU (xst), t ∈ [1,N ];

←−
hst =

←−−
GRU (xst), t ∈ [N , 1]; hst = [

−→
hst ,
←−
hst ] (5)

where xst is the word embedding of wst .
After the encoder layer, HAN uses a word attention layer

to calculate the importance of each word in the sentence.
Let zst represent the word hidden representation of hst . zst
is generated from one layer of MLP. βst is the importance
(attention weight) of word wst , as defined in (6).

zst = tanh (Wwhst + bw); βst =
exp(zTstzwc)∑
t exp(z

T
stzwc)

(6)

where Ww and bw are the weight matrix and bias matrix of
words; zwc is the word level context vector that is randomly
generated initially. βst is measured by the similarity between
zst and zwc through a softmax function.

Let ASentvs denote the attention sentence vector of the
sentence s. ASentvs is derived by summing up the weighted
latent representations of the words in sentence s, as defined
in (7).

ASentvs =
∑
t

βsthst (7)

where βst /hst is the attention weight/latent representation of
word wst .
The framework of the sentence encoder/attention layer is

the same as the framework of the word encoder/attention
layer. Let hs denote the latent representation of sentence
s. The attention sentence vectors are used as the input of
Bi-GRU to derive the output hs, as expressed in (8).

−→
hs and

←−
hs correspond to the forward and backward latent represen-
tations of the sentence s, respectively.

←−
hs =

←−−
GRU (Asentvs), s ∈ [1,M ] ;

←−
hs =

←−−
GRU (Asentvs), s ∈ [M , 1]

hs = [
−→
hs ,
←−
hs ] (8)

where ASentvs is the attention sentence vector of sentence s.
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Next, a sentence attention layer is used to calculate the
attention weight of each sentence in a review. Let zs denote
the sentence hidden representation of hs. zs is generated from
one layer of MLP. αs is the attention weight of sentence s,
as defined in (9).

zs = tanh(WShs + bS ); αs =
exp(zTs zsc)∑
s exp(zTs zsc)

(9)

where Ws and bs are the weight matrix and bias matrix of
sentences; zsc is the sentence level context vector that is
randomly generated initially. αs is measured by the similarity
between zs and zsc through a softmax function.
The sentence attention weight αs calculated by (9) can well

represent the importance of the sentence to the meaning of
the review. Therefore, we proposed a novel review attention
method based on the sentence attention weights to derive
concise attention review representations for reviews.

Let ARRr (u, b) denote the concise attention review repre-
sentation of user u’s review r on business b.We first adopt the
HANmodel to calculate the sentence attention weights of the
sentences in review r by (9). We then select K sentences with
the top K highest sentence attention weights and concatenate
the sentence vectors of those sentences to derive ARRr (u, b),
as expressed in (10).

ARRr (u, b) = ⊕
s∈RAttTopSr

Sentvs (10)

where RAttTopSr is the set of sentences with top-K highest
sentence attention weights in review r ; Sentvs is the sentence
vector of sentence s. Notice that the symbol ⊕ is utilized to
represent the concatenate and stack operations of arrays.

2) USER PREFERENCE FEATURES AND BUSINESS
PERFORMANCE FEATURES
A user’s words are the best representation of the user’s pref-
erences; therefore, we use a user’s concise attention review
representation ARRr (u, b) generated from (10) to represent
the user preference features fu,b of user u on business b,
as shown in (11).

fu,b = ARRr (u, b) (11)

Business performance features fb refer to the features of
business reviews received by the business. The user data con-
tain personal details and special tag to indicate whether the
user is a certified elite who had written enough reviews and
received enough responses from others. Let RSu,b be the user
u’s rating score on business b and RSb be the average rating
score of business b. In order to generate the high-quality
business performance feature of business b, we restrict the
reviews written by elite users and then select top Q reviews
with rating score RSu,b closest to the average rating score RSb
on business b. The rationale of our design is to construct the
business performance features based on the reviews of the
normal population of elite users. The reviews of elite users
who have ratings extremely deviated from the normal popu-
lation are not considered. It makes the reviews of business b
less affected by the outliers.

Let fb denote the business b’s performance features. fb
is derived by concatenating the concise attention review
representations of elite users’ top-Q reviews on business b,
as defined in (12).

fb = ⊕
(u,r)∈Rev(elite,b)

ARRr (u, b) (12)

where ARRr (u, b) is the concise attention review represen-
tation of user u’s review r on business b. Rev (elite, b) is
the set of the pairs of elite user u and u’s review r on
business b, where

∣∣RSu,b − RSb∣∣ is the top-Q smallest among∣∣RSv,b − RSb∣∣ for any elite user v who had review and rating
on business b.

C. MERGE-CNN MODEL BASED ON ATTENTION REVIEW
FEATURES
We propose a neural network model: merge-CNN, which is a
variant of the general CNN, to build our prediction model.
The architecture of the proposed merge-CNN is shown in
FIGURE 2. In the merge-CNN, the user preference features
and business performance features are modeled by the user
network and the business network separately. The same struc-
ture is used for the user and business network. Thus, we only
explain the user network.

FIGURE 2. The architecture of proposed merge-CNN.

The first layer in the user network is the convolution layer
and the input of the convolution layer is the user prefer-
ence feature fu,b, which is the user u’s concise attention
review representation on business b and is derived by (11).
The user preference feature fu,b consists of K sentences and
each sentence have N words with d embedding dimensions;
therefore, the size of each user preference feature will be
(K × N )× d .
We use nfilter filters in the convolution layer and each filter

will map user preference feature according to different filter
sizes. Let ci,j denote the output features of the ith convolution
of user preference feature for the jth filter, and cj denote the
output feature maps of the jth filter of the convolution layer,
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as expressed in (13) and (14).

ci,j = g
(
wj ∗ f u,b [i : i+ H − 1]+ bj

)
,

i ∈ [1,K × N − H + 1] (13)

cj =
[
c1,j, . . . , ci,j, . . . , cK×N−H+1,j

]
, j ∈ [1, nfilter ]

(14)

where H corresponds to the different filter (context window)
sizes of the filter; H decides the number of surrounding
words. fu,b [i : i+ H − 1] is the word embedding vectors
within the filtering window [i : i+ H − 1] of the user prefer-
ence feature fu,b. g is a non-linear activation function; in our
model, we use rectified linear unit (RELU) as the activation
function. ∗ is a convolution operator. Each filter with shared
weight wj ∈ RH×d is applied to a user preference feature fu,b
with bias bj, for j ∈ [1, nfilter ]. Let nfilterSize denote the number
of filter sizes; thus, the number of output feature maps will be
nfilter × nfilterSize. In our model, nfilter = 128, nfilterSize = 3,
and H is set to 3, 4, 5, respectively. For the convolution layer,
the parameters of strides = [1,1,1,1] and padding= ‘‘valid’’.
The second layer in the network is the pooling layer. Let

CNNUPu,b denote the convolutional user preference feature
of user u’s review on business b. CNNUPu,b is derived
by using max-pooling to perform a down sampling opera-
tion on the output feature map cj of the convolution layer,
as expressed in (15).

CNNUPu,b = [max(c1),max(c2), . . . ,max(cnfilter )], (15)

where max(cj) extracts the maximum feature from each fea-
ture map of cj derived from different filter size H of the
convolution layer. After max-pooling, the size of CNNUPu,b
is nfilter × nfilterSize.

Similarly, the convolutional business performance feature
CNNBPb is generated from the business network. The input
of the convolution layer is the business performance feature
fb, which is derived from (12) by concatenating the concise
attention review representations of elite users’ top-Q reviews
on business b. We concatenate the convolutional user prefer-
ence feature CNNUPu,b and the convolutional business per-
formance feature CNNBPb to generate the rating prediction
feature Zu,b, as shown in (16).

Zu,b = [CNNUPu,b ⊕ CNNBPb], (16)

The final layer of our merge-CNN model is the fully-
connected (FC) layer with softmax_cross_entropy with_logits
function; the rating prediction feature Zu,b will be sent to the
FC layer formaking the final rating prediction. Theweights in
FC layer are learnt based on the user-item ratings to represent
the relationships among user features, business features and
the ratings of users on business items. Notice that the symbol
⊕ is utilized to represent the concatenate and stack operations
of arrays.

During the model training, we use MAE (Mean Absolute
Error) to define the training loss function L

(
RSu,b, R̂Su,b

)
,

where RSu,b / R̂Su,b is the rating score/predicted rating score

of user u on business b. We adopt Adam as the optimizer
to compute the gradients for a loss, and apply gradients to
optimize the weight and bias of the model until the loss
converges.

D. REVIEW SIMULATION FOR TARGET BUSINESS
In predicting the target user’s unknown preference for the
target business, the target user does not have review (con-
sumption experience) with the target business. Therefore,
to solve the review lacking problem of the target user in
the prediction phase, we adopted the strategy that simu-
lated the target user’s reviews by using the reviews of target
user’s neighbors. The MF (matrix factorization) technique
constructs latent factors (vectors) for users and items through
the rating interactions between them, and has performed well
on rating prediction. Thus, we design two simulationmethods
based on the MF technique, namely the Cluster-based sim-
ulation and Prediction-based simulation. The Cluster-based
simulation first uses MF to generate user latent vectors, then
groups users using user latent vectors, and finally generates
the target user’s simulated review by using the reviews of
users in target user’s group. The Prediction-based simulation
first uses MF to make a rating prediction on the target user,
then uses the predicted rating score to find neighbors with
rating scores similar to those of the target user, and finally
generates the target user’s simulated review by using the
reviews from those neighbors.

1) CLUSTER-BASED REVIEW SIMULATION
We consider that users in the same user group will have a high
degree of preference similarity. Accordingly, simulating the
target user’s review by using user reviews in the same group
may yield good results; thus, we design a Cluster-based simu-
lationmethod. The Cluster-based simulationmethod usesMF
to decompose the rating matrix into the user’s latent vectorU
and the business latent feature B; then, by using the K-means
technique, we cluster users into groups based on the user
latent vectors U . Moreover, we use UC(u) to represent the
set of users that are in the same group as u.
Since we want to simulate the target user’s review, we need

to find the reviews of several similar users to generate it.
We select reviews that are written for the target business b
whose authors are also in the same group as the target user u.
Then we concatenate the top-M similar neighbors’ concise
attention reviews on business b to represent the target user u’s
simulated preference features regarding the target business b.
The cosine similarity is adopted to compute the similarity
between users u and v in terms of their user latent vectors
derived from matrix factorization. Let Sf u,b represent the
simulated target user u’s preference features on business b,
as shown in (17).

Sfu,b = ⊕

v∈NbrRevmfCu,b

fv,b (17)

where fv,b is the user v’s preference feature on business b,
i.e., the concise attention review representation ARRr (v, b)
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derived from (10). NbrRevmfCu,b is the set of target user u’s
top-M similar neighbors regarding business b, where the
similarity between target user u and the neighbor is the top-M
highest among users in UC(u) who had review on business b.

2) PREDICTION-BASED REVIEW SIMULATION
The Prediction-based simulation finds the reviews of neigh-
bors with true rating scores closest to the MF predicted rating
score of the target user. The method uses MF to predict
the rating score RSu,b for target user u on target business
b by multiplying target user u’s latent vector Uu and target
business b’s latent feature Bb.

Then, we select reviews that are written for the target
business b, and calculate the gap RSdiff u,v,b between the true
rating score TRSv,b of the review and the predicted rating
score RSu,b of the target user u on the target business b.

Finally, we use the rating score difference to select the
concise attention reviews of top-M similar neighbors with
smallest rating difference on business b; the smaller the
gap, the higher the similarity. We concatenate those concise
attention reviews to represent the target user u′s simulated
preference feature Sfu,b on the target business b, as shown
in (18).

Sfu,b = ⊕

v∈NbrRevmfRu,b

fv,b (18)

where fv,b is the user v’s preference feature on business
b. NbrRevmfCu,b is the set of target user u’s top-M similar
neighbors regarding business b, where the neighbor’s rating
difference RSdiff u,v,b with target user u is the top-M smallest
among users who had rated business b. Notice that RSdiff u,v,b
is the difference between the true rating score TRSv,b of the
review and the predicted rating score RSu,b of the target user
u on the target business b.

IV. EXPERIMENT AND EVALUATION
We first adjust the parameters to find the best combination
of parameters that fit the proposed rating prediction method.
In addition, we evaluate the effect of proposed concise atten-
tion review and business performance features for rating pre-
dictions. Finally, we compare our proposed rating prediction
methods with the baseline methods.

A. DATA DESCRIPTION AND EXPERIMENT SETUP
The dataset used is from Yelp Academic Dataset provided by
Yelp. The dataset contains collections of data on the business,
user, and review. The user data contain personal details and
special tags to indicate whether the user is a Yelp certified
elite who had written enough reviews and received sufficient
responses from others. The business data contain multiple
different categories of business information. As the catering
business is the largest category in the business data, we only
consider business related to catering services. Moreover, the
region where the business is located will also affect the qual-
ities of the business, so we only consider business located in
Arizona.

Users with too few reviews are classified as inactive users,
and it is difficult to extract user preferences for inactive users.
Similarly, it is also difficult to extract business performance
features from businesses that received too few comments.
Therefore, to improve the data quality, we filter out users
who have fewer than twenty-five reviews and businesses
that received less than twenty-five reviews. After pruning
the dataset, we split the review data into training data and
test data. For users with fewer than thirty reviews, all of
their reviews will be used as a training set, and for users
with more than thirty reviews, 75% of their reviews are for
the training set and 25% for the testing set. We use Mean
Absolute Error (MAE) metric to evaluate our experiments.
The lower the MAE, the better the performance of our model.
The proposed methods are developed using software tools,
including TensorFlow, scikit learn, genism and pymongo. Our
experiments are executed under the hardware environment of
Intel Core i7-7700 CPU, 32GB RAM and single NVIDIA
GeForce GTX 1080 Ti GPU.

In the experiment, we compared the following methods,
including various proposed methods and baseline methods.

• Attention-based-merge-CNN with user preference fea-
tures and business performance features
(AMCNN-UPBP): Using the attention mechanism to
generate concise reviews, and extract user preference
features and business performance features from the
concise attention reviews to train the merge-CNN
model. AMCNN-UPBP uses the rating prediction fea-
ture Zu,b (16) to train the model.

• Merge-CNN with user preference features and busi-
ness performance features (MCNN-UPBP): The only
difference from the AMCNN-UPBP method is that
MCNN-UPBP uses original reviews rather than the con-
cise attention reviews to derive the user preference fea-
tures and business performance features.

• Attention-based-CNN with user preference features
(ACNN-UP): Using the attention mechanism to gener-
ate concise reviews, and extract only user preference
features from the concise attention reviews to train the
CNN model. ACNN-UP does not consider the business
performance features.

• CNNwith user preference features (CNN-UP): The only
difference from the ACNN-UP method is that CNN-UP
uses original reviews rather than the concise attention
reviews to derive the user preference features. CNN-UP
does not consider the business performance features.

• Matrix Factorization (MF): TheMF decomposes the rat-
ing matrix into latent factor matrices of users and items
for making the rating prediction. In the MF parameter
setting, we set the dimensions of the latent factor to 512,
dropout to 0.6 and epochs to 150 with batch size of 5000.

• Hierarchical Attention Network (HAN): The HAN [30]
is a hierarchical neural network model with attention
mechanisms for document classification. The method is
adopted by using the review text as the input and ratings
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as the output, which proved to be effective on rating
prediction. In the HAN parameter setting, we set hidden
layers to 128, learning rate to 0.001, dropout to 0.6 and
epochs to 50 with batch size of 256.

B. THE PARAMETER ADJUSTMENT FOR THE PROPOSED
METHODS
1) EVALUATION OF ADJUSTMENT OF BUSINESS
PERFORMANCE FEATURES
The business performance features were extracted from top-
Q elite users’ reviews, and each elite user review was rep-
resented by the top-K important sentences. We evaluated
the effects of both the number of reviews and sentences
on business performance feature extraction. In our experi-
ment, we compared top-Q important reviews received by the
business to extract the business performance features (BPF).
We fixed another parameter, the number of sentences (K ) for
each review.

FIGURE 3. Comparison of the different number of reviews in BPF.

The experiment results are presented in FIGURE 3.
We can observe that the MAE is the highest in five reviews
and decreases as the number of reviews increases; it has
a minimum MAE in fifteen reviews. We infer that when
the model extracts business performance features from too
few reviews, it can easily lead to biased results; however,
when the model extracts business performance features from
a sufficient number of reviews, it can extract most of the key
performance features on business, thereby reducing theMAE.

Similarly, business performance features are also affected
by the content of the review, which consists of numbers of
sentences K . The experiment results shown in FIGURE 4
indicate that the performance is best when the number of
sentences in each review is five.

2) EVALUATION OF SIMULATED USER PREFERENCE
FEATURES
The target user’s preference features (UPF) on unrated target
business are simulated from top-M similar users’ reviews;
each similar user’s review is represented by the top-K impor-
tant sentences.We conducted several comparisons to evaluate

FIGURE 4. Comparison of different number of sentences in BPF.

FIGURE 5. Comparison of the different number of reviews in UPF.

the effect of the different number of reviews and sentences.
Figure 5 shows the MAE of the proposed cluster-based and
prediction-based review simulation under different number of
reviews. The results show that the prediction-based review
simulation performs better than the cluster-based review sim-
ulation.

For prediction-based review simulation, the MAE declined
with the increase in the number of reviews M and main-
tained slight fluctuations after reaching the minimum of nine
reviews. We infer that, as long as the number of reviews
M used to extract user preference features exceeds a certain
number, nine, it can adequately represent the target user’s
preferences feature on unrated target business.

In addition, we evaluated the effect of different numbers
of sentences K on the extraction of user preference features.
The experiment results shown in FIGURE 6 indicate that the
prediction-based review simulation performs better than the
cluster-based review simulation. Moreover, MAE gradually
decreased from the highest in one sentence to the lowest in
three sentences, and then rebounded again. It implies that
the prediction-based review simulation model can adequately
extract user preference features from the review represented
by three sentences. The experimental result is quite rea-
sonable because the original review always contains some
redundant sentences.
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TABLE 2. The comparison of models with and without the attention
mechanism.

C. EVALUATION OF OUR PROPOSED METHODS AND
BASELINE METHODS
1) THE EFFECT OF ATTENTION MECHANISM AND BUSINESS
PERFORMANCE FEATURES
Experiments were conducted to evaluate the effect of con-
cise attention reviews derived by using the attention mech-
anism to extract important words and sentences in reviews.
We compared the methods with and without attention mech-
anism. The comparison results presented in Table 2 show
that the methods with attention mechanism (AMCNN-UPBP
and ACNN-UP) performed better than the methods with-
out attention mechanism (MCNN-UPBP and CNN-UP). The
prediction-based review simulation performed better than the
cluster-based review simulation.

FIGURE 6. Comparison of the different number of sentences in UPF.

Our proposed methods use user preference features
and business performance features to make rating predic-
tions. For example, the proposed AMCNN-UPBP contains
a merge-CNN model with user preference features and
business performance features based on concise attention
reviews.

We compared methods with and without the business
performance features. The comparison results in Table 3
show that the methods with business performance features
(AMCNN-UPBP and MCNN-UPBP) perform better than
the methods (AMCNN-UP and MCNN-UP) without busi-
ness performance features; the maximum improvement can
reach 1.5%.

TABLE 3. The comparison of models with and without the business
performance features.

2) THE COMPARISON OF PROPOSED METHODS
AND BASELINE METHODS
In addition, we compared the performance of each pro-
posed methods using Cluster-based review simulation and
the Prediction-based review simulation, and finally compared
the proposed methods with the baseline methods for rating
prediction.

The comparison results in FIGURE 7 show that
Prediction-based review simulation is superior to Cluster-
based review simulation among all of our proposed rating
prediction methods. In addition, the proposed rating predic-
tion method (AMCNN-UPUB) with attention mechanism
and merge-CNN model considering both user preference and
business performance features is the best of all the proposed
methods. Specifically, AMCNN-UPBP performs better than
the MCNN-UPBP method. The result implies that the pro-
posed concise attention reviews derived by using attention
mechanism to extract important words and sentences in
reviews can effectively improve the quality of recommen-
dations. Moreover, AMCNN-UPBP performs better than the
ACNN-UP method. It implies that the proposed merge-CNN
model with user preference features and business perfor-
mance features can further improve the rating predictions.

FIGURE 7. Effectiveness of the proposed methods under different review
simulation methods.

In the following comparison with baseline methods,
we compared our proposed rating prediction methods
using Prediction-based review simulations to the others;
all the methods using Prediction-based review simulations
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TABLE 4. Comparison between proposed methods and baseline methods.

outperform Cluster-based review simulations, as shown
in FIGURE 7. The comparison results presented in
Table 4 show that the methods with attention mecha-
nism, AMCNN-UPBP and ACNN-UP outperform methods
without attention mechanism, MCNN-UPBP and CNN-UP.
In addition, the methods with business preference features,
AMCNN-UPBP and MCNN-UPBP outperform the methods
without business preference features, ACNN-UP and CNN-
UP. Finally, the method with both the attention mechanism
and business performance features, which is the AMCNN-
UPBP, performed the best, with maximum improvement over
MF and HAN for 5.53% and 2.7%, respectively. Therefore,
we can infer that by using attention mechanism and business
performance features, our proposed methods can improve the
rating predictions.

V. DISCUSSIONS AND CONCLUSION
In this paper, we proposed a rating prediction model, merge-
CNN, based on a deep learning framework and review min-
ing with attention mechanism. By using GloVe to convert
user reviews into vector input, our proposed merge-CNN
model can effectively extract important user preference fea-
tures from user reviews to make better recommendation
predictions.

Since user preference features are extracted directly from
user reviews, the quality of user preference features is influ-
enced by the quality of the user reviews. Accordingly, our
proposed method, considering concise attention reviews and
quality reviews written by elite users, can improve the predic-
tion accuracy. Through the attentionmechanism, we can filter
out unimportant sentences in user reviews to get a concise
attention review with higher quality. The quality reviews
written by elite users can better indicate the performance of
business than all the reviews of the business. Accordingly,
extracting business performance features from the quality
reviews of elite (credible) users can also provide better pre-
diction accuracy. In addition, we can effectively improve the
accuracy of rating prediction by combining business per-
formance features with user preferences. The experimental
results verify our inference that the recommendation model
adopting attention mechanism and business performance fea-
tures can improve accuracy over the baseline models.

Moreover, a target user does not actually have consumption
experience with the target business, not to mention writing

a review on the target business. In order to extract the pref-
erence features from the target user, we designed two user
review simulation methods to simulate the target user’s pos-
sible review. Through the proposed methods, we can extract
the possible preference features of the target user from the
target user’s most similar neighbors, and then make a rating
prediction for the target user. As a result, our experiments
have verified that this approach is feasible.

Existing studies have not considered concise attention
reviews and quality reviews written by elite users for rating
predictions. Our experiment results show that the proposed
novel merge-CNN model can take both concise attention
reviews of users and quality business performance features to
make effective rating predictions. Our research results help
to improve the accuracy of rating prediction and increase the
commercial value of online review websites.

There are some issues that can be improved in the future.
We extracted the business performance features from mul-
tiple credible reviews received by a business. Determining
how to define a credible review will affect the quality of
the business performance features. With the strict Yelp elite
qualification requirements, the reviews written by elite Yelp
users are credible; therefore, we selected credible reviews
written by Yelp elite users to extract business performance
features. However, other online review web sites may not
have the elite authentication mechanism like Yelp. To apply
our recommendation models to other data set, it is necessary
to design an approach that can automatically evaluate the
credibility of the review.We plan to investigate such approach
and evaluate our approach using more datasets and more
baselines in future work. In addition, our model has not been
able to accurately predict the ratings of users who have too
few consumer records (the cold-start problem). These are the
issues that can be further studied and improved in the future.
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