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ABSTRACT As a category of algorithms to solve the shortest lattice vector problem, sieve algorithms have
drawn more and more attention due to the prominent performance in recent years. Enumeration algorithms
used to perform better in practice even though sieve algorithms are asymptotically faster. Combined with
techniques like locality-sensitive hashing and rank reduction, sieve algorithms now are capable of competing
with enumeration algorithms. In this work, we study sieve algorithms in solving the shortest vector problem
on lattices by categorizing various sieve algorithms and elaborating on ideas and techniques used to improve
sieve algorithms. In addition, we present several prospective directions worth future research.

INDEX TERMS Lattice theory, post-quantum cryptography, lattice-based cryptography, shortest vector
problem, sieve algorithm.

I. INTRODUCTION
Originated in the 19th century, lattice theory has been
thoroughly studied by famous mathematicians like Gauss,
Minkowski and Hermite et al. At first, lattice theory was
introduced to solve geometric problems such as sphere pack-
ing and sphere covering. For the first time the application of
lattice theory in cryptography was as a cryptanalysis tool for
that the security of many non-lattice-based cryptosystems can
be reduced to the hardness of hard lattice problems. In 1980s,
knapsack problem was reduced to the shortest lattice vector
problem and LLL algorithm [53] was used to solve it [21],
[50], [51]. Afterwards, Bleichenbacher and May [15] and
Coppersmith [19], [20] utilized lattice algorithms to crack
vulnerable RSA [69] cryptosystems. Moreover, lattice reduc-
tion algorithms were used to solve hidden number problem,
which leads to attacks on DSA cryptosystems of special
settings [37], [64].

Besides cryptanalysis, lattice theory plays a more impor-
tant role in the design of cryptographic schemes. In 1996,
Ajtai [1] proposed a method of constructing a ran-
dom class of lattices, on which finding a short vector
is as hard as several worst-case hard lattice problems.
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Furthermore, Ajtai and Dwork [3] presented the first
worst-case to average-case reduction for hard lattice prob-
lems, which furnishes lattice-based cryptosystems with prov-
able security. Based on these work, various cryptographic
schemes including collision-resistant hash function [55],
public-key encryption cryptosystem [3], [31], [32] and digital
signature scheme [16], [24], [54] were proposed.

In addition, the birth and development of quantum comput-
ing have brought challenges to the security of conventional
public key cryptosystems such as RSA [69], ElGamal [29]
and ECC [42], [63] since that solving the hard mathemat-
ical problems they rely on become feasible with quantum
algorithms [74], [75] and large-scale quantum computers.
Under this circumstance, the issue of information security
in the upcoming quantum era is attracting more and more
attention and cryptographers seek to design ‘‘post-quantum’’
cryptosystems resistant to quantum attacks. Lattice-based
cryptography, code-based cryptography, multivariate polyno-
mial cryptography and hash-based signatures are the four
main branches of post-quantum cryptography. Among these
branches, lattice-based cryptosystems have been emerged as
prime candidates for post-quantum cryptosystem for that they
are relatively simple and own high efficiency and paralleliz-
ability. In July 2020, National Institute of Standards and
Technology (NIST) announced the round 3 finalists of its
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post-quantum cryptography standardizationwhile 5 out of the
7 cryptographic schemes are based on hard lattice problems.

Either cryptanalysis using lattice algorithms or the design
of lattice-based cryptosystem, hard lattice problems are
of vital importance. Among all the hard lattice problems,
the shortest vector problem (SVP), which aims to find a
non-zero vector on the given lattice, is the most representative
one. In 1998, Ajtai [2] proved that the shortest vector problem
in L2 norm is NP-hard for randomized reductions.

Till now, the shortest vector problem has been well studied
and a quantity of algorithms to solve the shortest vector prob-
lem have been proposed. There are mainly two categories of
algorithms to solve the shortest vector problem: enumeration
algorithms and sieve algorithms.

Enumeration algorithms have been under constant study
from the 1980s. In 1981, Pohst [66] proposed the first enu-
meration algorithm, which cost 2O(n

2) time and poly(n) mem-
ory on a lattice of dimension n. Two years later, Kannan [40]
proved that with appropriate preprocessing, the time com-
plexity of enumeration algorithm can be reduced to 2O(nlogn).
In practice, for the sake of improving algorithm efficiency,
enumerations are combined with pruning technique [28],
[72], [73], [77].

Sieve algorithms started with Ajtai, Kumar and
Sivakumar’s work [4] in 2001, which is the first algorithm
solving the shortest vector problem in single-exponential
time. Years later, heuristic assumptions were used in the
design of sieve algorithms, which makes NVSieve algorithm
[65], GaussSieve algorithm [79] and their variants much
more practical. Nevertheless, the exponential memory con-
sumption still restircts the application of sieve algorithms.
On this occasion, TupleSieve algorithms [9], [34], [35] were
proposed to overcome this obstacle by means of a trade-off
between time and memory. In addition, locality-sensitive
hashing (LSH), a technique to solve the nearest neighbor
search problem, was introduced into sieve algorithms [11],
[13], [14], [44], [45], [47] to improve efficiency. In 2018,
Ducas [23] and Laarhoven and Mariano [48] proposed two
different rank reduction techniques respectively and applied
them to sieve algorithms, which improve the efficiency
greatly in practice. Inspired by SubSieve technique and pro-
gressive sieving, in 2019 Albrecht et al. [5] proposed the
General Sieve Kernel, which is a stateful machine based
on sieve algorithms and solved previously unsolved SVP
Challenge instances. Moreover, quantum techniques [41],
[49] and evolutionary techniques [46] have been used to
improve the efficiency of sieve algorithms in recent years.

A. MOTIVATION
On one hand, the security of some non-lattice-based cryp-
tosystems can be reduced to hard lattice problems. On the
other hand, owing to the merit in security, efficiency and fuc-
tion, lattice-based cryptosystems have emerged as the most
promising cryptographic construction in post-quantum era.
As the most basic hard lattice problem, the shortest vector

problem deserves in-depth study for that it offers insights
for cryptanalysis and security parameter selection of certain
cryptographic schemes. Enumeration algorithm used to be
the most effective method to solve SVP in practice even
though sieve algorithm has better asymptotic time complex-
ity. Nevertheless, improvements of sieve algorithm in recent
years enable it to compete with enumeration algorithm as
well. Therefore, making such a review of sieve algorithms in
solving SVP could provide a better comprehension.

B. CONTRIBUTION
In this work, we provide an overview of sieve algorithms
in solving the shortest vector problem. For this purpose,
we collect, categorize and elaborate on the advances of sieve
algorithms and analyze the strengths and weaknesses of each
algorithm as well. In the end, we discuss directions worth
further research.

C. OUTLINE
The remainder of this article is organized as follows.
In Section II, we introduce preliminaries on lattice and sieve
algorithms. Section III provides an overview of sieve algo-
rithms in solving SVP. Section IV concludes with a brief
discussion about further research directions.

II. LATTICE AND SIEVE ALGORITHM
In this section, we introduce some theoretical backgroud
about lattice-based cryptography. Though there are a series
of hard lattice problems, in this work we mainly focus on the
shortest vector problem. All vectors in this article are denoted
by bold lower case letters and are to be read as column vectors
while all matrices are denoted by bold capital letters.

A. LATTICE
Definition 1 (Lattice): Let Rm be the m-dimensional
Euclidean space. A lattice in Rm is the set

L(b1, · · · ,bn) = {
n∑
i=1

xibi : xi ∈ Z}

of all integral combinations of n linearly independent vectors
b1, · · · ,bn ∈ Rm(m ≥ n).
The integers n and m are called the rank and dimension

of the lattice respectively and the lattice is full-rank when
n = m. Vectors b1, · · · ,bn are called a lattice basis and
it is represented as a matrix B = [b1, · · · ,bn] ∈ Rm×n.
Figure 1 illustrates an example lattice in R2 and the lattice
basis consists of vector b1 and b2. Actually, the basis of
a lattice is not unique, as the example lattice in Figure 1,
b1 and b1 − b2 also make up a lattice basis.

If B = (b1, · · · ,bn) is a full-rank matrix,the lattice L
generated by the basisB is denoted byL(B) = {Bx | x ∈ Zn

}.
Definition 2 (Gram-Schmidt Orthogonalization): Let B =

(b1, · · · ,bn) be n linearly independent vectors, B∗ =
(b∗1, · · · ,b

∗
n) is the Gram-Schmidt orthogonalization of B,

where b∗i = bi −
∑i−1

j=1 µi,jb
∗
j , µi,j =

<bi,b∗j >
<b∗j ,b

∗
j >

.
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FIGURE 1. An example lattice in R2.

The volume of a lattice Vol(L(B)) =
∏

i ‖b
∗
i ‖ where

‖b∗i ‖ is the Eculidean norm of vector b∗i .
Definition 3 (Successive Minima): Let L be a lattice of

rank n, the i-th successive minimum is defined as

λi(L) = inf{r|dim(span(L ∩ B̄(r)))}, i = 1, · · · , n,

where B̄(r) is a closed ball of radius r with the origin as its
center.
Definition 4 (Shortest Vector Problem): The exact shortest

vector problem can be defined as: given a basis B of the
lattice L, find a non-zero vector s ∈ L such that

‖s‖ = min{‖v‖ : v ∈ L(B), ‖v‖ 6= 0}.

The norm of such a shortest non-zero vector of a lattic L is
usually denoted by λ1(L).
Besides the exact SVP, there are several other versions.
Approximate Shortest Vector Problem: given a basis B

of the lattice L and a real number γ > 1, find a non-zero
vector s ∈ L such that

‖s‖ ≤ γ ‖v‖,∀v ∈ L(B), ‖v‖ 6= 0.

Unique Shortest Vector Problem: given a a lattice L(B)
satisfying λ2(L) > γλ1(L) for γ > 1 and γ ∈ R, find a
non-zero vector s ∈ L(B) such that

‖s‖ = min{‖v‖ : v ∈ L(B), ‖v‖ 6= 0}.

Shortest Independent Vector Problem: given a lattice
L(B) of rank n, find n linearly independent vectors si ∈ L(B)
such that

‖si‖ = λi(L(B)), i = 1, · · · , n.

Definition 5 (Gaussian Heuristic): For a lattice L, Gaus-
sian Heurisitic GH(L) gives the expected first minimum. For
a full rank lattice L ⊂ Rn, GH(L) is defined as:

GH(L) =
√
n/2πe · Vol(L)1/n.

When solving the shortest vector problem, GH(L) is usu-
ally regraded as the expected norm of the shortest vector.

For example, the target norm is 1.05GH(L) in the
SVP Challenge.1

B. SIEVE ALGORITHM
Since Ajtai et al. [4] introduced sieve algorithm in 2001, there
have been a quantity of variants and they share the same
framework as shown in Algorithm 1.

Algorithm 1 Sieve Algorithm (B)
Require:

Lattice basis B
Ensure:

A list of short lattice vectors
1: L ← a set of N short vectors sampled from lattice L(B)
2: while ∃(v,w) ∈ L2 such that ‖v− w‖ < ‖v‖ do
3: v← v− w
4: end while
5: return L

Typically, to imporve efficiency, before running sieve
algorithm on a lattice, lattice basis needs to be prepro-
cessed by lattice basis reduction algorithm (LLL [53] or
BKZ [18], [72]). And as Algorithm 1 shows, a sieving proce-
dure mainly consists of two parts: sampling short vectors and
vector reduction. Through calling sieve algorithm iteratively,
vectors in list L get shorter and shorter and as a result the
shortest vector problem is solved.
Definition 6 (Gauss-reduced): For vectors v1, v2 ∈ L(B),

if max(‖v1‖, ‖v2‖) ≤ ‖v1 ± v2‖, then v1, v2 are called
Gauss-reduced.
Definition 7 (Pairwise-reduced): Let list L be a set of

N vectors from lattice L(B), if for any two different vectors
v1, v2 (i, j = 1, · · · ,N and i 6= j) ∈ L, v1, v2 are Gauss-
reduced, then list L is called pairwise-reduced.

III. A REVIEW OF SIEVE ALGORITHMS
In this section, we present a review of sieve algorithms in
solving shortest lattice vector problem. In order to better
describe the research progress of sieve algorithms, we cat-
egorize them according to when they were proposed and
techniques they rely on. Except for special declarations, all
the lattices we mention in the rest of the article are full-rank
integer lattice of dimension n.

A. AKS SIEVE ALGORITHM
Based on Kumar and Sivakumar’s work [43], Ajtai et al.
proposed AKS Sieve algorithm [4] in 2001, which is the first
algorithm solving the shortest vector problem in 2O(n) time.
Before AKS Sieve algorithm, the best algorithm to solve SVP
is Kannan’s enumeration algorithm [40], which solves the
shortest vector problem in 2O(nlogn) time.
For a latticeL(B), AKS Sieve algorithm uniformly samples

a list of 2O(n) pairs of vectors L = {(vi, yi), i ∈ I } ∈ L(B) ×
Bn(R), where Bn(R) is a n-dimensional sphere with the origin

1http://www.latticechallenge.org/svp-challenge/
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FIGURE 2. One round in AKS Sieve.

as its center and a radius not longer than R. For each pair
(vi, yi), ‖vi − yi‖ ≤ ξ . AKS Sieve algorithm actually applies
a ‘‘sieving’’ procedure on all the perturbation points yi:

if ‖yi − yj‖ ≤ γR, then L ′ = L ′ ∪ {(vi − vj, yi − vj)},

where i, j ∈ I , γ < 1.
After a round of sieving, list L will be replaced by L ′. Since

the distance between vi and yi is bounded by ξ , as the length
of yi shrinks, vi becomes smaller as well. Actually, the new
perturbation point y′ = yi − vj satisfies

‖y′‖ = ‖yi − vj‖ ≤ ‖yi − yj‖ + ‖yj − vj‖ ≤ γR+ ξ

Figure 2 illustrates the change of list L after one round of
AKS sieving. By iteratively applying AKS Sieve algorithm,
a shortest vector will be found in list L.
AKS Sieve algorithm has two flaws: one is that it needs

several parameters and it is hard to find the optimal choice;
the other is that the complexity constant is too large.
Schnorr [71] firstly concluded that the constant in the time
complexity O(n) is not smaller than 30 while Regev [68]
claimed that it is not larger than 16. In 2008, Nguyen and
Vidick [65] proved that the upper bound of the constant in
the time complexity O(n) is 5.9.

Though AKS Sieve algorithm is not practical enough, it is
the first sieve algorithm to solve the shortest vector problem
and enlightens a research area.

B. NV SIEVE ALGORITHM AND ITS VARIANTS
In 2008, Nguyen and Vidick [65] made a thorough analysis
of AKS Sieve algorithm and proposed NV Sieve algorithm.
NV Sieve algorithm is a heuristic variant of AKS and made a
giant progress in both time and space complexity.

Instead of sieving on perturbation points like AKS Sieve
algorithm, NV Sieve algorithm performs sieving procedure
on lattice vectors directly based on the heuristic assumption
that vectors in a sphere shell are uniformly distributed. N
sampled lattice vectors which are shorter than R are divided
into two sets: centers set C and short lattice vectors list L.

In each sieving iteration, if vector v ≤ γR, v will be put
into new list L ′ immediately; if vector v > γR but ∃c ∈ C ,
‖v − c‖ ≤ γR, v− c will be put into new list L ′; otherwise,
vector v will be put into centers set C . At the end of each
iteration, list L will be replaced by L ′. Figure 3 shows the
change of list L after one round of NV Sieve algorithm.

The time and space complexity of NV Sieve algorithm
are 20.415n+o(n) and 20.2075n+o(n) respectively. However, it is
not efficient enough to compete with enumeration algorithm.
In 2011, Wang et al. [80] introduced a new technique and
designed a two-level sieve algorithm based onNVSieve algo-
rithm. Instead of using γ to ensure vectors become shorter
and short, shrink factors γ1 and γ2 are used in two-level sieve
algorithm. Compared with NV Sieve algorithm, centers set C
are divided into different groups and vectors in list L only try
to conduct reduction with vectors in corresponding groups.
In this way, two-level sieve algorithm achieves some balance
between space and time, and its time and space complexity
are 20.3836n+o(n) and 20.2557n+o(n) respectively. Two years
later, Zhang et al. [82] proposed a three-level sieve algorithm
based on the same idea, of which the time complexity is
20.3778n+o(n) and the space complexity is 20.2833n+o(n).

C. LIST SIEVE ALGORITHM, GAUSS SIEVE ALGORITHM
AND THEIR IMPROVEMENTS
In 2009, Voulgaris and Micciancio [79] proposed List Sieve
algorithm, which inherits the idea of AKS Sieve algorithm:
sieving on perturbation points. List Sieve algorithm samples
N pairs of vectors (pi, ei) at the beginning, and in each sieving
iteration pi is reduced by all the vectors in list L. After that,
let vi = pi − ei and reduce vi with all the vectors in list L
(see Figure 4). Finally, vi will be added to list L. During the
whole process, vectors in list L are shrinking until the target
norm is reached.

List Sieve algorithm solves the shortest vector prob-
lem in a lattice of dimension n in 23.199n+o(n) time and
21.325n+o(n) space. Even though it surpasses AKS Sieve
algorithm, List Sieve algorithm is not efficient enough
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FIGURE 3. One round in NV Sieve.

FIGURE 4. One round in List Sieve.

in practice. To improve List Sieve algorithm, Pujol and
Stehlé [67] proposed List Sieve-Birthday algorithm. Com-
pared with List Sieve algorithm, List Sieve-Birthday algo-
rithm introduces a list U and adds vector pairs reduced by
list L to U until the subtraction of the distinct closest vector
pair (u1,u2) ∈ U meets the target norm. Time and space
complexity of List Sieve-Birthday algorithm are improved
to 22.465n+o(n) and 21.233n+o(n).

Besides List Sieve-Birthday algorithm, Voulgaris andMic-
ciancio [79] presented Gauss Sieve algorithm, a heuristic
variant of List Sieve algorithm. Same as NV Sieve algorithm,
Gauss Sieve algorithm performs sieving procedure directly on
lattice vectors. It follows the approach of List Sieve algorithm
to build a list of lattice vectors which become shorter and
shorter after iterations. The difference is that when a new
vector vi is added to list L, not only vi is reduced by all
the vectors in list L, but also all the vectors in list L are
reduced by vi (see Figure 5). As a consequence, list L will
be pairwise-reduced, which means for any vectors u, v ∈ L,
max(‖u‖, ‖v‖) ≤ min(‖u ± v‖). The space complexity of
Gauss Sieve algorithm is provably bounded by 20.41n+o(n)

(seems to be at most 20.21n+o(n) in practice) while no upper
bound on the running time is given. Experimental results
show that the time complexity and space complexity seem
to be 20.48n+o(n) and 20.18n+o(n).

Although Gauss Sieve algorithm does not own an attractive
theoretical bound, it is one the most efficient sieve algorithm

in practice and there are a series of improvements on Gauss
Sieve algorithm afterwards. Fitzpatrick et al. [26] put forward
several heuristic improvements including optimizedGaussian
sampler, multiple randomized bases and angle approximation
to Gauss Sieve algorithm, which achieves a good accelera-
tion. Ducas [23] also modifies sampling method and utilizes
hash tables to prevent invalid vector reductions to improve
the efficiency of Gauss Sieve algorithm. In addition, there are
various parallel implementations [39], [59], [62], [81], and
[83] of Gauss Sieve algorithm.

D. SIEVE ALGORITHMS WITH NEAREST NEIGHBOR
SEARCH TECHNIQUES
For a list of N vectors L = {v1, · · · , vN } ∈ Rn, the nearest
neighbor search (NNS) [38] aims to find a vector v ∈ L such
that ‖v − t‖ = min{‖vi − t‖|vi ∈ L}, where target vector
t /∈ L. Relying on a family of locality-sensitive hash func-
tions, locality-sensitive hashing (LSH) [7], [8], [17], [38],
[78] is a technique to solve the nearest neighbor search
problem.

In 2015, Laarhoven [44] introduced LSH technique into
sieve algorithm for the first time. By means of replacing
the brute-force list search during reduction with method
combining with angular LSH, sieve algorithm obtain a
speedup in solving SVP. When combining NV Sieve algo-
rithm with angular LSH, the time complexity decreases to
20.3366n+o(n) while the space complexity remains unchanged.
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FIGURE 5. One round in Gauss Sieve.

Combining Gauss Sieve algorithm with angular LSH, he pro-
posed Hash Sieve algorithm, whose time complexity and
space complexity can be bounded by 20.3366n+o(n).

Inspired by angular LSH, other LSH methods attracted
researchers to study whether they are able to accelerate sieve
algorithm. Laarhoven and deWeger [47] combined NV Sieve
algorithm with spherical LSH and proposed Sphere Sieve
algorithm. The time complexity of Sphere Sieve algorithm
is 20.298n+o(n) as the space complexity remains 20.2075n+o(n).

Besides LSH, other NNS techniques are used to speed up
sieve algorithm as well. Becker et al. [13] adapted May and
Ozerov’s technique [60] which is used to solve NNS of binary
code words, and applied it to searching vector pairs suitable
for reduction during sieving. By combining this sub-quadratic
NNS technique with NV Sieve algorithm, the time com-
plexity drops to 20.3112n+o(n) and the space complexity is
still 20.2075n+o(n).
Sphere Sieve algorithm surpassed all the sieve algorithms

in terms of time complexity at that time. However, the spher-
ical LSH that Sphere Sieve algorithm relies on seems incom-
patible with Gauss Sieve algorithm, which greatly limits the
practicability of Sphere Sieve algorithm. In 2016, for the sake
of obtaining a more practical speedup in sieve algorithm,
Becker and Laarhoven [14] introduced cross-polytope LSH
[8], [78] into sieve algorithm. Although cross-polytope LSH
has the same acceleration effect as spherical LSHwhenwork-
ing with NV Sieve algorithm, it can be combined with mod-
ified Gauss Sieve algorithm to generate CP Sieve algorithm,
whose efficiency exceeds Gauss Sieve algorithm and Hash
Sieve algorithm in practice.

Based on LSH, Becker et al. [11] proposed locality-
sensitive filter (LSF), which adopts a new approach to pick up
nearby vectors. By applying spherical LSF to sieve algorithm,
LDSieve algorithm [11] is capable to solve the shortest vector
problem in 20.292n+o(n) time, which outperforms the previous
best time complexity achieved by Sphere Sieve algorithm and
CP Sieve algorithm. Until today, LD Sieve algorithm still
owns the best asymptotic time complexity for solving the

shortest vector problem and is wildly used to evaluate the
security parameters of certain lattice-based cryptosystems.

During the sieving procedure, the reduction step cost the
most time. Through quickly judging whether two vectors are
nearby, sieve algorithms with NNS techniques avoid a large
amount of invalid reductions and as a result the shortest vector
can be found in less time. Figure 6 illustrates the time and
space complexity of sieve algorithms with NNS techniques.
However, these methods cannot change the space complexity
of sieve algorithms and to some extent it is difficult to con-
struct an effective LSH or LSF.

FIGURE 6. Space and time complexity of sieve algorithms with NNS
techniques, reprinted from [11].

E. TUPLE SIEVE ALGORITHM AND ITS IMPROVEMENTS
Even though the time complexity of sieve algorithms is
single-exponential, the exponential memory consumption has
always limited the practicality of sieve algorithms while enu-
meration algorithms just cost negiliable polynomial space.
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FIGURE 7. Average maximum list size (log2 |L|∞) and average running time (log2 time) of Gauss Sieve and different Tuple Sieve algorithms, reprinted
from [9].

Aiming to overcome this obstacle, Bai et al. [9] proposed
Tuple Sieve algorithm in 2016. Instead of reducing vector
pairs (v1±v2) to decrease their norms, Tuple Sieve algorithm
takes advantage of tuples of vectors (v1±v2±· · ·±vk ). In this
way, Tuple Sieve algorithm actually achieves a comprise
between time and space: less lattice vectors are needed while
more time is spent during reduction to generate more short
vectors. When combining this technique with NV Sieve algo-
rithm, for tuple size k = 3, the space complexity decreases
from 20.2075n+o(n) to 20.1887n+o(n) while the time complex-
ity increases from 20.415n+o(n) to 20.5662n+o(n). To further
improve efficiency, a filter was designed to avoid invalid
vector reductions and with this filter the time complexity
of 3-Tuple Sieve algorithm drops to 20.4812n+o(n). Moreover,
by applying tuple sieve technique to Gauss Sieve algorithm,
they proposed Tuple Minkowski Sieve algorithm, a more
practical sieve algorithm. Figure 7 illustrates the experimental
space and time costs of different Tuple Sieve algorithms.

In 2017, Herold and Kirshanova [34] proposed an
improved algorithm for the approximate k-list problem in
Euclidean norm which can be applied to accelerating Tuple
Sieve algorithm. When tuple size k = 3, the time complexity
is brought down from 20.4812n+o(n) to 20.3962n+o(n) with the
space complexity remains 20.1887n+o(n). Furthermore, com-
bining with LSH techniques, the time complexity drops to
20.3717n+o(n) as the space complexity remains unchanged.

At the same year, Laarhoven [45] generalized the spherical
LSF from LD Sieve algorithm and applied it to Tuple Sieve
algorithm. Using this method, Herold and Kirshanova’s algo-
rithm can be improved to solve SVP in 20.3588n+o(n) time and
20.1887n+o(n) memory.

In 2018, Herold et al. [35] extended their previous work
together. With configuration framework and spherical LSF,
they offered tunable time-memory trade-offs for sieve algo-
rithms with arbitrary tuple sizes. For triple sieving, the time
and space complexity are 20.3588n+o(n) and 20.1887n+o(n)

respectively, which can be adjusted to 20.3300n+o(n) and
20.2075n+o(n) if more memory is taken up.

The core of various tuple sieve algorithms is a trade-off
between time and space: the larger the tuple size, the less
the memory, and the longer the time. And owing to that the
time complexity of sieve algorithm is exponential, tuple sieve
algorithms with tuple size larger than 4 is not practical.

F. SIEVE ALGORITHMS WITH RANK REDUCTION
TECHNIQUES
Rank reduction is a principle extensively used in solving
hard lattice problems: when solving a problem on a lattice
of dimension n, one first solves problems on its sublattice
of dimension n − k and later uses the outcome to solve the
original problem.

In 2018, Laarhoven and Mariano [48] proposed pro-
gressive sieving technique, which introduces a progressive
approach to sieve algorithm. It starts from sieving on a
low-rank sublattice of the original lattice and then gradually
adds new basis vectors and launches sieve algorithm on sub-
lattice of higher rank until all the basis vectors are added
and seeks to find the shortest vector. Progressive sieving
actually is a new mode of sieve algorithms and almost all the
sieve algorithms can be modified to combine with it. It has
faster convergence speed than conventional sieve algorithms
that sometimes it even finds target vector on a sublattice.
Moreover, algorithms with progressive sieving consume less
memory since it mainly works on sublattices.

At the same time as Laarhoven and Mariano’s work,
Ducas [23] proposed SubSieve technique, which is another
form of rank reduction. SubSieve technique relies on the fact
that the output list of sieve algorithm contains the vast major-
ity of short vectors of the lattice. For a lattice L, SubSieve
technique runs sieve algorithm on its projected sublattice Ld
of rank n − d and outputs a list L. For each vector vd ∈ L,
the preimage v ∈ L is calculated and the shortest one is
outputted to judge whether it is a shortest vector. SubSieve
technique is capable of bringing a sub-exponential speedup
to sieve algorithm and it can be applied to most of sieve
algorithms by design.
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In 2019, based on the ideas of progressive sieving and Sub-
Sieve, Albrecht et al. [5] proposed G6K, which is an abstract
stateful machine solving various hard lattice problems based
on sieve algorithms. UsingG6K, they solvedmany previously
unsolved lattice challenge instances and for previously solved
instances, G6K solved much faster.

Rank reduction actually is a heuristic strategy which has
been used in lattice reduction algorithms and enumeration
algorithms for a long period. By converting SVP on a
n-dimensional lattice into its sublattices, sieve algorithms
with rank reduction techniques will cost less time and
memory.

G. PARALLELIZATION
Though the time complexity of sieve algorithm is asymp-
totically faster than enumeration algorithm, sieve algorithms
cannot compete with enumeration algorithms at the begin-
ning. Under this circumstance, the parallelization of sieve
algorithm is a good alternative.

In 2011, based on a ring structure, Milde and
Schneider [62] proposed the first parallel implementation of
Gauss Sieve algorithm. Independent Gauss Sieve instances
are connected like a ring, and to keep all the instances active,
a queue of vector are added to each instances. Vectors pass
one instance will be handed to the next one. Only vectors
pass all the all the instances will be added to the current
list L, which has a negative influence on the convergence
and scalability of the parallel algorithm. Experimental results
show that efficiency does not improve linearly for more than
four threads.

The bottleneck of Milde and Schneider’s parallel algo-
rithm is that vectors in lists of different instances are not
Gauss-reduced and some short vectors are omitted during
the reduction process, which greatly limits the efficiency of
the algorithm. To tackle this problem, Ishiguro et al. [39]
designed another parallel Gauss Sieve algorithm in 2014.
By adding an additional list to each Gauss Sieve instance,
vectors in each list are guaranteed to be Gauss-reduced. As a
result, this algorithm has a excellent scalability and is able to
solve SVP on lattice of dimension more than 100.

In 2014, Mariano et al. [57] proposed a parallel variant of
List Sieve algorithm and made a comprehensive empirical
comparison between it and Gauss Sieve algorithm. Then
based on lock-free technique, Mariano et al. [59] presented
a parallel variant of Gauss Sieve algorithm using shared-
memory. This implementation is claimed to support a linear
speedup for up to 64 threads. At the same year, Bos et al. [83]
proposed a different version of parallel Gauss Sieve algorithm
suitable for distributed-memory architectures.

In 2017, Yang et al. [81] implemented Ishiguro et al.’s
parallel Gauss Sieve algorithm on a single GPU and
Bos et al.’s on multiple GPUs. Both implementation behaved
efficiently in solving the shortest vector problem.

In 2015 and 2017, Mariano et al. [56], [58] proposed the
parallel implementation of Hash Sieve algorithm and LD
Sieve algorithm respectively. Both of the implementations

scale well on CPU cores and are able to achieve a linear
speedup for up to 64 threads.

In addition, Ducas, Stevens and Woerden solved the
170-dimensional SVP Challenge this year based on efficient
parallelization of G6K with GPU-implementation,2 which is
the highest dimension for SVP Challenge till now.

H. SIEVE ALGORITHMS WITH QUANTUM SPEEDUP
The development of quantum algorithms and quantum com-
puter has brought a huge impact on the security of public
key cryptosystems. Since lattice-based cryptosystems have
become one of the most promising candidate in post-quantum
era, research on how quantum algorithms and quantum
computer can be applied to accelerating algorihtms solving
related problems is of great significance.

In 2015, Laarhoven et al. [49] studied how to use Grover’s
quantum search algorithm [33] to improve sieve algorithms.
By combining with Grover’s quantum search algorithm, sieve
algorithms obtain an asymptotic improvement both in time
and space complexity.

In 2019, Kirshanova et al. [41] studied how to use quantum
techniques to speed up variants of Tuple Sieve algorithm.
They firstly applied Grover’s quantum search [33] algorithm
to speed up Tuple Sieve algorithm and its variants. Secondly,
quantum k-clique finding techniques [27] were used to accel-
erate Tuple Sieve algorithms. Finally, they adapted parallel
quantum search technique [10] and combined it with NV
Sieve algorithm, which leads to a significant improvement in
complexity.

In 2019, Albrecht et al. [6] designed quantum circuits for
NNS algorithms that are deeply used in sieve algorithms and
analyzed their costs.

Quantum sieve algorithms might be kind of unrealistic on
account of that quantum computer is not practical at now.
However, research on it would provide a reference for evalu-
ating the security of lattice-based cryptosystems.

I. SIEVE ALGORITHMS ON IDEAL LATTICE
Ideal lattice is a special sort of lattice which is usually used to
construct efficient lattice-based cryptographic schemes [30],
[36], [52], [61], [76]. It was supposed that solving the shortest
vector problem in ideal lattices is as hard as in general lattices
until Voulgaris and Micciancio [79] presented the idea that
the special structure of ideal lattice can be used to improve
efficiency, especially for sieve algorithms.

In 2011, Schneider [70] proposed Ideal List Sieve algo-
rithm and Ideal Gauss Sieve algorithm, which are variants of
List Sieve algorithm andGauss Sieve algorithm using the spe-
cial structure of ideal lattices. Based on the rotation structure
of cyclic lattices and anti-cyclic lattices, both algorithms are
shown to be dozens of times faster than original algorithms
in solving SVP on ideal lattices.

In 2014, Ishiguro et al. [39] and Bos et al. [83] proposed
variants of parallel GaussSieve algorithm respectively. And

2http://www.latticechallenge.org/svp-challenge/halloffame.php
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TABLE 1. A summary of sieve algorithms.

their algorithms effectively solved the SVP challenge on two
different 128-dimensional ideal lattices.

In 2015, Becker and Laarhoven [14] presented Ideal CP
Sieve algorithm based on CP Sieve algorithm, which has a
linear speedup in time and a linear improvement in memory.

J. OTHER SIEVE ALGORITHMS
Besides these sieve algorithms mentioned above, there are
several other sieve algorithms.

In 2014, Becker et al. [12] proposed a heuristic sieve algo-
rithm based on overlattices. For both SVP and CVP, it finds
a solution in 20.3774n+o(n) time and 20.2925n+o(n) memory.
Moreover, by adjusting parameters, this algorithm achieves
a trade-off between time and space.

In 2019, Laarhoven [46] compared sieve algorithms and
evolutionary algorithms and explored the possibility to accel-
erate sieve algorithms with evolutionary techniques.

In 2020, Doulgerakis et al. [22] designed a hybrid algo-
rithm which uses sieve algorithm as a subroutine. Com-
bined with SubSieve [23] and CVPP [25] techniques, this
algorithm obtains more free dimensions and solves SVP on
high-dimensional lattices much faster.

IV. CONCLUSION
Sieve algorithm is regarded as one of the most promising
algorithm to solve SVP for its single-exponential asymptotic
time complexity. However, sieve algorithms did not perform
well in time at first as its exponential space complexity is also
an obstacle. To improve the performance of sieve algorithms
both in time and memory, a spectrum of ideas and techniques
were proposed to combine with sieve algorithms to gain a
better result. Table 1 summarizes sieve algorithms reviewed
in this article.

Based on our review of sieve algorithms, we consider that
there are still several directions worth in-depth research:
• Precise complexity bound, especially for Gauss Sieve
algorithm. As one of the most practical sieve algorithm,
there is no tight upper bounds on the running time and
memory consumption for Gauss Sieve algorithm while
Gauss Sieve algorithm behaves much better than its
present time and space complexity in practice. A precise
complexity bound will provide us with a better compre-
hension about Gauss Sieve algorithm and its variants.

• Sieve algorithm with less space requirement. Though
sieve algorithms have made great progress in recent
years, its exponential memory consumption still restricts
its application, especially compared with the negli-
gible polynomial space requirement of enumeration
algorithm. Tuple Sieve algorithm and its variants aim
to tackle this bottleneck but do not obtain a desir-
able outcome. A sieve algorithm with sub-exponential
or polynomial space requirement will be much more
competitive in solving SVP of high dimension.

• Combination with enumeration algorithms. To some
extent, using projected sublattices in SubSieve [23] tech-
nique is inspired by enumeration algorithms. Both sieve
algorithms and enumeration algorithms have their own
advantages. A hybrid algorithm in which sieve algo-
rithms and enumeration algorithms act as subroutines
maybe solves SVP more efficiently.

• Working as a subroutine of lattice reduction algorithms.
For conventional lattice basis reduction algorithms like
BKZ and its variants, enumeration algorithm is used
as its subroutine, which makes it inefficient on lattice
of high dimension. It is worthwhile to explore whether
sieve algorithm can be used as the subroutine of BKZ
algorithm and its variants since it is becoming more and
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more efficient. As for this aspect, G6K has achieved
some good results. Besides, the output list of sieve algo-
rithm contains a vast majority of short vectors in the
lattice, which caters to the need of random sampling
reduction algorithm: sampling short vectors. By design-
ing appropriate strategies, sieve algorithm is capable of
benefiting lattice reduction algorithms greatly.

• Parallel implementationwith GPU. Comparedwithmul-
tiple CPU cores, the parallelization of sieve algorithms
with GPU supports a larger prallel scale, which will
guarantee we find the shortest vector faster. However,
the parallelization with GPU may be unable to partici-
pate in the entire procedure of sieving for that the short
vector list L is dynamically changing. Under this cir-
cumstance, sampling short vectors and some reductions
seem to be compatible with implementation with GPU.
Actually, Ducas et al. has utilized GPU in solving SVP
Challenge in practice.3
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